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Expert System Based Network Testing  

Vlatko Lipovac 
University of Dubrovnik, 

Croatia 

1. Introduction 

Networks today are not isolated entities as local-area networks (LAN) are often connected 
across campuses, cities, states, countries, or even continents by wide-area networks 
(WAN) that are just as diverse in their hardware interfaces and software protocols as 
LANs and may consist of multiple technologies including, too. Protocols are implemented 
in combinations of software, firmware, and hardware on each end of a connection.  The 
state-of-the-art networking environment usually consists of several network operating 
systems and protocol stacks executing. A particular protocol stack from any manufacturer 
should inter-operate with the same kind of protocol stack from any other manufacturer 
because there are protocol standards that the manufacturers must follow. For example, 
the Microsoft Windows® TCP/IP stack should inter-operate with a Linux TCP/IP stack. 
Connections can be peer to peer, client to server, or the communications between the 
network components that create or facilitate connections such as routers, hubs, and 
bridges [1]. 
As converged IP networks become widespread, increasing network services demand 
more intelligent control over bandwidth usage and more efficient application 
development practices to be implemented, such as traffic shaping, quality-of-service 
(QoS) techniques etc. So, there is a growing need for efficient test tools and methodologies 
that deal with application performance degradation and faults. Network professionals 
need to quickly isolate and repair complex and often intermittent performance problems 
in their network and effectively hand over problems that are outside the network domain 
to the appropriate internal group or external vendor. Among the key technologies that are 
used for a variety of critical communication applications, we face a rapid growth of 
network managers’ concerns, as sometimes they find their networks difficult to maintain 
due to high speed operation, emerging and escalating problems in real time and in a very 
complex environment such as: incorrect device configuration, poorly architectured 
networks, defective cabling or connections, hardware failures etc. On the other hand, 
some problems do not cause hard failures, but instead may degrade network performance 
and go undetected. 
In particular, network management in such a diverse environment encompasses 
processes, methods and techniques designed to establish and maintain network integrity. 
In addition to its most important constituent - fault management, network management 
includes other activities as well, such as configuration management of overall system 
hardware and software components, whose parameters must be maintained and updated 
on regular basis.  
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On the other hand, performance management involves monitoring system hardware and 
software components’ performance by various means. In addition, these tasks include 
monitoring network efficiency, too. 
Finally, security management is gaining importance as both servers and fundamental 
network elements, such as bridges, routers, gateways and firewalls, need to be strictly 
administered in terms of authentication and authorization, network addresses delivery, as 
well as monitored for activities of a  profile, other than expected. 
Consequently, integrated network management is a continuum where multiple tools and 
technologies are needed for effective monitoring and control.  
There are two fundamentally different approaches to network management: reactive and 
proactive. The reactive approach is the one most of us use most of time. In a purely reactive 
mode, the troubleshooter simply responds to each problem as it is reported by 
endeavouring to isolate the fault and restore service as quickly as possible. Without a doubt, 
there will always be some element of the reactive approach in the life of every network 
troubleshooter. Therefore, in the first phase - reactive management, IT department aims to 
increase network availability, where the required management features focus on 
determining where faults occur and instigating fast recovery. 
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Fig. 1. Network management requirements escalation 

The next phase towards increasing the network control, Fig. 1, is proactive management, 

which seeks to improve network performance.  This requires the ability to monitor devices, 

systems and network traffic for performance problems, and to take control and 

appropriately respond to them before they affect network availability. 

Optimization is the third phase that includes justifying changes to the network either to 

improve performance or maintain current performance, while adding new services. Trend 

analysis and network modeling are the key capabilities needed for optimization. 
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Finally, guaranteed service delivery phase involves gaining control of the criteria on 

which the IT organization is judged. Actually, modern network management should be 

primarily based on a service level agreement (SLA) that specifies precise quality 

characteristics for guaranteed services, stating the goals for service quality parameters 

that the network manager's critical responsibility is to achieve in terms of: average and 

minimum availability, average and maximum response time, as well as average 

throughput. 

Nevertheless, in what follows, we will mostly be focusing troubleshooting. Analysts have 

determined that a single hour of network downtime for the major worldwide companies is 

valuated at multiple hundreds of thousands of dollars in lost revenue, and as much as about 

5% of their market capitalization, while the average cost per hour of application outage 

across all industries, is approaching hundred thousand dollars, and is still rising. For 

industries such as financial services, the financial impact per hour can exceed several 

millions of dollars.  

With this respect, the question that comes up here is whether the troubleshooting must be 

reactive?  

Not necessarily, as the concept of proactive troubleshooting goes beyond the classic reactive 

approach, presuming that active monitoring and managing network health on an on-

going basis should proceed even during the state of the network when it appears to be 

operating normally. By this way, the network manager is able to anticipate some 

problems before they occur, and is so better prepared to deal with those problems that 

cannot be anticipated. 

Being proactive means being in control. Certainly, no one would argue against being in 

control. But exactly what does it take to be proactive? First of all, it takes investment of time 

it takes to actively monitor network health, to understand the data observed, to evaluate its 

significance and to store it away for future reference. Secondly, the right tools are needed, 

i.e. the test equipment that is capable of making the measurements necessary to thoroughly 

evaluate the network health. The test equipment should be able to accurately monitor 

network data, even during times of peak traffic load (in fact, especially then!), and 

intelligently and automatically analyze the acquired data. 

1.1 Network management tools 
There exists a wide range of appropriate test solutions for design, installation, deployment 

and operation of networks and services. Their scope stretches from portable troubleshooting 

test equipment to centralized network management platforms, where each tool plays a vital 

role by providing a window into a specific problem area, and is so designed for a specific 

purpose. However, no tool is the magic answer to all network fault management issues and 

does not everything a network manager typically needs to do.  

Network management tools can be compared in many different dimensions. In Fig. 2, they 

are rated in terms of their strength in isolating and managing network faults, as well as in 

terms of breadth [2], [3]. With this respect, tools range from inexpensive handheld test sets 

aimed at physical level installation and maintenance, through built-in network diagnostic 

programs, portable protocol analyzers, distributed monitoring systems for multi-segment 

monitoring, and finally, to enterprise-wide network management systems. Many of the tools 

are complementary, but there is also quite a bit of overlap in capability. 
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Fig. 2. Tools for fault isolation and analysis 

Precise measurement of physical transmission characteristics is essential mostly for WAN 
testing, where tactical test instruments include interface testers and BER testers. Interface 
testers, also known as breakout boxes, display activity on individual signal lines, and are 
often used to perform quick checks on interface operating states at the first sign of trouble. 
They feature high-impedance inputs, so a signal under test is not affected by the testing 
activity and measurements can be made without interrupting network operation. In 
addition to simple go/no-go test panel indicator red and green LED lights, many interface 
testers have a built-in wiring block. This feature allows the operator to temporarily modify 
individual signal lines for test purposes.  
Logic analyzers, oscilloscopes, or spectrum analyzers are sometimes required as well to 
make measurements that complement BER and interface testers and are helpful to 
determine the source of transmission problems. Other specialized line testing instruments, 
available for WAN troubleshooting, include optical time-domain reflectometers (OTDR) for 
fiber-optic links, and signal level meters for copper cables.  
Protocol analyzers and handheld testers each view network traffic one segment at a time. 
Simple tools provide protocol decodes, packet filtering and basic network utilization, as well 
as error count statistics. More powerful tools include more extensive and higher level 
statistical measurements (keeping track of routing traffic, protocol distribution by TCP port 
number, etc...), and use expert systems technology to automatically point out problems on 
the particular network segment of interest.  
On the other hand, distributed monitoring systems dramatically reduce mean-time-to-repair 
(MTTR) by eliminating unnecessary truck rolls for most network problems. These are 
designed to monitor multiple network segments simultaneously, using multiple data 
collectors – either software agents or even dedicated LAN or WAN hardware probes, 
generally semi-permanently installed on mission-critical or other high-valued LAN/WAN 
segments, to collect network performance data, typically following the format of the Remote 

PROTOCOL 

ANALYZERS 
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Monitoring (RMON) protocol [2], [3], which allows continuous monitoring of network 
traffic, enabling observation of decodes and keeping statistics on traffic that is present on the 
medium. The so acquired data are then communicated to a central network management 
analytical application, by means of in-band messages (including alarms when certain 
thresholds are exceeded), according to a certain protocol, mostly the Simple Network 
Management Protocol (SNMP), so that the software agents that reside on each of the 
managed nodes, allow the management console to see information specific to that node 
(e.g., the number of octets that have transited through a certain interface), or about a 
particular segment (e.g., utilization on a particular Ethernet bus segment), and control 
certain features of that device (e.g., administratively shutting down an interface).  
For network troubleshooters, understanding how tool selection changes with the progress 
through troubleshooting process, is critical to being efficient and effective. 
Strong correlation exists between a diagnostic tool being distributed or not, and whether the 
tool is used to isolate or to analyze network and system problems. In this sense, generally, 
strategic distributed monitoring tools are preferable for isolating faults, however, as 
compared to protocol analyzers, distributed monitoring systems (and handheld 
troubleshooting tools, too) typically provide only simple troubleshooting capability, while 
localized tactical tools - protocol analyzers usually come equipped with very detailed fault 
isolation capability, and are so preferable for investigating the problem cause in a local 
environment of interest [2], [3]. 

1.1.1 Protocol analysis 
A simplified schematic diagram of data communications network is shown on Fig. 3, where 
traffic protocol data units (PDU) flow in between the user side (represented by the Data 
Terminal Equipment – DTE), and the network side (represented by the Data Communications 
Terminating Equipment - DCE). A protocol analyzer is considered as a device capable of 
passive monitoring of traffic and analyzing it either in real time, or in post-processing mode.  
 

 

PROTOCOL 

ANALYZER 

DTE DCE 

 

Fig. 3. Data communications network with a protocol analyzer attached in non-intrusive 
monitoring mode 

The very essential measurement of any protocol analyzer is decoding, which is interpreting 
various PDU fields of interest, as needed e.g. for discovering and/or verification of network 
signalling incompatibility and interoperability problems. So, e.g. the decoding measurement 
of a protocol analyzer, presented on Fig. 4., displays in near real-time, the contents of frames 
and packets in three inter-related sections: a summary line, a detailed English description of 
each field, and a hex dump of the frame bytes, also including the precise timestamps of PDU 
(frame or packet) arrivals - crucial information that was used in the exemplar tests and 
analysis (characterizing congestion window) to follow in the next chapter [4]. 
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Fig. 4. Decoding of PDUs, with precise time stamping (100 ns resolution) 

Specifically, the primary application of portable protocol analyzers is in-depth, detailed 
troubleshooting. But it would be wrong to automatically classify these powerful 
troubleshooting tools as appropriate only for top network protocols specialists, as state-of-
the-art protocol analyzers provide powerful statistical measurements and expert systems 
capabilities which make these tools extremely easy to use, even for to less trained network 
staff. 
In this sense, advanced state-of-the-art statistical analysis of traffic for a selected test station 
of interest often includes mutually correlated identification and characterisation of active 
nodes, their associated protocols and connected nodes, so providing an insight into the 
overall network activity of interest. So, for each active protocol stack and each active 
connection, line utilization and throughput (average, minimum or maximum), frame length 
and the number of bad frame-check-sequence (FCS) errors, will be indicated by these 
statistics measurements. 
From the hardware platform point of view, there are several classes of portable protocol 
analyzers as well. However, the best type of analyzer to select depends on the size, 
complexity, and topology of the network involved. 
Simple and inexpensive software-only applications run on standard network interface cards 
(NIC) and decode protocol frames, adding only rudimentary statistics measurements, while 
being capable of keeping up with network traffic only on low and moderately loaded 
networks. With limited data filtering or triggering, such products are moderately priced, 
and typically consume the host PC resources when running. 
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However, in high-speed networks, such as e.g. 1/10/100 Gbit/s LANs, higher-performance 
interface adapters and fast PC systems must be used in order to cope with high data 
volumes to be expected. Since standard NICs cannot accept all PDUs if their number 
exceeds a certain limit, some of them might be dropped (among them likely to be the ones 
most relevant for troubleshooting). In this sense, a very fast PC CPU is needed to be able to 
not only accept and process PDUs, but also ensure that filtering and triggering functions are 
performing in real time. On top of that, receive and transmit capture buffers must be deep 
enough, preferably with direct memory access (DMA), so to not share memory with other 
tasks of PC applications (among them the protocol analysis software). The NIC must have 
the option to switch off the local-only mode of operation (when, apart from the incoming 
PDUs bearing its own address, it would have seen only broadcasts), and so be able to 
forward all traffic it sees to the protocol analysis software. 
On the other side, top high-performance protocol analyzers, Fig. 5, may also be built on a PC 
platform, but include special buffer memories, typically 256 Mbytes or more deep, which 
can be written to at very high speed, so insuring 100% data capture even under extreme 
traffic loads. The PDUs from such a dedicated capture buffer are processed by a RISC-based 
CPU, optimized for speed and accuracy, which feeds the information to protocol analysis 
application, running on the PC. 
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Fig. 5. Architecture of a dual-port HW protocol analyzer [4] 

Such portable analyzers with dedicated hardware-based data acquisition, definitely provide 
much better capture performance than their software-based counterparts, as not only can 
they analyze and record all network traffic (time-stamped with great precision due to the 
high-resolution internal clock), but also generate network test traffic at wire speed (even in 
high-speed networks such as e.g. 10 Gb/s Ethernet). With such dedicated hardware, 
filtering can be accomplished in real time, regardless of filtering criteria (based on protocol, 
nodes and/or frame content) and instantaneous network utilization (whose peaks are most 
likely to coincide with eventual problems, and so are most needed to get captured and 
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forwarded to the analysis). In addition, some real-time trigger actions (such as e.g. event-
driven stops of data acquisition) can be associated to filtering. Furthermore, hardware-based 
protocol analyzers usually support simultaneous multi-port measurements and so enable 
performance testing on multiple LAN and WAN interfaces, e.g. on both sides of network 
components such as routers and bridges. 

2. Expert network protocol analysis 

As it was already mentioned, state-of-the-art high-end protocol analyzers often contain very 
powerful measurement sets providing much more information than just protocol decodes. 
This always includes statistical analysis of traffic, and, finally, the expert analysis, where the 
system compares network problems that occur to information in its knowledge database, 
and if any error scenario is found in the database that matches the discovered situation, the 
system suggests possible diagnoses and troubleshooting tips, so enabling automatic fault 
isolation [4].  
This has become more and more necessary to adequately address the diversity of potential 
complex network problems that definitely deserve more comprehensive approach than just 
using traditional network troubleshooting, which is typically based on passive network 
measurements by means of a classic protocol analyzer, combined with a variety of ad hoc 
tests. Such methodology was satisfactory when network topologies were simple and faults 
resulted mostly from configuration or hardware and wiring failures, i.e. when the majority 
of network problems were in the physical layer of the protocol stack. Nowadays, with more 
intelligent network devices (e.g. integrated layer 2 switching and layer 3 routing), 
application/server load balancing (i.e. layer 4 - 7 switching and routing), more sophisticated 
security policies and devices, as well as QoS technologies, most network problems have 
crept up the stack. Consequently, unlike before, a rising percentage of network performance 
problems, faced by network managers, are attributed to higher OSI layers, namely 3, 4 
through 7, rather than hard failures. These can include network software bugs, too many 
users trying to use the network at once and/or soak up the available network bandwidth, 
interoperability problems between protocol stacks because of different interpretations and 
implementations of standards, breached network security or software and hardware 
updates with unexpected results etc. Moreover, as deploying state-of-the-art complex, 
multi-services and multi-technology high-speed networks, including data, voice and 
streaming media applications, has become reality, delivering high-availability 
communication infrastructures for mission critical applications, and contracted QoS, as well 
as maintaining fast growing of sophisticated networks, imply that network downtime is not 
an affordable option at all. On top of that, dramatically rising network problems complexity 
also implies longer Mean-Time–To-Repair (MTTR), even without taking into account that 
quite often network managers rely on limited skill personnel. 
Specifically, even a protocol analyzer that is equipped with the best data acquisition 
hardware and application-level decodes, as well as advanced statistical analysis (that 
identifies how busy is the network, who is connected to it and is using most network 
bandwidth, which protocols are the most active stations using, when they are using it, for 
what, and whether the network is reaching its capacity, etc.), in many instances, will not 
itself timely isolate complex problems on the network and diagnose who is causing them, if 
still the fault management process is mostly manual and so very time-consuming, requiring 
a great deal of expertise in many aspects of network technology. 
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This in turn means that, in order to keep up with the next-generation-network (NGN) 
challenges, troubleshooting methods have to change, as well to better address the rising need 
for more sophisticated test tools that will make the process more efficient by providing 
automated means for continuous higher-level identification of problems, with less human 
intervention, so making decisions on how to best manage the network, justified and so easier.  
With this respect, state-of-the art protocol analysis often incorporates some sort of an expert 
system that offers a beneficial solution to these problems by continuous monitoring a network 
for performance degradation and faults in all 7 OSI layers, logging the results and then looking 
up its knowledge database, searching for eventual similarities with the currently identified 
network problems. Thus, the expert system capability of a protocol analyzer essentially not 
only takes advantage of but goes well beyond passive protocol following and statistical 
performance measurements, thus making fault diagnosis much more comprehensive. The 
intelligent protocol decodes automatically report on errors or deviations from the expected 
protocol, so reducing thousands of captured data frames to a short list of significant network 
events, and interpreting the significance of these events. This way, appropriately reported, 
such expert-analysis-isolated network abnormalities and inefficiencies significantly reduce the 
scope of potential causes of the problem (if not self-sufficiently pinpoint what it most likely 
might be), suggesting possible solutions that the network manager can consider to figure out 
what is wrong from the visible symptoms, so greatly speeding up the troubleshooting process. 
In other words, hand-in-hand with the proactive troubleshooting process is another 
methodology called intelligent analysis, which refers to the use of state-of-the-art data reduction 
tools available on today's test equipment, which facilitate rapid fault isolation, as a way to 
avoid network troubleshooting in (purely) reactive chaos. 
Better yet, this way, network managers can even predict the possibility of network failures 
and take actions to avoid the conditions that may lead to problems. 

2.1 Expert protocol analysis system basic components 
A typical rule-based expert system consists of five components: knowledge base, inference 
engine, blackboard, user interface, and explanation facility, Fig. 6. 
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Fig. 6. Typical rule-based network expert system components 
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The knowledge base is a collection of data that contains the domain-specific knowledge 
about the problems being solved. The inference engine performs the reasoning function. It is 
the component of the inference engine that controls the expert system by selecting the rules 
from the knowledge base to access, execute and decide when a solution has been found. 
After performing measurements and observing the network for significant events, pending 
measurement results that satisfy the rules’ preconditions are posted to the blackboard. The 
blackboard is a communication facility that serves as a clearinghouse for all information in 
the system, while the user interface allows the user to input information, control the 
reasoning process and display results. The explanation facility interprets the results by 
describing the conclusions that were drawn, explaining the reasoning process used, and 
suggesting corrective action. 
An expert system used for network troubleshooting must have access to diagnostic 
functions to actively confirm the existence of faults and to gather information from other 
devices and network management systems on the network. It must generate alarms and log 
all pertinent information in a data base. Automated operation must be available so that 
human intervention is not required, and audit trails should be provided so that a network 
manager can later track problems. 
An expert system must also be able to proactively obtain information about the state of the 
network to prove (or disprove) hypothesized problems. This is performed by the rules 
requesting information (via the inference engine) from the blackboard. The results of the 
measurements are posted to the blackboard to allow the inference engine to continue and 
eventually prove (or disprove) the hypothesized problem.  
Often, real-time demands of troubleshooting a network exceed the performance capabilities of 
a conventional rule-based expert system. However, intelligent measurements can greatly 
improve the performance of a rule-based expert system. Measurements are considered to be 
intelligent if they actually interpret the information on the network, instead of simply 
reporting low level events such as frame arrivals. An example of an intelligent measurement 
would be one that monitors the network and provides a high-level commentary on significant 
network events and conversations between nodes by following the state of network 
transactions. It would indicate if a connection was established properly, ensure that the traffic 
level between nodes did not exceed a maximum limit, and identify new mappings between 
physical layer addresses and network addresses. The process of managing networks includes 
fault detection and isolation. Network faults refer to problems in areas such as physical media, 
traffic and routing, connection establishment, configuration and performance. 
In what follows it will be briefly described how an expert system, embedded in a protocol 
analyzer, addresses the areas of fault detection and isolation, specifically in solving common 
faults in a complex network environment. 

2.2 Network baselining and benchmarking 
Understanding how the network under test operates is crucial in managing it proactively, so 
without it, a network manager will not have the information needed to make sound 
decisions concerning how his network is managed. 
Does he have misconfigured servers and nodes that are sending extra data onto the network? 
Is the network overloaded? Is it time to upgrade hardware or software? Has that recent 
department relocation had an adverse affect on the network? How much growth has occurred 
on the network over the past year? Can it sustain that growth level for another year? 
Two key processes need to be implemented to proactively manage the network: first, and 
most important, the network manager must baseline the network, so to get understanding 
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who is using it and how it is being used. Essentially, a baseline is a set of statistical 
measurements made over a period of time, which characterizes network performance, Fig. 7. 
It is a snapshot of the characteristics of the network of interest. 
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Fig. 7. An example of network baseline 

Measurement results from recorded baselines describe normal operating conditions of the 
network, and so can provide points of reference - thresholds for future advanced statistical 
analysis and expert measurements, thus enabling discovery of eventual departures of 
multiple measurements results from their belonging thresholds, by reporting them as 
significant events (e.g. for TCP/IP or XoIP protocols), should anything go wrong sometime 
later. With properly set thresholds, e.g. such as the ones in Fig. 8, significant changes will be 
neither missed, nor unnecessarily interpreted as routine events.  
Some of the so detected high-level ordered significant protocol events may indicate normal 
and desirable activity, while others might indicate the presence of potentially serious 
problems that should be present only in very rare instances. Following this classification are 
the “normal”, “warning”, and “alert” events, enabled in the configuration window of the 
above example, sorted by the order of their severity in indication that the identified 
problems could lead to network performance degradation or network failure [4]. 
By this way, baselining uncovers any network problems or inefficiencies so that they can be 
fixed before their major affect on users, which also enables better planning for growth. By 
looking at successive baselines, taken regularly over a long period of time, one will be able 
to observe trends and, based on them, plan for future, in terms of capacity growth and 
investments. Moreover, benchmarking applications and components before they are 
installed on the network provides the information needed to understand and predict their 
effect. 
Thus, using the tactics of baselining to first understand the normal network operation and, 
when problems arise, perform another baseline and compare the results, problems can be 
quickly identified and/or inefficiencies in network operation exposed. This provides 
immediate opportunities for improving network performance by observing trends and 
recognizing changes, and so being able to anticipate and resolve problems before they 
become apparent to network users. 
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Fig. 8. Example of selected TCP/IP significant events for the related expert protocol analyzer 
measurements, and setup of baseline thresholds, to match particular network conditions 

There are three main steps in performing a network baseline: collecting the data, creating 

the report and interpreting the results. First, the data must be collected either using a 

protocol analyzer, or a distributed network monitoring system agent, connected directly to 

the network segment of interest, such as the backbone and server ones, or the segments 

interconnecting separate networks (WAN interconnections first). The data should be 

collected for a fixed period of time, at similar time periods and at regular intervals, 

especially before and after large network adds, moves, or changes. 

Before beginning the data collection process, one will first have to choose a sample period, 

which is the total period of time over which baseline measurements are made. The sample 

interval is the period of time over which each individual statistics is sampled and averaged, 

i.e. it is the amount of time between data points in the baseline data - the time resolution 

used to collect the data samples, Fig. 9.  

As the sample interval gets larger, it will be less possible to resolve rapid changes in 

measured characteristics, as they will be averaged out. So, small sample intervals and small 

measurement periods should be used when fine resolution is required, which is usually 

appropriate for fault isolation or to obtain an instantaneous characterization of network 

health. On contrary, longer sample intervals and longer overall measurement periods are 

recommended when baselining for long-term trends, or gaining an overall picture of 

network health.  

Typically, most appropriate sample intervals are e.g. 1 second samples for periods up to 2 

hours, 1 minute samples for periods up to 24 hours, or 10 minutes to 1 hour samples, for 

periods of two or more days.  
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Fig. 9. Baseline sample interval and sample period 

Both portable protocol analyzers and distributed monitoring systems provide the 

information necessary to baseline and benchmark the network, but, as it was already 

pointed out, each of them has its unique capabilities that can help troubleshoot problems or 

monitor network performance, respectively. Whatever devices are used as data collectors, 

enough data must be provided, with enough accuracy to provide the real insight into the 

network operational characteristics. Each network segment of interest should be baselined, 

as e.g. a computer-aided engineering (CAE) segment will have quite different characteristics 

than a segment running just business applications.   

Collecting the data is important; however, if they are not presented in a clear and 

meaningful way, it will be very difficult to interpret them, as finally the network manager 

needs to look for abnormalities (such as e.g. high levels of network utilization, low average 

data packet size, high level of errored frames, or a file transfer protocol (FTP) with average 

data size of 100 bytes –indicating that the client or server could be configured incorrectly or 

overloaded etc.), trying to learn what is normal for his network over time, and comparing 

successive baselines to question any significant changes in traffic patterns or error levels. 

The baseline reports can also be used to set thresholds to be used as input to a rule-based 

automatic expert system that will review the baseline instead of a human network 

troubleshooter, and look for abnormal symptoms, to identify and question unusual traffic 

patterns for multiple protocol suites of interest. This will not only help in understanding 

how the network operates, but also to predict future changes in the network behaviour, 

before they actually occur (with potentially troublesome consequences).  

2.3 Practical expert protocol analysis 

The expert analysis must be executed on a truly multitasking machine, able to simultaneously 
and automatically run several measurements, comparing the measured values with their 
corresponding thresholds and so “feeding” the decision algorithm with input data. With such 
an arrangement in protocol analysis, PDUs are decoded nearly real-time, where the only 
reason for not fully real-time decoding is that other simultaneous processes can slow it down a 
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bit. Intelligent expert system-based protocol decodes automatically follow each conversation, 
and report on errors or deviations from the expected protocol. 
However, this usually comes integrated with a number of other powerful intelligent tools – 
mostly high-level protocol and node statistical analysis, which provide automatic node and 
protocol events discovery, and even complete network health audit. These intelligent analysis 
tools do much of the problem analysis work automatically, by separating the significant few 
events from thousands and millions of PDUs passing through the analyzer every second, 
where examining the details in individual PDUs for each protocol stack running only makes 
sense after real-time narrowing the focus (by the intelligent tools) just to significant events, 
such as connection resets, router misconfigurations, too slow file transfers, inefficient window 
sizes, and a number of other problems that might occur. Created this way, a short list of 
significant network events with their belonging interpretations and classifications, could 
suggest most likely network faults, so enabling quick high-level identifying network problems, 
i.e. the trade-in between the time to identify a problem, and the (so extended) time to solve it, 
thus greatly increasing the productivity by automating this process. 
Most manufacturers call this capability an expert system or expert protocol commentator [2], 
[3], [4].  
An illustrating example of a typical expert analysis top-level result is presented on Fig. 10, 
where too many retransmissions at TCP layer have been reported, slowing down the network. 
 

 

Fig. 10. An example of expert analysis based detection, isolation and classification of 

excessive TCP transmissions 

As it can be seen from the display, the related event is classified as “warning”, showing the 
node and connection information in one view, properly time-stamped, as well as possible 
causes (most likely noisy lines and/or inadequate IP Time-To-Live (TTL) setting). The 
alternative might be searching through decodes of thousands of captured frames to 
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eventually figure it out. This hypothesis can be further investigated and verified through 
examining the frames with bad cyclic redundancy check (FCS), as well as through active 
out-of-service bit-error-ratio (BER) tests. (In general, some network faults just cannot be 
isolated without such stimulus/response testing. For example, observing Ethernet frames 
with the same IP address and different MAC addresses might indicate a duplicate IP 
address problem - but it might also be just a consequence of a complex router topology. 
However, ARPing the stations for their addresses will resolve the dilemma in seconds). 
Other common examples of expert troubleshooter findings include e.g. router 
misconfigurations, slow file transfers, inefficient window sizes (that was used in congestion 
window analysis example to follow), TCP connection resets, protocol anomalies and mis-
sequencing, inefficiently configured subnets (so enabling too much cross-subnet traffic and a 
router busier than it is necessary), utilization too high, too many broadcasts/multicasts or 
too much management traffic (both using considerable bandwidth), one or more computers 
transmitting errors, and many more. 
On top of the advanced statistical analysis of active connections, stations and nodes 
involved, as well as expert classifications of significant events, often a sort of network 
“health” figure is estimated, based on the number of identified more or less severe events, 
whom the appropriate weighting factors are assigned to subtract the adequate amount (per 
each such identified event) from the value of 100%, as presented in Fig. 11, where from the 
top level display of the network health, more detailed investigations can be opened by 
drilling down into the related embedded expert or statistical analyses [4]. 
 

 

Fig. 11. Network health 
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3. An example of testing TCP traffic congestion by expert protocol analysis 
and statistical modelling 

In what follows, an exemplar solution for expert-system-based distributed protocol analysis of 
TCP congestion window process in a major network with live transaction-intensive traffic 
(specifically, electronic financial transactions data transfer), during stationary time intervals, is 
presented [5], based on estimating actual congestion window size from measured data that 
mainly included decoding with precise time-stamps (100 ns resolution locally and 1 μs with 
GPS clock distribution), and expert-system findings, resulting from appropriate processing of 
network data, accordingly filtered prior to arriving to the hardware-based capture buffer. 
In addition, a statistical analysis model is presented for evaluation whether the observed 
protocol data belonged to the specific (in this case, normal) cumulative distribution function, 
or whether two data sets exhibit the same statistical distribution - the condition-sine-qua-
non for a stable interval with regard to TCP. Having identified such stationary intervals, the 
measured-data-based congestion window values were found to fit very well (with 
satisfactory statistical significance) to the truncated normal distribution. Finally, an 
appropriate model for estimation of relevant parameters of the congestion window 
distribution - its mean value and the variance, was developed and applied. 
Transport Control Protocol (TCP) is a connection-oriented and so reliable protocol that 
much of Internet traffic uses at transport layer (the rest belongs to the connectionless User 
Datagram Protocol (UDP)). As a (sliding) window-based protocol, it controls sending rate at 
end-points, together with queuing mechanisms provided by routers [1].  
It is the imperative to predict the performance of connections, so with this regard, the means 
for testing the congestion window process through experimental approach, is proposed 
here, as real Internet traffic was measured, the collected data processed (the so far 
elaborated way), and the additional statistical methods selected for case-specific analysis. 

3.1 Flow control and managing congestion in TCP/IP networks 
As it can be seen in Fig. 12, each TCP traffic PDU – segment is divided into the header and 
the data.  
 

 

Fig. 12. TCP segment format 

The TCP window is sometimes referred to as the “TCP sliding window” [1]. This field tells 
the receiver how many bytes the transmitting host can receive without acknowledgement. 
Thus, the sliding window size in TCP can be adjusted in real time, so it is a primary flow 
control mechanism, allowing more sender data to be “in flight”, so that, this way, the sender 
gets ahead of the receiver (though not too far). Actually, the so advertised window informs 
sender of receiver’s buffer space. 
In original TCP design, this was the only protocol mechanism controlling sender’s rate. 
However, this simple flow control mechanism keeps a (faster) sender from flooding with 
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traffic a (slower) receiver, while congestion control prevents a number of senders from 
overloading the network, adjusting to bandwidth variations, as well as sharing it among 
various data streams. 
In real life, congestion is unavoidable; when two packets arrive at the same time, the node 
can only transmit one of them, and either buffer or drop the other. Specifically, if too many 
packets arrive within a short period of time, the buffer may eventually overflow, resulting 
with performance drop due to undelivered packets, packets consuming resources that are 
dropped somewhere else in the network downstream, spurious retransmissions of packets 
still “in flight” (leading to even more load)…  
In mid-1980s, the Internet faced serious performance problems, until Jacobson/Karels 
devised TCP congestion control [1].  Generally, avoiding drops of too many packets and the 
so-called network congestion collapse, was based on: pre-arranging bandwidth allocations 
(with drawback of requiring negotiation before sending packets and potentially low 
utilization), differential pricing (i.e. not dropping packets for the best bidders), as well as 
dynamic adjusting of transmission rate that is increased when testing of congestion reflects 
its significant value, and is decreased otherwise (where drawbacks are: suboptimality and 
complex implementation) [8]. 
With this regard, the term “congestion window” denotes the maximum number of 
unacknowledged bytes that each source can have “in flight”. This implies that, in other to 
conduct congestion control, each source must determine the available network capacity, so 
to know how many packets it can leave “in flight”. Congestion-control equivalent of the 
receiver window principle should presume sending at the rate of the slowest component, in 
order to adapt the window by choosing its (maximal) size as the minimal out of the two 
values: the actual congestion window and the receiver window. So, upon detecting 
congestion, the congestion window must be (fast) decreased, as well as increased should no 
congestion was detected. 
Detecting congestion by a TCP sender can be accomplished in a number of ways. For 
example, an indication can be if Internet Control Message Protocol (ICMP) Source Quench 
messages are detected on the network (either through protocol analyzer decoding, or expert 
analysis). However, this is not particularly reliable, because during times of overload, the 
signal itself could be dropped. Increased packet delays or losses can be another indicator, 
but also not so straightforward due to considerable non-congestive delay variations and 
losses (checksum errors) that can be expected in the network. 
Anyway, no matter how congestion is detected, managing it must start from the fact that the 
consequences of over-sized window (packets dropped and retransmitted) are much worse 
than having an under-sized window (somewhat lower throughput). Therefore, upon success 
with last window of data, the TCP sender load should increase linearly, and decrease 
multiplicatively, upon packet loss [8]. This becomes a necessary condition for stable state of 
TCP [9], [10], [11]. 
Particular schemes for managing congestion window are out of scope of this paper and will 
therefore not be further explored here, as our experimental investigations and analysis focused 
just the estimation of statistical distribution of the stationary congestion window size. 
The available test methods for studying communications networks range from 
mathematical modelling, through simulation (and/or emulation) to real-life 
measurements. We based this research on measuring the relevant parameters of test traffic 
by specialized hardware and analyzing the measurements’ results by expert analysis and 
statistical modelling. 
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3.2 Architecture of the test system 
A combined hybrid centralized (but) distributed expert analysis testing and troubleshooting 
solution, based on central server application, which controls and integrates expert protocol 
analysis, and distributed SNMP/RMON monitoring and analysis system, is the high-end 
solution in network management. Such an integrated solution consists of multiple expert 
protocol analyzers, RMON and other test agents, providing the means to solve complex 
problems, still spanning several network links and technologies and so enabling fastest 
progression from detection, identification and isolation of problems with availability, 
routing, QoS, etc., through network-wide view by RMON/MIB data, to resolution of 
problems by drilling-down into advanced statistics and expert analysis executed on a 
targeted protocol analyzer, where and when it comes out necessary (to troubleshoot). 
The network under test consisted of LAN (Ethernet 100 Mbit/s to 1 Gbit/s) and WAN 
(Frame Relay) infrastructure of a major bank in/between their offices in three cities was 
used as a system under test. The network included dedicated workstations, residing at 
different locations around the network and exchanging test traffic, as well as of six 
distributed test system devices: hardware-based distributed protocol analyzers (DPA), from 
Agilent Technologies, aimed for protocol data acquisition and analysis. These were 
dispersed throughout various network segments of interest, either as network resident or 
temporarily installed for network performance testing. Their interwork was orchestrated by 
the central application server (running the Network Troubleshooting Center software of the 
same vendor), which controlled and integrated the distributed protocol data acquisition 
modules and their expert protocol analyses, and was accessible via two remote clients – 
consoles [5], Fig. 13. 
 

 

Fig. 13. Test scenario with distributed protocol analysis system spanning distant networks 

By examining the precisely time-stamped TCP traffic PDUs – segments, using the tools of 
the non-intrusively attached DPAs, we were able to characterize the network, as well as its 
endpoints. 

www.intechopen.com



 
Expert System Based Network Testing 

 

319 

We performed many measurements throughout the day work time and in various 
environments: LAN – LAN and LAN-WAN-LAN. For each packet sent or received, DPAs 
registered its timestamp, sequence number and size. Multiple DPAs, with their 1Gb/s 
acquisition system, supporting real-time network data capture (to capture buffer memory) 
and filtering, were combined into time-synchronized multi-port tests, still using the same 
software features as with stand-alone protocol analyzer, such as e.g. decoding, statistical 
analysis and expert analysis [4]. Time synchronization among DPAs was achieved either via 
the “EtherSync” interfaces (where DPAs were daisy-chained, which allowed them to be 
synchronized to each other within ±100ns), or by means of the external GPS sources, 
providing the synchronization accuracy of ±1µs. (For the reference, the IETF’s Network 
Time Protocol (NTP) could provide the synchronization accuracy of ±20ms or better, 
depending on the proximity of Network Time Servers (NTS)). 
With this regard, the scenarios deployed included: multiple daisy-chained DPAs connected 
to a PC or a protocol analyzer either directly, or via a LAN, or multiple DPAs in a network 
with GPS, rather than NTP time synchronization.  
The protocol analyzers used were equipped with both LAN and WAN interfaces, which 
provided physical connections and high-speed data acquisition hardware to get every frame 
on the network into any particular protocol analyzer. The packet slicing option was selected 
on capture buffer of the each interface, to enable the protocol analyzers to capture only the 
first part (e.g. fist 100 Bytes) of each packet, containing just the relevant header information, 
so that more packets for a given buffer size (of up to 256 Mbytes), could be stored. Mostly 
the full buffer option was used, where collecting data continued until the buffer was filled, 
when it was finally stopped. 
The built-in capture filters were enabled, to control which frames were allowed to enter the 
capture buffer, and so to focus the analyzer (or just to save space in the capture buffer). As 
these filters are implemented in hardware, they were also used to trigger an action, such as 
halt or start collecting data on a matched frame, as well as either include or exclude matched 
frames from logging into the buffer, and later on to the hard disk of the analyzer’s PC 
platform. Among a number of different available filter criteria, protocols (TCP, IP, etc.), 
specific fields (such as e.g. window size), frame attributes (such as erroneous or good frames 
etc.), and, in some instances, frame data bytes (the first 127 bytes) were used. 
Associated to capture filters are statistics counters that provide counts of frames, packets 
and other events matching the selected filter criteria. These were set up and used for getting 
the precise statistics – histograms of the traffic events that were investigated.  
With regard to specific measurements and data processing done, certainly the most 
rudimentary one was decoding from which the very essential information used for 
characterizing congestion window are precise timestamps of PDU arrivals, Fig. 4.  
On top of data processing in each DPA, the appropriate postprocessing software (Agilent’s 
Report Center) was used to accomplish multi-segment network baselining and 
benchmarking, with time correlation of data across the segments of interest. Using these 
multitasking measurement features enabled analyzing the raw data in different ways 
concurrently, such as e.g. to get correlated statistics between protocols, nodes (that use these 
protocols) and connections of each such end-station [4]. 
In order to estimate the sender’s congestion window size from the collected data, it was 
necessary to identify (by filtering with appropriate criteria) the packets that have been sent 
from the sender, but have not yet arrived at the receiver, count them (by stats counters) and 
present as a function of time. The already presented features of the experimental system 
enabled fulfilling this task with great precision and accuracy. A simple application program 
– a counter - was used to add 1 to the actual congestion window size for each outgoing 
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packet, at the time it was leaving the sender, and subtract 1 when/if that packet arrived at 
the receiver. With the exception of lost packets (that we can trace by various means, the 
easiest one by the expert analyzer, Fig. 10), which were excluded from the calculation, this 
accumulated sum well approximated the actual congestion window size almost in real time. 

3.3 Statistical analysis model 
In statistics, the Kolmogorov–Smirnov (K-S) test is used to find out if an empirical cdf of 
interest, based on finite samples, differs from a hypothesized continuous distribution 
function specified by the null hypothesis [12]. The very reason for wide use of the K-S test 
statistic is that it does not depend on the distribution function being tested, and also that it 
does not depend on adequate sample size (as e.g. the chi-square goodness-of-fit does). The 
higher the extent to which this test implies that the set up hypothesis has (or has not) been 
nullified - the significance level α (of the difference between the hypothesized values and 
the sample-based ones), obviously, the less likely it is that the investigated event could have 
been produced only by chance. So, in fact, the significance level is the probability that the 
null hypothesis could be wrongly rejected, when actually it should be accepted [12]. (Such a 
decision is commonly referred to as "false positive"). Among the popular levels of 
significance: 5%, 1% and 0.1%, in our model, we adopted the mid value. 
The significance of a result is frequently expressed as its p-value, in such a way that smaller 
p-value reflects more significant result. So, when p-value, resulting from such a test, is 
smaller than the α-level, the null hypothesis is rejected and informally speaking, the results 
are classified as “statistically significant”, where the lower significance level implies the 
stronger evidence. 

3.3.1 Testing conformance to normal distribution 
A sample Kolmogorov-Smirnov test [12] enables testing of a hypothesis that a certain 
distribution Fnξ(x) of a random variable ξ conforms to the given continuous cdf F0ξ(x). 

 0 0H : F (x) P( x) F (x)ξ ξ= ξ < =  (1) 

The empirical cdf Fnξ(x) is derived from the independent samples 1 2 n( , ,..., )ξ ξ ξ . The 

Kolmogorov-Smirnov statistics for a given F0ξ(x) is: 

 n n 0
x

ˆD F (x) F (x)sup ξ ξ= −  (2) 

As it follows from the theorem of Glivenko-Cantelli [12], if the observed sample comes from 
the F0ξ(x) distribution, then Dn converges to 0. Furthermore, as F0ξ(x) is continuous, the rate 

of convergence of nnD is determined by the Kolmogorov limit distribution theorem, 

stating:  

 n
n

Pr( nD y) K (y), 0 ylim η< = < < ∞
→∞

 (3) 

where Kǈ(y) is the Kolmogorov cdf (that does not depend on F0ξ(x), as pointed out above). 
Moreover, if the significance level of α is pre-assigned, then the tested null-hypothesis is to 
be rejected at the level α if: 

 nnD yα>  (4) 
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where the cut-off yα is found by equalizing the Kolmogorov cdf Kǈ(y) and 1-α: 

 1
nPr( nD y ) K (y ) 1 y K (1 )−

α η α α η≤ = = − α ⇒ = − α  (5) 

Otherwise the null-hypothesis should be accepted at the significance level of α. 
Actually, the significance is mostly tested by calculating the (two-tail [12]) p-value (which 
represents the probability of obtaining the test statistic values equal to or greater than the 
actual ones), by using the theoretical Kǈ(y) cdf of the test statistic to find the area under the 
curve (for continuous variables) in the direction of the alternative (with respect to H0) 
hypothesis, i.e. by means of a look-up table or integral calculus, while in the case of discrete 
variables, simply by summing the probabilities of events occurring in accordance with the 
alternative hypothesis at and beyond the observed test statistic value. So, if it comes out that: 

 np 1 K ( nD )η= − < α  (6) 

then the null hypothesis is again to be rejected, at the presumed significance level α, 
otherwise (if the p-value is greater than the threshold α), the null hypothesis is not to be 
rejected and the tested difference is not statistically significant. 

3.3.2 Identifying stationary intervals 
While the main applications of the one-sample K-S test are testing goodness of fit with 
normal and uniform distributions, the two-sample K-S test is widely used for nonparametric 
comparing of two samples, since it is sensitive to differences in both location and shape of 
the empirical cdfs of two samples, so it is the most important theoretical tool for detecting 
change-points.  
Let us now consider the test for the series 1 2 m, ,...,ξ ξ ξ  of the first sample, and 1 2 n, ,...,η η η  of 

the second, where the two series are independent. Furthermore, let mF̂ (x)ξ  and nĜ (y)η  be the 

corresponding empirical cdfs. Then the K-S statistics is: 

 m,n m n
x

ˆˆD F (x) G (y)sup ξ η= −  (7) 

The limit distribution theorem states that: 

 m,n
m, n

mn
P D z K (z), 0 z

m n
lim ζ

⎛ ⎞
< = < < ∞⎜ ⎟⎜ ⎟+⎝ ⎠→ ∞

 (8) 

where again KǇ(z) is the Kolmogorov cdf. 

3.3.3 Estimation of the (normal) distribution parameters 

Let us consider a normally distributed random variable 2N(m, )ξ∈ σ , where: 

 ( )
( )2

2

x m

21
p x e

2

−
−

σ
ξ =

πσ
 (9) 

Its cdf ( )xξΦ  can be expressed as the standard normal cdf ( )xΦ  [12] of the ξ-related zero-
mean normal random variable, normalized to its standard deviation σ: 
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 ( )
( )

2
2

2

x m
u m vx

2 2
1 x m 1

x Pr( x) e du e dv
2 2ξ

−
−

σ− −
σ

−∞ −∞

−⎛ ⎞
Φ = ξ ≤ = = Φ =⎜ ⎟σπσ πσ⎝ ⎠∫ ∫  (10) 

Normal cdf has no lower limit, however, since the congestion window can never be negative, 
here we must consider a truncated normal cdf. In practice, when the congestion window 
process gets in its stationary state, the lower limit is hardly 0. Therefore, for the reasons of 
generality, here we consider a truncated normal cdf with lower limit l, where l 0≥ . 

Now we estimate the parameters m, σ and l, starting from: 

 

2
l m

v

2
l m 1 l m

Pr( l) 1 1 e dv Q
2

−

σ −

−∞

− −⎛ ⎞ ⎛ ⎞
ξ > = − Φ = − =⎜ ⎟ ⎜ ⎟σ σπ⎝ ⎠ ⎝ ⎠∫  (11) 

where: 
l m

Q
−⎛ ⎞

⎜ ⎟σ⎝ ⎠
 is the Gaussian tail function [12]. 

The conditional expected value of ξ, just on the segment (l, + ∝ ) is: 

 
( )

2

2

u m

2

l

1
E( / l) u e du

l m
2 Q

−+∝ −
σξ ξ > = ⋅

−⎛ ⎞
πσ ⋅ ⎜ ⎟σ⎝ ⎠

∫  (12) 

By substituting:  
u m

v, du dv
−

= = σ ⋅
σ

 into (12.), we obtain: 

 

( )

2

2 2

2

2

v

2

l m

v v

2 2

l m l m

v

2

l m

1 l m

2

1 1
E( / l) v m e dv

l m 2
Q

1 m 1
v e dv e dv

l m l m2 2
Q Q

1
v e dv m

l m 2
Q

1
e m

l m 2
Q

+∝ −

−

σ

+∝ +∝− −

− −

σ σ

+∝ −

−

σ

−⎛ ⎞
− ⎜ ⎟

σ⎝ ⎠

ξ ξ > = σ ⋅ + =
−⎛ ⎞ π

⎜ ⎟σ⎝ ⎠

σ
= + =

− −⎛ ⎞ ⎛ ⎞π π
⎜ ⎟ ⎜ ⎟σ σ⎝ ⎠ ⎝ ⎠

σ
= + =

−⎛ ⎞ π
⎜ ⎟σ⎝ ⎠

σ
= +

−⎛ ⎞ π
⎜ ⎟σ⎝ ⎠

∫

∫ ∫

∫

 (13) 

Now, if we pre-assign a certain value γ to the above used tail function Q(·), then the 
corresponding argument (and so m) is determined by the inverse function Q-1(γ): 

 ( )1l m
Q m l Q−−⎛ ⎞

= γ ⇒ = − σ ⋅ γ⎜ ⎟σ⎝ ⎠
 (14) 
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so that (13.) can now be rewritten as: 

 
( )

2
11

Q
2

1
m E( / l) e

2

−⎡ ⎤− γ⎣ ⎦σ
= ξ ξ > − ⋅

γ π
 (15) 

Substituting m from (14.) into (15.) results with the following formula for σ:  

 

( )
( )

2
11

Q
1 2

l E( / l)

1
Q e

2

−⎡ ⎤− γ⎣ ⎦−

− ξ ξ >
σ =

γ −
πγ

 (16) 

Finally, substituting the above expression for σ into (14.), we obtain the expression for m: 

 
( )

( )

( )
( )

2
1

2
1

1
Q

1 2

1
Q

1 2

1
Q E( / l) l e

2m
1

Q e
2

−

−

⎡ ⎤− γ⎣ ⎦−

⎡ ⎤− γ⎣ ⎦−

γ ⋅ γ ξ ξ > −
π=

γ ⋅ γ −
π

 (17) 

So it came out that, after developing formulas (16.) and (17.), we expressed the mean m and the 
variance σ2 of the Gaussian random variable ξ, by the mean E( / l)ξ ξ >  of the truncated cdf, 
the truncation cut-off and the tabled inverse ( )1Q− γ  of the Gaussian tail function, for the 
assumed value γ. As these relations hold among the corresponding estimates, too, in order to 
estimate m̂  and σ̂ , we need to first estimate Ê( / l)ξ ξ >  and γ̂  from the sample data: 

 
( )

( )

q

i i i
i 1

r

i i
i 1

N l

Ê( / l)

N l

=

=

ξ ξ >

ξ ξ > =

ξ >

∑

∑
 (18) 

 
s

i i
i 1

1
ˆ M ( l)

n =

γ = ξ ≤∑  (19) 

where Ni and Mi denote the number of occurrences (frequency) of particular samples being 
larger and smaller-or-equal than l, respectively, and r,s ≤  n. 
So once we have estimated Ê( / l)ξ ξ >  and γ̂  by (18.) and (19.), we can then calculate the 
estimates σ̂  and m̂  by means of (16.) and (17.), which completes the estimate of the pdf (9.). 

3.3.4 Results of the analysis 
Initially, the network traffic was characterized with respect to packet delay variation and 
packet loss – that were, expectedly, considered as significant influencers on the congestion 
window. Accordingly, in many tests, for mutually very different network conditions and 
between various end-points, significant packet delay variation was noticed, Fig. 14. 
However, the expected impact of the packet delay variation [7], [13] on packet loss (and so 
on congestion, i.e. to its window size), has not been noticed as significant, Fig. 15a, 15b. 
Still, some sporadic bursts of packet losses were noticed, which can be explained as a 
consequence of grouping of the packets coming from various connections. Once the buffer 
of the router, using drop-tail queuing algorithm, gets in overflow state due to heavy 
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incoming traffic, the most of or the whole burst might be dropped. This introduces 
correlation between consecutive packet losses, so that they, too (as packets themselves), 
occur in bursts. Consequently, the packet loss rate alone does not sufficiently characterize 
the error performance. (Essentially, “packet-burst-error-rate” would be needed, too, 
especially for applications sensitive to long bursts of losses [7], [9] [10], [13]). 
 

 

Fig. 14. Typical packet delay variation within a test LAN segment 

 

 

Fig. 15a. Typical time-diagram of correlated packet jitter and loss measurements 

 

 

Fig. 15b. Typical histogram of correlated packet jitter and loss measurements  

With this respect, one of our observations (coming out from the expert analysis tools we 
referenced in Section 2) was that, in some instances, congestion window values show strong 
correlation among various connections. Very likely, this was a consequence of the above 
mentioned bursty nature of packet losses, as each packet, dropped from a particular 
connection, likely causes the congestion window of that very connection to be 
simultaneously reduced [7], [8], [10]. 
In the conducted real-life analyses of the congestion process stationarity, the congestion 
window values that were calculated from the TCP PDU stream, captured by protocol 
analyzers, were considered as a sequence of quasi-stationary series with constant cdf that 
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changes only at frontiers between the successive intervals [12]. In order to identify these 
intervals by successive two-sample K-S tests (as explained above), the empirical cdfs within 
two neighbouring time windows of rising lengths were compared, sliding them along the 
data samples, to finally combine the two data samples into a single test series, once the 
distributions matched. 
Typical results (where “typical” refers to traffic levels, network utilization and throughput 
for a particular network configuration) of our statistical analysis for 10000 samples of actual 
stationary congestion window sizes, sorted in classes with the resolution of 20, are 
presented in Table 1 and as histogram, on Fig. 16, visually indicating compliance with the 
(truncated) normal cdf, having the sample mean within the class of 110 to 130. Accordingly, 
as the TCP-stable intervals were identified, numerous one-sample K-S tests were conducted 
and obtained the p-values in the range from 0.414 to 0.489, which provided solid indication 
for accepting (with α=1%) the null-hypothesis that, during stationary intervals, the statistical 
distribution of congestion window was (truncated) normal. 
 

Pr(xi-20 <x < xi) 278 310 624 928 2094 2452 1684 911 478 157 63 21 
xi 30 50 70 90 110 130 150 170 190 210 230 250 

Table 1. Typical values of stationary congestion window size 
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Fig. 16. Typical histogram of the congestion window 

As per our model, the next step was to estimate typical values of the congestion window 
distribution parameters. So, firstly, by means of (19.), γ̂  was estimated as one minus the 
sum of frequencies of all samples belonging to the lowest value class (so e.g., in the typical 
case, presented by Table 1 and Fig. 16, γ̂ =1-278/10000=0.9722 was taken, which determined 
the value ( )1Q− γ =-1.915 that was accordingly selected from the look-up table). Then the 
value of l=30 was chosen for the truncation cut-off and, from (18.), the mean 
Ê( / l)ξ ξ > =117.83 of the truncated distribution was calculated, excluding the samples from 
the lowest class and their belonging frequencies, from this calculation. 
Finally, based on (16.) and (17.), the estimates for the distribution mean and variance of the 
exemplar typical data presented above, were obtained as: m̂ =114.92 and σ̂ =44.35.  

4. Conclusion 

It has become widely accepted that network managers’ understanding how tool selection 
changes with the progress through the management process, is critical to being efficient and 
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effective. Among various state-of-the-art network management tools and solutions that have 
been briefly presented in this chapter, as ranging from simple media testers, through 
distributed systems, to protocol analyzers, specifically, expert analysis based 
troubleshooting was focused as a means to effectively isolate and analyze network and 
system problems. With this respect, an illustrating example of real-life testing of the TCP 
congestion window process is presented, where the tests were conducted on a major 
network with live traffic, by means of hardware and expert-system-based distributed 
protocol analysis and applying the appropriate additional model that was developed for 
statistical analysis of captured data.  
Specifically, it was shown that the distribution of TCP congestion window size, during 
stationary intervals of the protocol behaviour that was identified prior to estimation of the 
cdf, can be considered as close to the normal one, whose parameters were estimated 
experimentally, following the theoretical model.  
In some instances, it was found out that the congestion window values show strong 
correlation among various connections, as a consequence of intermittent bursty nature of 
packet losses. 
The proposed test model can be extended to include the analysis of TCP performance in 
various communications networks, thus confirming that network troubleshooting which 
integrates capabilities of expert analysis and classical statistical protocol analysis tools, is the 
best choice whenever achievable and affordable. 
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