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1. Introduction     

Natural hazards and man-made disasters are victimizing large numbers of people and 
causing significant social and economical losses. By developing efficient Spatial Decision 
Support Systems (SDSS), managers will be efficiently assisted in identifying and managing 
impending hazards. This goal could not be reached without addressing significant 
challenges, including data collection, management, discovery, translation, integration, 
visualization, and communication. As an emergent technology, sensor networks have 
proven efficiency in providing geoinformation for any decision support system particularly 
those aiming to manage hazardous events. Thanks to their spatially distributed nature, these 
networks could be largely deployed to collect, analyze, and communicate valuable in-situ 
spatial information in a timely fashion. Since some decisions are expected to be taken on-
the-fly, the right data must be collected by the right set of sensors at the right time. In 
addition to saving the limited resources of sensor networks, this will speed up the usability 
of data especially if this data is provided in the right format. In order to boost the decision 
support process, a thorough understanding and use of the semantics of available and 
collected heterogeneous data will obviously help to determine what data to use and how 
confident one can be in the results ultimately. An appropriate representation of the geo-
information should enhance this process.  
Data collected by sensors is often associated with spatial information, which makes it 
voluminous and difficult to assimilate by human being. In critical situations, the hazard 
manager has to work under pressure. Coping with such collected data is a demanding task 
and may increase the risk of human error. In this context, Geosimulation emerges as an 
efficient tool. Indeed, mapping the collected data into a simulated environment which takes 
into account the spatial dimension may dramatically help the hazard manager to easily 
visualize the correlation between data collected by sensors and the geospatial constraints.    
In this chapter, we first present fundamental concepts of SDSS and the most important 
challenges related to their development. Second, we outline the sensor network technology 
as an emergent tool for leveraging SDSS. Third, we present the Geosimulation approach as 
another keystone to enhance SDSS. In this part, we summarize the current opportunities, 
research challenges, and potential benefits of this technique in SDSS. Finally, for better 
efficiency, we propose an encoding that emphasizes the semantics of available data and 
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tracks events/effects propagation. Based upon conceptual graphs, this encoding will be 
used to increase the benefits from sensor networks and geosimulation in SDSS. 

2. Spatial decision support systems 

Literature about spatial decision support systems (SDSS) is abundant and covering all their 
facets is beyond the scope of this chapter. In this section we only introduce the main 
characteristics of these systems and some important challenges related to their development.    

2.1 Definition and importance of SDSS 

The concept of spatial decision support systems has emerged by the end of 1980’s from the 

integration of two technologies: decision support systems (DSS) and geographic information 

systems (GIS) (Sugumaran and Sugumaran, 2005). Beyond the broad definition that SDSS 

are DSS designed to support decision-makers solving complex spatial problems, in the 

literature there is no consensus about what SDSS exactly are. Keenan (Keenan, 2003) 

attributed the disagreement on the definition of SDSS to the fact that DSS themselves are not 

clearly defined. Consequently, in the literature SDSS are often defined by their common 

characteristics rather than by what they exactly are. For example, Goel (Goel, 1999) listed the 

following common traits characterizing SDSS: they are designed to solve ill-structured 

problems, they have user interfaces, they combine models and data and they contain tools 

allowing users to explore and evaluate candidate solutions. They are supposed to provide 

an iterative problem-solving environment. However, we only develop the following main 

characteristics:  

Class of problems 

Malczewski (Malczewski, 1999) defined a SDSS as “an interactive computer based system 
designed to support a user or group of users in achieving a higher effectiveness of decision-
making while solving a semi-structured spatial decision problem”. Spatial decision 
problems are often ill- or semi-structured. They are multidimensional, characterised by 
uncertainty (which is inherent to spatial data), have decision objectives and factors that can 
not be fully and formally specified and do not have a unique evident solution (Densham, 
1991; Gao et al., 2004; Ademiluyi and Otun, 2009). Consequently, spatial decision-making 
processes are usually based on the “what-if” analysis: the decision-maker defines the 
problem, collects and analyses data and evaluates the consequences of several alternatives 
(scenarios) in order to select the best one (Ademiluyi and Otun, 2009). Moreover, spatial 
decisions require the implication of several stakeholders; they are iterative, interactive and 
participative processes (Densham and Goodchild, 1989; Goel, 1999). In addition, several 
studies have demonstrated that human beings have several cognitive limits when reasoning 
about spatial data (Kahneman and Tversky, 1982). For all of these reasons, spatial decisions 
are inherently complex and it is very helpful to have SDSS that support them.  

Main components 

Decision support systems are often developed based on the “DDM paradigm”, i.e., a DSS 

should provide capabilities related to dialog, data and modeling (Sprague and Watson, 1996). 

SDSS are complex systems that integrate multidisciplinary technologies, but as an extension 

of DSS, they should have architectural components that balance among those three 

capabilities (Ademiluyi and Otun, 2009). Although the number and exact description of 
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components mentioned in the SDSS literature differs (see (Sugumaran and Degroote, 2010) 

for more details), a SDSS should at least integrate the following capabilities (Densham, 1991; 

Densham and Goodchild, 1989; Keenan, 2003): 

1. Spatial and non spatial data management capabilities (SDBMS component): include 
tools supporting the collection and storage of data, the translation between different 
data models and data structures, and retrieving data from storage. 

2. Analytical and spatial modeling capabilities (Modeling and analysis component): 
provide decision-makers with access to a variety of spatial models in order to help them 
in the decision-making process. Examples of models include statistical, mathematical, 
multi-criteria evaluation, cellular automata and agent-based models (Sugumaran and 
Degroote, 2010).  

3. Spatial display and report generation capabilities (User interface component): support 
the visualization of the data sets and the output of models using several formats such as 
maps, graphics and tables. 

Domain specific 

Like DSS, SDSS are often domain- and problem specific, although there are some SDSS that 
are designed to be generic (Sugumaran and Degroote, 2010). SDSS have been applied to 
several domains, such as urban planning, environment and natural resource management, 
transportation and business, which led to the use of several spatial modeling techniques and 
technologies. Reusing modeling techniques is not always evident, and the development of 
SDSS is often complex, expensive and requires the acquisition of specific domain or problem 
knowledge.  

2.2 SDSS vs. GIS 

Although GIS offer spatial data management and analysis capabilities that are attributes of 
SDSS, they are usually not considered as SDSS (Sugumaran and Degroote, 2010) The major 
reasons are that GIS lack of analytical modeling capabilities and techniques for effective 
scenarios evaluation (Segrera et al., 2003). In addition, Malczewski (Malczewski, 1999) 
pointed out that GIS do not usually have tools for presenting and evaluating choices with 
conflicting multi-criteria and goals. These deficiencies limit the effectiveness of GIS in 
supporting complex spatial decision problems (Densham, 1991). SDSS are thus usually 
developed based on GIS software coupled with additional modeling and analysis 
techniques such as multi-criteria decision analysis (MCDA), artificial intelligence, agent-
based modeling and simulation techniques.  

2.3 Challenges for SDSS 

Although SDSS have reached the maturity stage and have been successfully implemented in 
several domains, there are still several challenges to be addressed. Sugumaran and Degroote 
(Sugumaran and Degroote, 2010) identified technical, technological, social and educational 
challenges, but in the following we only focus on some important challenges: 
1. As we previously mentioned, an important capability of any SDSS is the presentation of 

output and scenario alternatives to users. Evers (Evers, 2007) listed the lack of 
capabilities for evaluating alternatives as a major reason for the inefficacity of SDSS. 
Uran and Janssen (Uran and Janssen, 2003) indicated that an SDSS must allow the user 
creating and testing alternatives using intuitive and simple techniques for end users. In 
addition, it is very important for the decision-maker to be provided with the relevant 
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information, and any lack or over-load could potentially limit her ability to make good 
informed decisions. Providing the relevant and meaningful information is an important 
challenge. Most used techniques are visual (maps, 3D visualisations, etc.) or 
quantitative (tables, graphs, etc.). There is currently a lack of qualitative techniques that 
allow the decision-maker exploring the consequences of her alternative solutions with a 
simple and meaningful language. 

2. Developing SDSS for environmental monitoring and crisis situations requires not only 
the capability of modeling dynamic spatial phenomena, but also the ability to update 
those models with real-time data. Moreover, the system must provide an output that is 
relevant and easy to understand to the non-technical decision-maker, because any 
misleading or ambiguity can have to catastrophic consequences. However, GIS 
traditionally do not handle dynamic spatial models, and in order to remedy this limit, 
they have been coupled with modeling techniques from several research fields, 
especially cellular automata and agent-based simulations. Although this has led to the 
emergence of Dynamic GIS (Albrecht, 2007), dynamic spatial knowledge representation 
and modeling is an active research field (Haddad and Moulin, 2010a), and the lack of 
standards and efficient representation formalisms makes challenging the development 
of SDSS for real-time or near-real time spatial problems. 

3. Decision-makers often need to examine various situations simultaneously at different 
levels of detail (macro-, meso- and micro- scales of representations). This is an 
important issue since the modeled phenomena and observed patterns may be different 
from one level of detail to another, and since interferences may arise between 
phenomena developing in different levels of detail. The level of detail is very important 
and complex problem, because it does not only require modeling the problem’s 
dimensions at different spatial and temporal levels of details but also linking these 
different levels of detail.  

4. Most SDSS were developed independently of one another, and with the development of 
internet and web-based SDSS (Sugumaran and Sugumaran, 2005), there is more and 
more a need for sharing and accessing spatial data from several distributed and 
heterogeneous sources. Interoperability is then an important challenge to be addressed. 
The Open Geospatial Consortium (OGC) has been developing different interoperability 
standards for web applications, including Web Map Service (WMS) and Web Feature 
Service (WFS), and the issue of developing SDSS using these standards has been 
recently raised (Zhang, 2010). In addition, semantic interoperability is an active research 
field in geographic anthologies and semantic web (Wang et al., 2007), and the lack of 
standards makes the development and deployment of ontology-driven SDSS difficult. 

In the remaining of this chapter we focus on SDSS for dynamic environmental monitoring 
and crisis response and we present an approach based on sensor networks and 
geosimulation techniques to address their related challenges.  

3. Sensor network-based SDSS 

3.1 Survey on sensor network-based SDSS 

A SDSS embodies geomatic principles for situating decision-making in space. It often uses a 
GIS component to provide spatial analysis functionality (McCarthy et al., 2008). In a variety 
of applications, updated spatio-temporal data on current conditions in the environment of 
interest is decisive in making appropriate decisions. This data could be collected from the 
field using existing techniques, such as sensors, satellites, sonar, and radars.  
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Sensors are small devices, deployed in an environment for the purpose of collecting data for 
specific needs, such as monitoring temperature, pressure, moisture, motion, vibration, or 
gas or tracking objects. Since the energy and processing constrained sensors are frequently 
prone to failure, robbery, and destruction, they are unable to achieve their tasks 
individually. For this reason, they are deployed within an extended infrastructure called a 
sensor network. In this infrastructure, the spatially distributed sensors could implement 
complex behaviors and reach their common goals through a collaborative effort. Thanks to 
this collaboration, they are able to collect important spatio-temporal data for a variety of 
applications. This quality motivates the link between SDSS and sensor networks, especially 
when data is needed to be collected remotely and in real-time with tools which can operate 
in harsh environments.  
In the literature, several works have proposed sensor network-based SDSS. In the oil and 
gas industry, Supervisory Control & Data Acquisition Systems (SCADA) are using sensors 
in the monitoring of the processes within a total operating environment. The sensors are 
connected throughout an oil refinery or pipeline network, each providing a continuous flow 
of information and data about the operating processes. Chien and his colleagues (Chien et 
al., 2010) have deployed an integrated space in-situ sensor network for monitoring volcanic 
activity. In addition to ground sensors deployed to the Mount Saint Helens volcano, this 
network includes a spacecraft for earth observation. The information collected with sensors 
is integrated with data collected with an intelligent network of “spider” instrument 
deployed to the surface of the Mount Saint Helens volcano. The resulting data are used by 
hybrid manual reporting systems such as the Volcanic Ash Advisory Centers (VAAC) and 
Air Force Weather Advisory System (AFWA). Within the same context, Song and his 
colleagues (Song et al., 2008) have proposed OASIS. OASIS is a prototype system that aims 
at providing scientists and decision-makers with a tool composed of a “smart” ground 
sensor network integrated with “smart” space-borne remote sensing assets to enable prompt 
assessments of rapidly evolving geophysical events in a volcanic environment. The system 
constantly acquires and analyzes both geophysical and system operational data and makes 
autonomous decisions and actions to optimize data collection based on scientific priorities 
and network capabilities. The data collected by OASIS is also made available to a team of 
scientists for interactive analysis in real-time.  
O’Brien and his colleagues (O’Brien et al., 2009) have presented a distributed software 
architecture enabling decision support in dynamic ad hoc sensor networks, which enables 
rapid and robust implementation of an intelligent jobsite. The architecture includes three 
layers: a layer for expressive approachable decision support application development, a 
layer for expressive data processing, and a layer for efficient sensor communication. 
According to the authors, the implemented prototype can speed up application 
development by reducing the need for domain developers to have detailed knowledge 
about device specifications. It can also increase the reusability of software and protocols 
developed at all levels and make the architecture applicable to other industries than 
construction. 
Wicklet and Potter (Wicklet and Potter, 2009) have presented three steps for information-
gathering, from sensor data to decision support. These steps are: data validation, data 
aggregation and abstraction, and information interpretation. Ling and his colleagues (Ling 
et al., 2007) have proposed a sparse undersea sensor network decision support system based 
on spatial and temporal random field. The system has been presented as suitable for 
multiple targets detection and tracking. In this system, an optimization based random field 
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estimation method has been developed to characterize spatially distributed sensor reports 
without making any assumptions on their underlying statistical distributions. 
In (James et al., 2008), the authors have proposed an approach that aims at performing 
information-centric analysis within a GIS-based decision support environment using expert 
knowledge. By shifting towards a more information-centric approach to collect and use 
sensor measurements, more advanced analysis techniques can be applied. These techniques 
can make use of stored data about not only sensor measurements and what they represent, 
but also about how they were collected and the spatial context related to them. In a related 
work, Rozic (Rozic, 2006) has proposed REASON, which is a Spatial Decision Support 
Framework that uses an ontology-based approach in order to interpret many different types 
of data provided by sensor measurements. In such systems, binding and transforming the 
sensor data into timely information which is relevant to the problem is a challenging task. In 
order to solve this issue, we have proposed in a related work (Jabeur and Haddad, 2009) to 
allow sensors to autonomously cooperate and coordinate their efforts while emphasising on 
data semantics. By encoding causality relationships about natural phenomena and their 
effects in time and space with the formalism of conceptual graphs, we have proposed an 
approach that implements a progressive management of hazardous events. This approach 
would provide the decision-makers with timely valuable information on hazardous events 
of interest, such as floods and volcano eruption.  
In (Tamayo et al., 2010), the authors have conducted the design and implementation of a 
decision-support system for monitoring crops using wireless sensor networks. The 
prototype implemented includes tools that provide real-time information about the crop 
status, surrounding environment and potential risks such as pests and diseases.  
In (Filippoupolitis and Gelenbe, 2009), the authors have proposed a distributed system that 
computes the best evacuation routes in real-time, while a hazard is spreading inside a 
building. The system includes a network of decision nodes and sensor nodes, positioned in 
specific locations inside the building. The recommendations of the decision nodes are 
computed in a distributed manner then communicated to evacuate or rescue people located 
in the vicinity. 
In order to support rain-fed agriculture in India, Jacques and his colleagues (Jacques et al., 
2007) have proposed COMMON-Sense Net system, which aims at providing farmers with 
environment data. This system can provide farmers with valuable data allowing them to 
improve the production of semiarid regions in a cluster of villages in Southern Karnataka. 
Mastering a ship in heavy seas is always a challenge, especially in night time. The officer of 
the watch has to “sense” the weather and waves in order to preserve the cargo and navigate 
the ship without undue motions, stress or strains. SeaSense (Nielsen, 2004) is designed to 
support the natural human senses in this respect by providing an accurate estimation of the 
actual significant wave height, the wave period, and the wave direction. Furthermore, and 
based on the measurements and estimations of sea state, SeaSense provides actual 
information on the sea-keeping performance of the ship and offers decision support on how 
to operate the ship within acceptable limits.   

3.2 Opportunities and challenges in sensor network-based SDSS 

Any SDSS should provide decision-makers with the right data, at the right time, from the 
right spatial location. In addition, the SDSS must allow the decision-makers to have a global 
view about what is happening in the application environment. As this environment may be 
large-scale, harsh, and likely impossible for human to access, the requested data could only 
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be collected remotely. There are several existing techniques that can help in achieving this 
task, such as radars, satellites, and sensors. Depending on the availability of resources and 
the application context, one or more technologies can be deployed.  
Sensor networks afford SDSSs with opportunities along five axes (Fig. 1): 
1. For which goals data are collected: The sensor network should collect the requested 

data depending on the goals of the application. For example, in a flood scenario, sensors 
should collect data on the level and movement of water, the conditions of soil slope, 
and water pollution. Moreover, sensors can deliver to the SDSS data in several formats 
including those that are compatible with widely used standards.    

2. When data will be collected: sensors should be activated at the right time to collect and 
deliver the requested data to decision-makers through the SDSS. 

3. Where data will be collected: sensors should collect data from the right location and 
thus decision-makers could have updated information on locations of interest.  

4. Who will collect data: sensors should collect the requested data depending on their 
current locations. If they are not explicitly appointed by the decision-makers, they 
should self-organize in order to identify the subset of sensors that will be in charge of 
collecting the requested data. 

5. How data will be collected: sensors generally follow sleep/wakeup cycles. They are 
programmed to collect data according to predefined schedules. Depending on the 
current situation, this schedule has to be adapted in order to collect data at appropriate 
times. Moreover, data can be collected through a collaborative effort from several 
sensors.  

 

 

Fig. 1. Opportunities in sensor network-based SDSS  

As sensors are commonly characterized with their limited processing capabilities and short-
battery lives, they are commonly prone to failure and have to save their energy by following 
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sleep/wakeup cycles. In addition, due to the characteristics of operating environments, the 
sensors can be destructed, lost, and even stolen. Consequently, the topology of the sensor 
network is frequently changing and thus pulling data from the network could be affected. 
This affects the fluent feeding of the SDSS with the requested data. As such, this represents 
the main challenge of binding SDSS with sensor networks.  
Binding SDSS and sensor networks concerns several issues, including: 
1. Communication: as sensors are generally spatially distributed and do not maintain 

reliable communication pathways, the exchange of data between the SDSS and the 
sensor network should not be straightforward. Thus, data should not be pulled out 
appropriately from the network.   

2. Data format: the Open Geospatial Consortium’s Sensor Web Enablement (Botts et al., 
2006) working group has created an entire suite of standards related to sensor 
networks. In this context, SensorML could be used to describe sensors and sensor 
platforms, O&M (an XML schema which complements SensorML) could be used to 
describe measurements made by sensors, and SOS (Na and Priest, 2006) can make use 
of SensorML and O&M to provide an interactive, useful view of current and historical 
conditions at a site. In spite of such standards, some SDSSs may use proprietary data 
formats that may cause some incompatibility with sensor data.   

3. Synchronization: in some real-time applications, communication between the sensor 
network and the SDSS must be in timely fashion. This could not be guaranteed all the 
time, particularly due to sensor network constraints.      

4. GeoSimulation-based SDSS for crisis response 

Hardly a day passes without some form of crisis, disaster or tragedy hitting the headlines. 
At the same time, new technologies have made great steps, which, in theory at least, have 
been accomplished for the safety of human beings and the environment. Unfortunately, 
many technological achievements are responsible for most of the disasters occurring today. 
Paradoxically, we need technology to better deal with these disasters when they occur. 
When problems are well-structured and relatively static (e.g., resource allocation), 
mathematical programming methods can be built into the SDSS. For dynamic situations, 
such as crisis management, simulation is a better tool (Fedra and Reitsma, 1990; Zhang and 
Grant, 1993). In this section we first make an overview of SDSS used for crisis response with 
a particular emphasis on those based on geo-simulation. We then enumerate the main 
challenges and opportunities of geosimulation-based SDSS for crisis response. 

4.1 Review 
SDSSs have been successful in addressing the spatial component of natural and 
technological hazards (Fedra, 1997). As a result, several specialized SDSS have been 
developed that assist decision-makers with hazards. For instance, regarding wildfires, a 
multidisciplinary system has been developed by Keramitsoglou and his colleagues 
(Keramitsoglouet al., 2009) to provide rational and quantitative information based on the 
site-specific circumstances and the possible consequences. The system's architecture consists 
of several distinct supplementary modules of near real-time satellite monitoring and fire 
forecast using an integrated framework of satellite Remote Sensing, GIS, and RDBMS 
technologies equipped with interactive communication capabilities. The system may handle 
multiple fire ignitions and support decisions regarding dispatching of utilities, equipment, 
and personnel that would appropriately attack the fire front.  
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Garbolino and his colleagues (Garbolino et al., 2007) proposed Computer-Aided 
Management of Emergency Operations (CAMEO) which is a SDSS for assessing the impact 
of a gas release from a hazardous material transportation accident on the population in a 
dense urbanized area. The SDSS uses a database that centralizes, in real time, the data on 
hazardous material transportation coming from both embarked sensors monitoring the 
physical conditions of the material in the tank of the truck, the truck route, its speed etc. and 
an installed optical sensor placed in a highway station which detects orange plates of the 
hazardous material trucks crossing the highway station. CAMEO is associated to the GIS 
platform in order to integrate the databases on the stakes of the territory (population, 
housing, companies, etc.) with the maps of the atmospheric dispersion distances of toxics 
coming from the simulations computed with CAMEO. The overlapping of the maps of these 
gas release distances and the data on the stakes allow the user to identify the exposed (or 
impacted) stakes. 
Many other SDSS were developed for droughts and agricultural pestilence (MacLean et al., 
2000; Agatsiva and Oroda, 2002), floods, hurricanes, wildfires, and earthquakes (Fulcher et 
al., 1995; Radke, 1995; Sanders and Tabuchi, 2000; Jaber et al., 2001; Hodgson and Cutter, 
2002; Jensen and Hodgson, 2006). Most of these SDSS were designed to help human 
decision-makers to take the right decisions. However, more sophisticated SDSS can also 
assist these decision-makers in planning interventions during crisis situations. These SDDS 
are called geosimulation-based SDSS as they use geosimulation to support human planners. 
To better understand these SDSS, we discuss the necessity of the geosimulation process in 
what follows. 
Human planning requires the simulation of plans, which is itself based on anticipation and 
schematisation (Hoc, 1987). When facing a new situation, a human being is able to detect 
similarities with well-known situations and to anticipate events or properties which are not 
yet totally identified (Hoc, 1987) thanks to his sense of anticipation. According to Craik 
(Craik, 1946), planning is a very refined activity implying a mental formulation of future 
states of the world in order to simulate the real world behaviour and then to predict future 
events. However, human planning capabilities are limited. In (Kahneman and Tversky, 
1982), the authors claim that simulation is difficult for humans, which is proven by Forbus’ 
experiences (Borbus, 1981) which show that simulation cannot be done by humans, expect in 
trivial cases. 
Planning becomes more complex when addressing uncertain situations such as during crisis 
response interventions. In such cases, accurate predictions about plan executions remain a 
hard task for human planners. The AI community proposed solutions such as the 
Simulation-Based Planning approach SBP which consists in associating planning and 
simulation. Each generated plan is simulated in order to be tested and evaluated. The most 
appropriate plan is kept. As we focus on crisis situations, the spatial component is crucial 
which makes the problem even more complex. 
In order to plan within a large-scale space, a person relies on a sophisticated mechanism 
based on cognitive maps which are mental constructs that we use to understand and know 
environments and use to make spatial decisions (Kitchin, 1994). Despite its sophistication, it 
remains very limited as many errors, mainly metrical, can occur. Sources of these metrical 
errors include distortion, distances, and directions. Consequently, and despite his exceptional 
cognitive capabilities, a human being has several limitations when trying to plan in a real 
large-scale geographic space. An SDSS based on a geosimulation (simulation using GIS 
data) approach would help overcome some of these limitations. Simulation is even more 
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important for emergency planning. Indeed, when based on realistic assumptions, simulation 
offers an efficient way of modeling crisis response tasks.  
In the domain of forest firefighting for example, we developed a geosimulation-based SDSS 

which relies on a four-layer architecture (Sahli and Moulin, 2009; Sahli and Jabeur, 2011). An 

adaptation to this architecture is discussed later (see Subsection 4.3). In the air navigation 

domain, (Ozan and Kauffmann, 2002) developed a practical tool for tactical and strategic 

decision-making in aircraft-based meteorological data collection called TAMDAR 

(Tropospheric Airborne Meteorological Data Reporting). This onboard system gathers 

meteorological data (using airborne sensors) as aircraft fly in the troposphere and transmit 

this data to the National Weather Service. Collected data will help decision-makers to 

process different operational alternatives (by conducting various what-if analyses using a 

GIS-based user interface) and to determine the best strategy for system operation. The SDSS 

is composed of a customized simulation-optimization engine, a data utility estimator, a GIS-

based analysis layer, and a user interface. They can also conduct various what-if analyses 

effectively by using GIS-based user interface. 

In the domain of civilian evacuation, and as evacuees move, a specialized SDSS can 

continuously track evacuees using their current spatial location coordinate. In this context, 

Nisha de Silva designed a prototype of a geosimulation-based SDSS named CEMPS 

(Configurable Evacuation Management and Planning Simulator) (Nisha de Silva, 2000). The 

aim was to produce an interactive planning tool to produce simple scenarios wherein 

emergency planners are able to watch a simulation proceed and provide limited interaction 

to obtain information on the progress of the evacuation. CEMPS integrates a dynamic and 

interactive evacuation simulation model with a GIS which defines the terrain, road network, 

and related geographical elements such as the hazard source and shelters, as well as the 

population to be evacuated. 

4.2 Challenges and opportunities for GeoSimulation-based SDSS 

In the following, we briefly enumerate the main challenges that geosimulation-based SDSS 
is facing as well as the opportunities that it represents. 
1. Simulation models are difficult to integrate in the SDSS: In many crisis domains, experts 

have done a lot of effort on model development. The difficulty in developing the DSS is 
not then a lack of available simulation models but rather making these models available 
to decision-makers (Muller et al., 2003). These simulation models are usually used in 
research labs without being integrated into the decision-making process. Muller and his 
colleagues (Muller et al., 2003) explained this gap by the following reasons: data 
requirements are usually only attained in a research setting; models are complex and 
assumptions are not well understood by managers; and deriving model input 
parameters is extremely time consuming and difficult. 

2. Multi-disciplinary problem: To integrate simulation models in SDSS, one needs 
expertise in database management system, geographic information systems, computer 
operating systems, remote sensing and Internet searching for data gathering, graphics, 
as well as specific domain knowledge. Unfortunately, only few 
professionals/researchers have all these skills. Cross disciplinary research groups have 
to be set and collaborate more in order to achieve better geosimulation-based SDSS.  

3. Granularity: The accuracy of predicting entities (resources and actors within the 
environment) behavior depends on whether the SDSS simulator uses a micro, meso, or 
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macro modeling approach. The choice among the three levels of granularity depends on 
the trade-offs that must be made in order to maintain realistic computing power when 
processing large amounts of data.  

4. Validation of simulated models: A simulator is intended to mimic a real-world system 

using actual data associated with that system. It uses assumptions that generally 

simplify the complex behavior of the real-world. When the SDSS simulates a highly 

dynamic environment as during crisis response, it is a big challenge to validate the 

simulation models in use.  

5. Integrating data reported by citizen: Many governments are implementing large-scale 

distributed SDSS to incorporate data from a variety of emergency agencies in order to 

produce real-time “common operational pictures” of crisis situations. This goal remains 

a very hard task. In this context, social networks have the potential to transform 

emergency response by providing SDSS with data collected by citizens. Individuals are 

often in the best position to produce immediate, empirical and real-time observance of 

events simply because they are there. Pictures or videos taken by citizens from a cell 

phone can provide invaluable information.  Integrating these data and media generated 

by citizens and other non-state actors with the main SDSS can enhance governmental 

response to crisis. This will not only imply reviewing the command and control 

strategies and the communication infrastructure, but also opening new research 

avenues on how to collect, filter, and integrate these new data into the SDSS. 

5. Including a full Emergency Management Cycle: The emergency management 

community has long recognized that society’s response to disaster events evolve 

through time. The succession of emergency response stages after a disaster event, 

known as the Emergency Management Cycle, includes a phase of response/rescue 

operations, a later phase of recovery/reconstruction, and a stage focused on mitigation 

and monitoring for future events (Cutter, 1993). Most of existing SDSSs only focus on 

one stage. It would be a considerable improvement if SDSS can address all stages 

involved in emergency response. 

6. Web-based SDSS: As with other applications deployed via the web, the Internet based 

SDSS provides advantages over traditional desktop applications. First, the application is 

centrally located, simplifying distribution and maintenance. In addition, the Internet 

based approach increases the user base by reducing costs of access to users. However, 

Internet standards have some limitations for use in spatial applications, but new 

software and plugins continue to be developed. Current applications offer map display, 

but frequently fall short of providing comprehensive GIS functionality. Future 

developments offer the possibility of a distributed SDSS that could connect with 

datasets held at distant locations on the Internet.  

4.3 Combining sensors and GeoSimulation-based SDSS 

When facing a natural disaster or a crisis situation, decision-makers need to monitor the 
situation and then plan interventions (evacuation, rescue, etc.) while taking into account the 
constraints of the real word (real large-scale, dynamic, and uncertain environment).Sensors 
are of course one of the possible means of monitoring the environment. However, a ‘deploy 
and ignore’ approach of sensors is not appropriate in this context. In remote areas, where 
human interventions cannot be provided appropriately, sensors must have reasonable 
intelligence and autonomy to reconnoiter their surroundings, respond to changing 
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environmental conditions, cope with frequently changing communication pathways and 
network topology, and carry out automated diagnosis and recovery.  
Static sensors are used to monitor the environment and send sensed data to the SDSS, which 

may use this data in different ways. For example it can map the data (usually after 

treatment) on the geo-referenced map (Sahli and Moulin, 2009).  A human user can visualise 

the data before taking any decision. The sensed data can also be used to feed a simulated 

model (within the SDSS) of the event occurring in the dynamic environment. We have 

already followed this approach for the forest fire problem in (Sahli and Moulin, 2009) and 

the train derailment problem (caused by rock falls) in (Sahli et al., 2008).  

In this section we are going to focus on another type of sensors which is very useful during 

crisis response but much more difficult to manage. These are mobile sensors (whether 

autonomously or embedded in moving vehicles). They offer more flexibilities and 

opportunities for data acquisition and tracking events of interest in a highly dynamic 

environment. However, connectivity and coverage among the network components have to 

be maintained. To this end, it is important to prevent mobile nodes to move freely, 

anywhere and anytime, creating communication holes. Holes can also result from the 

absence of communication connectivity (sleep, robbery, or shutdown of some sensors) as 

well as from heavy network activities. The goal of maintaining a WSN without 

communication holes cannot be always guaranteed due to simultaneous movements, 

sleep/shutdown of some nodes, or jamming factors.  

In the particular cases of natural disaster (forest fire, oil slick, flood, etc.) or crisis situations, 

mobile sensors have to deal with the constraints of the real world (real large-scale 

environment, dynamism, and uncertainty). The "real large-scale environment" constraint 

implies that the geographical aspects of the terrain could affect the sensors move. For 

example, moving a sensor in a forest in fire is not always possible as movements depend on 

the vegetation and the natural obstacles in the surrounding geographic space. The 

"uncertainty" and "dynamism" constraints imply that the plan of sensors relocation could 

fail at any time. For instance, a sensor which was moving to a safe place during a forest fire, 

could realize that fire has changed its direction and thus his destination is no longer safe.  

Under the constraints cited above, the real environment is not necessary the best place to 

plan sensors relocation for the following reasons: 

1. The relocation process needs the collaboration of several sensors which implies a high 
volume of exchanged messages between the physical sensors. Given the nature of the 
environment (natural disaster) and the commonly limited resources of sensors, such 
communication should be avoided. 

2. The movement of each sensor strongly depends on different parameters, namely, the 
spatial characteristics of the surrounding space (elevation, slope, etc.), the evolution of 
the situation (e.g., fire progression in a forest), and the position of the other 
resources/sensors. These parameters are partially or totally unknown for individual 
sensors. 

3. Individual sensors have only a partial vision of the situation. Each sensor is only aware 
of its neighborhood. Thus it lacks of the global vision of the situation, which is in this 
particular case necessary to find a global relocation strategy.  

The artificial intelligence community has proposed solutions to similar problems through 

the Simulation-Based Planning approach (SBP) (Lee and Fishwick, 1994) which consists of 

associating planning and simulation. Each generated plan is simulated in order to be tested 
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and assessed. The most appropriate plan is kept. However, when applied to real world 

problems, the current SBP approach does not suggest an efficient interaction between the 

real world and the simulated environment. In addition, monolithic planning turned out to 

be ineffective (Desjardins et al., 1999). Agent-based planning appeared then as a good 

alternative. Combining both techniques (simulation-based planning and agent-based 

planning) may then help to solve such problems. The SDSS which supports this idea should 

be able to build a synchronous parallel between the real world and the simulated environment 

(which is mainly the geo-referenced map) of the SDSS. 

The sensor relocation application can be thought of as a layered architecture as illustrated in 

Fig. 2. This design philosophy is inspired by the layered simulation model we proposed in 

(Sahli and Moulin, 2009). The real sensors are of course located in the real world. Each of 

these sensors has a representative in the simulated environment. This representative is a 

software agent. Sensor relocation is thus planned by these agents in the SDSS and then 

communicated to the real sensors. The SDSS should include four layers as shown in Fig 2. A 

full description of these layers can be found in (Sahli and Jabeur, 2011). 

 
 
 
 
 
 

 

Fig. 2. Four-layer architecture of geosimulation based SDSS for sensors relocation  

As the relocation planning takes place in the SDSS, the SDSS needs to be continuously 

updated by the real environment to maintain the coherency and synchronization between 

the two environments. In this context, the communication between the physical sensor and 

its agent representative is crucial. As for communication within the SDSS, heavier message 

traffic is to be exchanged between different representatives in order to: (i) inform each other 

about corresponding sensors status; (ii) check the status of others' sensors; (iii) coordinate 

relocation. Coordinating the relocation is not an individual decision. Indeed, a sensor 

having the intension to move must inform and get the approval of the surrounding sensors 

especially that the movement must be for the sake of achieving a common goal. Besides, all 

moves should be aligned with a strategic action which may be dictated by a human 

decision-maker.  

An SDSS supporting these four layers of Fig. 2 offers the following advantages: (i) Most of 

the interaction messages between agents (sensors' representatives) are taking place in the 

SDSS (locally). Even a high traffic of exchanged messages will not really affect the 

performance of the relocation process;  (ii) Since the relocation planning will be conducted 

by the representative agents in the SDSS, each agent will have access to all relevant data 

(spatial data of the surrounding space from GIS, the last evolution of the situation from the 

simulated environment, and the position of the other resources and sensors from the other 

co-existing agents). More details about the internal architecture of these agents can be found 

in (Sahli and Moulin, 2009); (iii) As all agents are in the SDSS, a human decision-maker can 

have a global idea about the current situation. Therefore, he/she can take part in the 

relocation planning process by dictating strategic actions.  
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Moreover, planning in a highly dynamic environment using a simulation-based approach 
implies dealing with another problem: when should the simulation process be launched in 
the SDSS and how the simulation process should be coupled with the effective relocation? 
Early planning applications were based on the assumption that a planner’s environment is 
stable and that it is possible to create a complete plan before executing it (Russel and 
Norvig, 1995). Such an assumption is inappropriate when considering dynamically 
changing environments. Instead, it is necessary to adopt a continual planning (CP) approach 
in which the activities of planning and execution are interleaved and in which re-planning is 
triggered by changes in the environment or when the executed actions abort (Ambros-
Ingerson and Steel, 1988). Nevertheless, deciding when and how to interleave planning and 
execution is one of the most complex problems of CP. In this context, we have already 
proposed a dedicated planning approach, named Anticipated Continual Planning (ACP) in 
(Sahli and Moulin, 2009). Our ACP is based on the Continual Planning paradigm but 
enhanced by a preventive re-planning step (anticipating and periodic) and by a corrective 
one (following an unexpected event). In both cases, a global plan is elaborated in parallel 
and by both software agents and human decision-makers. Our approach enhances the 
interleaving process of the classical CP (agents are not forced to stop the planning process in 
order to wait for the execution), increases the quality of the plan (the plan is periodically 
updated and eventual problems are anticipated and taken into account before having 
repercussion on the plan), and gives more guarantees about reaching a final solution (since a 
global plan is always available and in which human decision-makers have taken part). 

5. Towards better efficiency in sensor network-based SDSS 

As we previously mentioned, geospatial semantics is currently an active research topic 
which would resolve the problem of interoperability between different SDSS using 
heterogeneous spatial data sources and formats. Geospatial semantics is also very valuable 
for improving the efficiency of SDSS as this would help in providing the decision-makers 
with the right data, in the right format, at the right time. In this section we argue this idea 
and illustrate it with two of our previous works on sensor network-based SDSS and 
geosimulation-based SDSS. 

5.1 Semantic aspects for better efficiency in SDSS 

Maximizing the benefits from a sensor network-based SDSS would require to feed the SDSS 
with the right data, in the right format, from the right locations, with the right sensors, at the 
right time. This could be reached by a thorough examination of data semantics. Data 
semantics could help in delimiting the sensing areas and sensing resources (Jabeur and 
Haddad, 2009; Jabeur et al., 2008). In addition to preserving the sensor network resources, 
this would speed up getting data from the network.  
Once data is pulled out from the sensor network, we can maximize the benefits from the 
semantics of geo-information by finding effective methods to: (1) encode data for different 
purposes, and (2) transform this data from one representation to another. The use of the 
appropriate data representation at the right time would improve the analysis of the current 
situation, pose the right queries to the network, increase data sharing, and reduce the 
consumption of the limited resources (Jabeur and Haddad, 2009).  
Several approaches can be used for data representation in sensor network while increasing 
the benefits from the semantics of data. Semantic networks (Lehmann, 1992) and Frames 

www.intechopen.com



 
Sensor Network and GeoSimulation: Keystones for Spatial Decision Support Systems 351 

(Minsky, 1974) are examples of these approaches. The use of the XML and GML (Cox, 2006) 
languages provides a standard and common ways of cataloguing and exchanging sensor 
network information. The Open Geospatial Consortium (OGC) proposes the Observations 
and Measurements (O&M) standard (Cox, 2006) that defines a conceptual schema and XML 
encoding for observations and for features involved in sampling when making observations. 
OGC also proposes the Sensor Observation Service (SOS) (Na and Priest, 2006) standard that 
defines a web service interface for the discovery and retrieval of real time or archived data 
produced by all kinds of sensors. By using GML, O&M documents can be generated in SOS 
software. In this case, measurement records are stored to a database with a schema based on 
the O&M specification. When this database is queried, the SOS server pulls the relevant 
records from the database and automatically generates the O&M document in XML format 
based on a template that is stored on the server (McCarthy, 2007).  

5.2 Encoding data using conceptual graphs 

Knowledge about the semantic of hazardous events and their behaviours are extremely 

valuable for developing SDSS that can predict situations evolution and prevent dangerous 

consequences before they occur. For example, rising water levels indicate that flooding may 

be occurring, and the sudden motion of a slope can signify a slope failure. Due to complex 

chain reactions of concurrent events, there is an urgent need to automate the sensor network 

activities while preventing the waste of its limited resources. The representation of available 

data in the appropriate format and the encoding of expert knowledge in a machine-usable 

form serve to reinforce any decision support that a monitoring system may draw. 

In (Jabeur and Haddad, 2009) authors proposed an approach that takes benefit from the 

semantics of data on natural phenomena conceptualized as spatio-temporal events and 

formalised using conceptual graphs (CGs). Based on Peirce’s existential graphs and 

semantic networks of artificial intelligence, CGs were introduced by Sowa (Sowa, 1984) and 

provide an extensible system of logic to capture, represent and reason with the semantic of 

real-world knowledge. The approach proposed in (Jabeur and Haddad, 2009) uses causal 

knowledge about hazardous events and their effects in time and space to implement a 

progressive hazard monitoring. Hazardous events (events of interest, such as flood and rain 

fall) are explicitly conceptualised as static states and dynamic changes (punctual and 

durative) which are delimited in space and time (Haddad and Moulin, 2010a). The effects of 

a given hazardous event are formalised using causality relationships that define semantic, 

spatial and temporal causal constraints between cause and effect situations. These 

constraints are derived from the fact that human recognition of causal relations is based 

upon recognition of precedence and contiguity between the cause and the effect (Kitamura 

et al., 1997). Knowledge about hazardous events, their effects and risk levels were 

formalised using CGs and used to improve the efficiency of the sensor-network. When an 

event of interest is triggered by the sensors, the system first identifies what are its possible 

effects, their associated level risk, and where and when they may occur and then reserves 

the relevant sensor network resources in order to collect data in right place and time (Jabeur 

and Haddad, 2009). 

In a related work (Mekni and Haddad, 2010) authors used semantic knowledge about events 

and their spatio-temporal effects to develop an integrated knowledge-based multi-agent 

geo-simulation framework for intelligent sensor web deployment. Figure 3 illustrates the 

main components of the framework. 

www.intechopen.com



 
Efficient Decision Support Systems – Practice and Challenges in Multidisciplinary Domains 352 

 

Fig. 3. Architecture of the knowledge-based multi-agent geo-simulation framework for 
intelligent sensor web deployment (Mekni and Haddad, 2010) 

Multi-Agent Geo-Simulation is used to simulate the behaviour of a sensor network in a 
dynamic virtual geographic environment. Sensors are modeled as intelligent agents 
embedded in an informed virtual space where dynamic phenomena can occur. Sensor 
agents have reasoning capabilities allowing them to reason about the virtual space and to 
react to its dynamic phenomena. They have perception ranges and can be active or sleeping. 
Spatio-Temporal knowledge encoded in CGs is used for two main purposes. First, it is used 
during the geosimulation to support sensor agents reasoning capabilities. In the beginning 
of the simulation only some sensor agents are active. When an active sensor agent detects 
the occurrence of a situation of interest (such as a storm) in its perception range, it asks the 
knowledge base for its consequences, delimits when and where they may occur and then 
wakes up the relevant sleeping sensors within certain distance. Once the situation of interest 
is out the perception range of the sensor agent it switches to the sleeping mode. Second, the 
Spatio-temporal knowledge is used to analyse the results of the geo-simulation and to offer 
decision support to users (evaluation of different sensor deployment plans). 

6. Conclusion  

When considering any DSS, it is very important to know the degree of involvement of 
human experts in the process of taking decisions. This issue is more crucial during crisis 
response, especially when decisions are to be taken in real-time. As the spatial component 
arises, the trust of decision-makers in SDSS needs a longer discussion. In this chapter, we 
discussed briefly the problem from the cognitive point of view. A longer investigation 
supported by a real example can be found in (Sahli and Moulin, 2006). The cognitive aspect 
helps in understanding the limits of SDSS and pinpointing the issues where human 
decision-makers could not be overlooked.  
When dealing with geographic reasoning, which is typically based on incomplete information, 
a human planner is able to draw quite accurate conclusions by cleverly completing the 
information or applying certain default rules based on common sense. Despite these cognitive 
capabilities, the planner has limitations when it comes to simulate complex events, particularly 
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in a real large-scale geographic space. This task could be achieved properly by an SDSS. While 
the SDSS “knows” better the spatial environment as it uses GIS data, it does not have a refined 
sense of anticipation and judgment as a human expert does. Even if a plan generated by the 
SDSS seems to be well-grounded, it may not be feasible in reality or may go against certain 
doctrines. Human experts can propose to adjust/change the SDSS' recommendations 
according to their own experience and anticipation sense. For these reasons, we draw the 
conclusion that geosimulation based SDSS complements human planning skills when 
addressing complex problems such as crisis situations. It is worthwhile to investigate this 
degree of complementarities and come up with some general guidelines that could be 
customized depending on the application domain.  
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