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Warsaw University of Technology, Institute of Radioelectronics
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1. Introduction

Face detection is an important preprocessing task in biometric systems based on facial images.
The result of the detection derives the localisation parameters and it could be required in
various forms (Figure 1), for instance:

• a rectangle covering the central part of face,

• a larger rectangle including forehead and chin,

• irregular mask of the face area,

face graph Wiskott et al.
(1997)

set of the face
fiducial points
Vukadinovic & Pantic
(2005)

set of face fiducial
points placed on
face parts contours
Cootes et al. (1998)

rectangles covering
face parts and the face
itself Erukhimov & Lee
(2008)

Fig. 1. Different methods of representing face fiducial points and face parts.
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• eyes centers,

• multiple face fiducial points,

• contours of the face parts,

• a set of rectangles covering individual parts of the face.

While from human point of view the area parameters are more convincing, for face
recognition system, fiducial points are more important since they allow to perform facial
image normalization – the crucial task before facial features extraction and face matching.
Facial features localization algorithms are commonly divided into four groups
(Ben Jemaa & Khanfir (2009); Celiktutan et al. (2008); Naruniec (2010)):

• appearance-based,

• geometry-based,

• knowledge-based,

• 3D vision-based.

This chapter aims at defining more general scheme for facial features localization, since all
of the defined groups have common methodology. Moreover most of the efficient schemes
doesn’t rely on one of the methods, rather combining few different approaches. The goal of
this work isn’t concerned about giving the detailed information about each algorithm, but
rather to develop the intuition of the approach to the described subject. Review of the given
steps is presented in the following sections.

2. General facial features detection scheme

Typical image analysis and in particular facial features detection usually consists of several
steps:

1. Preprocessing.

2. Defining regions of interest.

3. Features extraction.

4. Classification.

5. Postprocessing.

In many cases not all parts of the process are used, but their subset is always present. Example
of the system consisting of all of the proposed steps may be observed in the face detection
algorithm by Discrete Gabor Jets (Naruniec & Skarbek (2007)). Within this approach image
is preprocessed by the Gaussian blurring to reduce the influence of the noise. Since all of
the detected fiducial points are placed on the edges, the regions of interest are obtained by
thresholding the magnitude of the Sobel filters response. Extraction is performed in the
circular neighborhood of each edge pixel using FFT, integral image and simple min/max
normalization. Classification is based on the modification of linear discriminant analysis
adjusted for the two-class (fiducial point/non-fiducial point) problem. In the final steps all
of the edges are assigned to one of the five categories: left eye corner, right eye corner, left

nose corner, right nose corner or non-face point. Verification of the points - postprocessing
step, is performed by fitting the defined points to the face graph.
Subsequent section describe each of the processing steps in more detail.
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Fig. 2. Histogram equalization examples. On the left - original images, on the right -
processed images. On the first image equalization significantly improves the quality of the
face image, while on the latter the effect is opposite.

2.1 Preprocessing and defining ROI

Since facial features are placed on the specific regions, a procedure for removing most of the
background can be defined. This stage has to be proceeded very carefully, because removing
proper regions at this moment will result in a failure of the whole algorithm. Region of interest
(ROI) is defined here as a facial feature candidate point or region.
Depending on the representation of the facial features, methods can be divided to region based
and point based. Contour based ROI definition could be also defined, but these methods aren’t
usually used within this problem and thus will not be discussed here.
In some applications preprocessing may increase the accuracy of the localization. This applies
mostly to the cases where the acquisition parameters are insufficient, for example poor
lighting, noise or inadequate camera properties. Typical operations performed on the data
includes:

• noise removal - Gaussian blurring, median, mean filters;

• lighting normalization - min/max normalization, histogram equalization, removing
low-pass frequencies;

• removing camera distortion

However it must be noticed, that sometimes preprocessing can decrease efficiency of the
detector. For example blurring could remove edges, that are crucial in many contour based
methods. In good lighting conditions histogram equalization could decrease the contrast of
the face (Figure 2).
Point based ROI detection can be performed in various ways. Most of the facial features, for
example eye corners, mouth corners, nostrils, are placed on the edges. Therefore thresholding
the responses of edge filters based for example on Prewitt, Sobel or Roberts operators can
significantly reduce the number of analyzed pixels (Figure 3). Further reduction of the
number of pixels can be achieved by using corner detectors. There are several methods for

accomplishing this task. One of the simplest methods - Moravec corner detector (Moravec
(1980)) in based on the assumption, that the sum of absolute differences (SAD) between
intensity values of the window anchored in the corner position and windows anchored in
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Fig. 3. Popular binarized edge filters responses for the face image.

the closest neighborhood of the analyzed point are high. Unfortunately algorithm doesn’t
consider directionality. Particularly the SAD can be low for the regions, that highly differ
in the directionality of the edges and thus should be marked as corners. This disadvantage
has been removed by the Harris corner detector (Harris & Stephens (1996)). Instead of taking
intensities of the pixels directly, algorithm analyses following matrix of partial derivatives:

M =

[

I2
x Ix Iy

Ix Iy I2
y

]

, (1)

where Ix and Iy defines gradients in x and y axes. Value of the eigenvalues of M define the
variation in the edge direction. High value of both eigenvalues define corner.
Another interesting method for detecting corners is Features from Accelerated Segment Test
(FAST) (Rosten & Drummond (2006)). Simple algorithm relies on the absolute difference of

the analyzed pixel to the neighboring 16 pixels placed on defined circular vicinity. Advantage
of such an approach is a very high speed of analysis, while achieving good results in particular
applications.
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The Methodology for Facial Features Detection 5

Fig. 4. Results of different corner detectors.

One of the most advanced interest point detection algorithm is Scale-Invariant Feature
Transform (SIFT) Lowe (1999). Candidate points (keypoints) are detected using Differences
of Gaussians (DoG) thresholding. In the second step non-maximum supression is applied in
the 26 elements neighborhood - namely 8 pixels in the vicinity of the pixels and 18 points
neighboring analyzed pixel in adjacent scales. In the end the edges are removed from the
image by analyzing eigenvalues of the Hessian matrix. This step is explained by the fact, that
in the common application of the SIFT algorithm - merging 3D clouds of points, position of
the edges may differ at different viewpoints.
The choice of these methods should be adjusted to the particular detected set of points. For
example if the goal of the algorithm is to detect corners of the eyes, the SIFT algorithm
wouldn’t be a good choice, in opposite to the Harris corner detector. Some results of the
interest point detection are presented in Figure 4.
If the ROI is specified by the region, there are two most common approaches to this problem.
The first one is color segmentation. Because the color of the skin is cumulated in the compact
cluster of the RGB color space, skin and non-skin pixels can be distinguished from the

image. On the other hand, general skin model, covering all the nationalities and races, is
difficult to achieve. Another method for the ROI extraction is face detection. This topic is
broadly described (for example in Hjelms & Low (2001); Naruniec (2010)), and thus it won’t
be analyzed here.
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a) b) c)
Fig. 5. Example of defining Gabor filter mask. Real part of a) Gabor sinusoidal carrier, b)
gaussian envelope, c) resulting filter by multiplication a) and b).

Fig. 6. Regions used in the Viola Jones AdaBoost detector.

2.2 Extraction

After defining initial regions or points of interest, a method for features extraction has to be
given. The algorithms differ in the shape of the neighborhood and type of analysis.
One of the most known texture descriptors and facial features descriptor consists of the set of
40 Gabor filter responses (Wiskott et al. (1997)) and this set is called a "jet". Shape of the filter
is defined by the two components: sinusoidal carrier and gaussian envelope (Figure 5). Set of
functions with 8 orientations and 5 wavelengths form the Gabor jet.
Similarly descriptors formed by the Angular Radial Transform (ART) are computed by
convolving the image with created base functions. The transformation is defined in the
polar coordinates. Function consists of two components: modulation in angular direction
(complex numbers) and sinusoidal function in radial direction (real numbers). In order to
gain invariance to rotation, the absolute value of the complex function is taken into further
consideration. Usually a set of 33 art coefficients are computed (3 wavelengths in radial
direction and 11 in angular direction).
Gabor and ART coefficients are computationaly expensive and therefore inadequate for many
real-time applications. Simple alternative to these methods are contrast features used in
AdaBoost face detector (Viola & Jones (2001b), Figure 6). Set of such region contrasting

filters is used for further AdaBoost classification. Integral image computed to speed up
the algorithm provides result of summing any window in the image, in only 4 addition
operations.
Another important issue in features extraction is reduction of dimensionality of the data.
Simple projection of the data covariance matrix to the eigenvectors in many cases allow to
represent vector in more compact form, while preserving most of the signal energy. Result
of such principal components analysis (PCA) can be also achieved in a simpler way - by
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performing SVD decomposition on the zero-mean data and choosing first left singular vectors
corresponding to the largest singular values. Another decorrelation technique used for this
task is independent components analysis (ICA) (Duda et al. (2000)). It’s goal is usually
interpeted in audio processing. Assuming, that a sound is produced from many source
signals, ICA provides methods for the blind separation of these inputs.
Facial features extraction can be also performed by fitting actual face to the predefined
model. One of the most commonly used method in this scenario is active shape proposed
by Cootes et al. (1995). Because of the fact, that the points placed on the facial features are
highly correlated, authors apply PCA to define parameters that control the shape of the whole
face model. In this way changing one parameter results in the deformation of all points
present in the grid. Matching is performed by deforming the model in such way, that it fits
the edges present in the image. Extension of this work is called active apperance models
(Cootes et al. (1998)). Within this approach, the texture information is given in addition to the
shape parameters.
It is also worth mentioning, that extraction of the pixel intensities is often followed by

transformations such as discrete cosinus transform (DCT), fast fourier transform (FFT) or the
wavelets.

2.3 Classification

Classification of the facial features can be defined in several ways. In the simplest case,
classification is based solely on the euclidean distance of the descriptor to the predefined
models. Such approach is efficient only for the obvious cases, but in most of the algorithms,
more advanced techniques are used.
Another basic classification algorithm is based on the Bayes theory for the conditional
probability:

P(yi|x) =
P(x|yi)P(yi)

P(x)
(2)

where yi denotes the class of the analysed object and x is a descriptor. The probability P(x|yi)
is usually modeled in the training step by the mean and the covariance. The value of P(x) is

abbreviated at the step of descriptor matching and therefore doesn’t have any influence for
the classification result.
Better solution for the class separation can be achieved by discrimination methods such as
linear discriminant analysis (LDA) Fisher (1936). This method takes in consideration the
within class variance Rw and between class variance Rb (see figure 7). Minimalization term is
defined as follows:

JLDA(w) =
wtRbw

wtRww
(3)

Function can be minimized by finding the eigenvalues of the (Rw)−1Rb matrix. Other

solutions of this problem are based on SVD decomposition. In this case data are projected
firstly on the Rw matrix, and the eigenvectors corresponding to the lowest eigenvalues are
taken. In the second step, projected data are maximized in the terms of the Rb matrix by
choosing eigenvectors corresponding to the largest eigenvalues.It appears, that for some
particular problems dual LDA (DLDA) problem formulation (Leszczynski & Skarbek (2007))

219The Methodology for Facial Features Detection
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Fig. 7. Graphical illustration of between class (left side) and within class (right side) scatter.
Different color correspond to different classes.

Fig. 8. Graphical illustration of between class variance in modified linear discriminant
analysis. Red points correspond to the facial features, while the blue ones - the background.

can give better results. The maximalization function is defined as:

JDLDA(w) =
wtRww

wtRbw
(4)

The differences in the approaches arise from orthogonality of the vectors minimizing Rw and
maximizing Rb. To cope with the problem more generally, SDA analysis can be applied. The
initial data is clustered to the moment, in which the angle between two optimization vectors
exceeds specified threshold.
In the case of facial features/background two-class classification problem, other solution can
give better results. Becouse it is very hard to define mean and variance of the background
objects, therefore only facial feature within-class variance can be optimized. Moreover
becouse the background class is very differentiated, treating every background example a
separate class yields to better results. This assumptions are formulated in the modified linear
discriminant analysis (MLDA) - (Naruniec & Skarbek (2007), see figure 8).

Another technique yelding very good separation results is support vector machine (SVM).
Algorithm tends to separate two classes by providing two parallel linear hyperspaces leaning
on some vectors of the data (support vectors) while retaining large margin between these
hyperspaces (figure 9). Extension of this method introduces the error measure, that allow
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Fig. 9. SVM in two dimensional space. Crosses and circles are the two separated classes. Two
lines form hyperplane diving these two distributions. (Cortes & Vapnik (1995)).

some vectors to be misclassified. Also kernel methods performing non-linear classification
have been introduced. More informations about this subject can be found in the work of
Cortes & Vapnik (1995).
AdaBoost is a method for combining many "weak classifiers" - having poor accuracy results
to the very efficient "strong classifiers" Freund & Schapire (1995). In every iteration of the
algorithm classifier with the lowest error according to the actual training examples weights,
is added to the final classifier. Classification error is defined as:

ǫ(ω, θ) =
1

2

L

∑
i=1

wi|δw(oi)− vi| (5)

where ω denotes weak classifier, θ is the detection threshold, L - number of the training

examples, wi is the weight of the i-th training example and vi denotes the label of i-th example
("1" for the facial feature, "-1" for the background).
At every iteration weights are updated using following formula:

wi,t+1 =
wi,te

−γi(oi)vi

∑
L
i−1 wi,te

−γi(oi)vi
(6)

Costs of the positive or negative decision γ are computed using algorithm heuristics.
AdaBoost method have prooven to give fast and accurate results in the face detection
(Viola & Jones (2001a;b)) and region based facial features detection scheme (Goldmann et al.
(2006)).

2.4 Postprocessing

After classifying regions or points to the specific class, validation and refining of the selected
facial features can be applied.

221The Methodology for Facial Features Detection
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Fig. 10. Mixture coefficients of the model for face image patches. Bright pixels indicate a high
probability for skin, dark pixels indicate a low probability for skin (Hoffmann et al. (2009)).

First remark concerns merging close results. Some detection algorithms may provide many
results of the single facial features. In order to combine close fiducial points, simple clustering
can be applied. In the case of regions, overlapping windows are merged in order to get single
response.
Simplest approach for facial features validation is a geometrical matching. Relations between
eyes, nose or mouth can be defined manually by the knowledge, or automatically by analysing
specified data set.
Graph based methods convert each of the classified point to the graph node with assigned
value, computed for example by the confidence of classification. In the next step possible
graph values are compared to the trained mean face model. All the points that fits the model
are marked as true faces, while the rest of the points are eliminated as false acceptances.

Validation can be also applied using color information, for example by convolving the face
image with the color face patch (see Figure 10 - Hoffmann et al. (2009)).
Accuracy refinement is usually performed by moving facial features contours to the edges or
by fitting to the specified model (for example created by the active shapes).

3. Conclusion

In this chapter a methodology for the facial features detection has been given. It describes
all the basic semantic analyse stages - preprocessing, defining regions of interest, features
extraction, classification and postprocessing.
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