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1. Introduction

The use of video telephony has not become a big success but it still has potential to
become widespread. Video communication is becoming a well-used application for both
personal use and corporations. This kind of communication is used in conversations between
people and is essential for saving travel bills for companies. Less traveling also saves the
environment and is therefore expected to be an important factor in the future. Even if the
available bandwidth will increase it is desirable to use as low bandwidth as possible for
communication since less bandwidthmeans lower cost, more availability in networks and less
sensitivity to network delays. As more video is transmitted over networks, lower bandwidth
need for video transmission means that more users can make use of video at the same
time. Low bandwidth means low power consumption for transmission while low encoding
and decoding complexity means low power consumption when the video is encoded and
decoded. The impact of power consumption is expected to become much more important
in the future as the availability of power is decreased and pollution from energy production
needs to be halted.
Every human face is contained within a space called the face space. Every face can be
recognized, represented or synthesized with this space. Principal component analysis (PCA)
[Jolliffe (1986)] can be used to create a compact representation of this space. This enables PCA
to be used for highly efficient video coding and other image processing tasks. The faces in the
face space all have the same facial expression but PCA can also be used to create a space with
different facial expressions for a single person. This is referred to as the personal face space,
facial mimic space or personal mimic space [Ohba et al. (1998)]. This space consists of faces
for a single person but with several different facial expressions. According to the American
psychologist Paul Ekman it is enough to model six basic emotions to actually model all facial
expressions [Ekman & Friesen (1975); Ekman (1982)]. The six basic emotions; happiness,
sadness, surprise, fear, anger and disgust (Fig. 1), are blended in different ways to create
all other possible expressions.
The combination of basic emotions is not directly applicable for linear processing with images
so more than six dimensions are needed. We have previously evaluated exactly how many
dimensions that are needed to reach a certain representation quality [Söderström & Li (2010)].
Efficient use of PCA for modeling of any data requires that the global motion is removed
from the data set. For facial video this motion corresponds to motion of the entire head,
e.g., positional shift and facial rotation. The motion that is modeled with PCA is the local
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2 Video Coding

(a) Happiness (b) Sadness (c) Surprise

(d) Fear (e) Anger (f) Disgust

Fig. 1. The six basic emotions.

motion, i.e., the changes in the face, the facial mimic. The global motion can be removed with
hardware techniques, e.g., hands-free video equipment [Söderström & Li (2005a)] or software
implementations such as facial detection and feature tracking.
PCA provides a natural way for scaling video regarding quality. For the same encoding the
decoder can select how many dimensions of the space that are used for decoding and thus
scale the quality of the reconstructed video. The built-in scalability of PCA is easily utilized in
video compression.
The operations with PCA involves all pixels, K, in a frame. When PCA is used for video
compression the complexity for encoding and decoding is linearly dependent on K. It is
desirable to have a low complexity for encoding but it is also desirable to have a high spatial
resolution on the decoded video. A technique that allows the use of different areas for
encoding and decoding is needed.
PCA extracts the most important information in the data based on the variance of the data.
When it comes to video frames PCA extracts the most important information based on the
pixel variance. The pixel variance is examined in section 5.1. Some pixels may have a high
variance but no semantic importance for the facial mimic. These pixels will degrade the model
efficiency for the facial mimic. To prevent that these high variance semantically unimportant
pixels have effect on the model a region of interest (ROI) can be cropped or extracted from the
video frames.
In this article we will examine how part of the frames can be used for encoding while we
decode the entire frames. The usage of only a part of the frame for encoding while using full
frame decoding is called asymmetrical PCA (aPCA) and it has been introduced by Söderström
and Li [Söderström & Li (2008)]. In this work we will focus on different extractions and
different sizes of the ROI.
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The user can determine the important area in a video sequence or it can automatically be
extracted using low-level processing of the frames. We present five different methods for
extracting a ROI from video sequences where the face of a person is the most prominent
information. An example of how the variance of the individual pixels vary is presented.
This example clearly shows the motivation behind using a ROI instead of the entire frame.
An example that visualizes the quality of the individual pixels is presented. This example
shows that the quality for the semantically important pixels actually is increased when less
information is used for encoding; if the correct information is used. Previously we presented
how aPCA is used to reduce the encoding complexity [Söderström & Li (2008)]. Here we
describe how aPCA can be used to reduce the decoding complexity as well.
Research related to this work is discussed in the next section and video coding based on
principal component analysis (PCA) is explained in section 3. Asymmetrical PCA (aPCA) and
how it is used to reduce encoder and decoder complexity is explained in section 4. Practical
experiments of ROI extraction and usage with aPCA are explained in section 5and the article
is concluded in section 6.

2. Related work

Facial mimic representation has previously been used to encode sequences of faces
[Torres & Prado (2002); Torres & Delp (2000)] and head-and-shoulders [Söderström & Li
(2005a; 2007)]. These attempts try to represent facial video with a high quality at a very
low bitrate. General video coding do not use PCA; the reigning transform is Discrete
Cosine Transform (DCT) [Schäfer et al. (2003); Wiegand et al. (2003)]. Representation of facial
video through DCT does not provide sufficiently high compression by itself and is therefore
combined with motion estimation (temporal compression). DCT and block-matching requires
several DCT-coefficients to encode the frames and several possible movements of the blocks
between the frames. Consequently, the best codec available today does not provide high
quality video at very low bitrates even if the video is suitable for high compression.
Video frames can also be represented as a collection of features froman alphabet. This is how a
language functions; a small amount of letters can be ordered in different ways to create all the
words in a language. By building an alphabet for video features it should be possible to model
all video frames as a combination of these features. The encoder calculates which features that
a frame consists of and transmit this information to the decoder which reassembles the frame
based on the features. Since only information about which features the frame consists of is
transmitted such an approach reach very low bitrates. A technique that uses such an alphabet
is Matching Pursuit (MP) [Neff & Zakhor (1997)].
Facial images can be represented by other techniques then with video. A wireframe that has
the same shape as a human face is used by several techniques. To make the wireframe move
as a face it is sufficient to transmit information about the changes in the wireframe. To give
the wireframe a more natural look it is texture-mapped with a facial image. Techniques that
make use of a wireframe to model facial images are for example MPEG4 facial animation
[Ostermann (1998)] and model based coding [Aizawa & Huang (1995); Forchheimer et al.
(1983)]. Both of these techniques reach very low bitrate and can maintain high spatial
resolution and framerate. A statistical shape model of a face is used by Active Appearance
Model (AAM) [Cootes et al. (1998)]. AAM also use statistics for the pixel intensity to improve
the robustness of the method.
All these representation techniques have serious drawbacks for efficient usage in visual
communication. Pighin et al. provides a good explanation why high visual quality is
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4 Video Coding

important and why video is superior to animations [Pighin et al. (1998)]. The face simply
exhibits so many tiny creases and wrinkles that it is impossible to model with animations or
low spatial resolution. To resolve this issue the framerate can be sacrificed instead. Wang and
Cohen presented a solution where high quality images are used for teleconferencing over low
bandwidth networks with a framerate of one frame each 2-3 seconds [Wang & Cohen (2005)].
But high framerate and high spatial resolution are important for several visual tasks; framerate
for some, resolution for others and some tasks require both [Lee & Eleftheriadis (1996)]. Any
technique that want to provide video at very low bitrates must be able to provide video with
high spatial resolution, high framerate and have natural-looking appearance.
Methods that are presented in Video coding (Second generation approach) [Torres & Kunt
(1996)] make use of certain features for encoding instead of the entire video frame. This idea
is in line with aPCA since only part of the information is used for encoding in this technique.
Scalable video coding (SVC) has high usage for video content that is received by heterogenous
devices. The ability to display a certain spatial resolution and/or visual quality might be
completely different if the video is received by a cellular phone or a desktop computer. The
available bandwidth can also limit the video quality for certain users. The encoder must
encode the video into layers for the decoder to be able to decode the video in layered fashion.
Layered encoding has therefore been given much attention in the research community. A
review of the scalable extension for H.264 is provided by Schwarz et.al. [Schwarz et al. (2007)].

3. Principal component analysis video coding

First, we introduce video compression with regular principal component analysis (PCA)
[Jolliffe (1986)]. Any object can be decomposed into principal components and represented
as a linear mixture of these components. The space containing the facial images is called
Eigenspace Φ and there as many dimensions of this space as there are frames in the original
data set. When this space is extracted from a video sequence showing the basic emotions it is
actually a personal mimic space. The Eigenspace Φ={φ1 φ2 ... φN} is constructed as

φj = ∑
i

bij(Ii − I0) (1)

where bij are values from the Eigenvectors of the covariance

matrix {(Ii − I0)
T(Ij − I0)}. I0 is the mean of all video frames and is constructed as:

I0 =
1
N

N

∑
j=1

Ij (2)

Projection coefficients {αj}={α1 α2 ... αN} can be extracted for each video frame through
projection:

αj = φj(I− I0)
T (3)

Each of the video frames can then be represented as a sum of the mean of all pixels and
the weighted principal components. This representation is error-free if all N principal
components are used.

I= I0 +
N

∑
j=1

αjφj (4)
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Since the model is very compact many principal components can be discarded with a
negligible quality loss and a sumwith fewer principal components M can represent the image.

Î= I0 +
M

∑
j=1

αjφj (5)

where M is a selected number of principal components used for reconstruction (M < N).
The extent of the error incurred by using fewer components (M) than (N) is examined in
[Söderström & Li (2010)]. With the model it is possible to encode entire video frames to only a
few coefficients {αj} and reconstruct the frames with high quality. A detailed description and
examples can be found in [Söderström & Li (2005a;b)].
PCA video coding provides natural scalable video since the quality is directly dependent on
the number of coefficients M that are used for decoding. The decoder can scale the quality of
the video frame by frame by selecting the amount of coefficients used for decoding. This gives
the decoder large freedom to scale the video without the encoder having to encode the video
into scalable layers. The scalability is built-in in the reconstruction process and the decoder
can easily scale the quality for each individual frame.

4. Asymmetrical principal component analysis video coding

There are two major issues with the use of full frame encoding:

1. The information in the principal components are based on all pixels in the frame. Pixels
that are part of the background or are unimportant for the facial mimic may have large
importance on the model. The model is affected by semantically unimportant pixels.

2. The complexity of encoding, decoding and model extraction is directly dependent on
the spatial resolution of the frames, i.e., the number of pixels, K, in the frames. Video
frames with high spatial resolution will require more computations than frames with low
resolution.

When the frame is decoded it is a benefit of having large spatial resolution (frame size) since
this provides better visual quality. A small frame should be used for encoding and a large
frame for decoding to optimize the complexity and quality of encoding and decoding. This
is possible to achieve through the use of pseudo principal components; information where
not all the data are principal components. Parts of the video frames are considered to be
important; they are regarded as foreground I

f .

I
f = crop(I) (6)

The Eigenspace for the foreground Φ f={φ
f
1 φ

f
2 ... φ

f
N} is constructed according to the

following formula:

φ
f
j = ∑

i

b
f
ij(I

f
i − I

f
0) (7)

where b
f
ij are values from the Eigenvectors of the covariance matrix {(I

f
i − I

f
0)

T(I
f
j − I

f
0)} and

I
f
0 is the mean of the foreground. Encoding and decoding is performed as:

α
f
j = (φ

f
j )(I

f − I
f
0)

T (8)
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6 Video Coding

Î
f
= I

f
0 +

M

∑
j=1

α
f
j φ

f
j (9)

where {α
f
j } are coefficients extracted using information from the foreground I

f . The

reconstructed frame Î
f
has smaller size and contains less information than a full size frame.

A space which is spanned by components where only the foreground is orthogonal can be
created. The components spanning this space are called pseudo principal components and
this space has the same size as a full frame:

φ
p
j = ∑

i

b
f
ij(Ii − I0) (10)

From the coefficients {α
f
j } it is possible to reconstruct the entire frame:

Î= I0 +
M

∑
j=1

α
f
j φ

p
j (11)

where M is the selected number of pseudo components used for reconstruction. A full frame
video can be reconstructed (Eq. 11) using the projection coefficients from only the foreground
of the video (Eq. 8) so the foreground is used for encoding and the entire frame is decoded. It
is easy to prove that

Î
f
= crop(Î) (12)

since φ
f
j = crop(φ

p
j ) and I

f
0 = crop(I0).

aPCA provides the decoder with the freedom to decide the spatial size of the encoded area
without the encoder having to do any special processing of the frames. Reduction in spatial
resolution is not a size reduction of the entire frame; parts of the frame can be decoded with
full spatial resolution. No quality is lost in the decoded parts; it is up to the decoder to choose
how much and which parts of the frame it wants to decode. The bitstream is exactly the same
regardless of what video size the decoder wants to decode. With aPCA the decoder can scale
the reconstructed video regarding spatial resolution and area.

4.1 Reduction of complexity for the encoder

The complexity for encoding is directly dependent on the spatial resolution of the frame that
should be encoded. The important factor for complexity is K ∗ M, where K is the number
of pixels and M is the chosen number of Eigenvectors. When aPCA is used the number of
pixels k in the selected area gives a factor of n = K

k in resolution reduction. The number of
computations are at the same time decreased by n ∗ M.

4.2 Reduction of complexity for the decoder

The complexity for decoding can be reduced when a part of the frame is used for both
encoding and decoding. In the formulas above we only use the pseudo principal components
for the full frame φ

p
j for decoding but if both Φp and Φ f are used for decoding the complexity

can be reduced. Only a few principal components of Φp are used to reconstruct the entire
frame. More principal components from Φ f are used to add details to the foreground.
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Reconstructed Quality (PSNR) [dB]

φ Y U V

1 28,0 33,6 40,2
5 32,7 35,8 42,2

10 35,2 36,2 42,7

15 36,6 36,4 43,0
20 37,7 36,5 43,1

25 38,4 36,5 43,2

Table 1. Reference results. Video encoded with PCA using the entire frame I.

Î= I0 +
L

∑
j=1

α
f
j φ

p
j +

M

∑
j=L+1

α
f
j φ

f
j (13)

The result is reconstructed frames with slightly lower quality for the background but with the
same quality for the foreground I

f as if only Φ
p
j was used for reconstruction. The quality of

the background is decided by parameter L: a high L-value will increase the information used
for background reconstruction and increase the decoder complexity. A low L-value has the
opposite effect. The reduction in complexity (compression ratio CR) is calculated as:

CR =
K(M+ 1)

(1+ L)K + (M− L)k
(14)

When k << K the compression ratio can be approximated to CR ≈ M+1
L+1 . A significant result

is that spatial scalability is achieved naturally; the decoder can decide the size of the decoded
frames without any intervention from the encoder.

5. Asymmetrical principal component analysis video coding: practical

implementations

In this section we show several examples of using aPCA for compression of facial video
sequences. We show five examples, all for facial video sequences. As a reference we present
the quality for encoding the video sequences with regular PCA in Table 1. This is equal to
using the Eigenspace Φ for both encoding and decoding of video sequences.

5.1 Experiment I: Encoding with the mouth as foreground, decoding with the entire frame

The mouth is the most prominent facial part regarding facial mimic. By representing the
shape of the mouth the entire facial mimic can be represented quite well. In this experiment,

the foreground I
f consists of the mouth area and I is the entire frame (Fig. 2). I f has a spatial

size of 80x64 and I is 240x176 pixels large.
PCA extracts the most important information in a video sequence based on the variance
of the pixels. This means that a pixel with high variance is important and low variance
means the opposite. When the entire image is used some pixels which belong to the
background may have high variance and be considered important. But these pixels have no
semantical importance for the facial mimic and only degrades the model for the facial mimic.
Asymmetrical principal component analysis (aPCA) [Söderström & Li (2008)] allow the use
of foreground, i.e., important area, for encoding and decoding of entire frames. Fig. 3 shows
the variance of the individual pixels in one of the video sequences used in Experiment I. The
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Fig. 2. The entire video frame and the foreground I
f used for Experiment I.

variance is noted in a heat-scale so white means low variance and yellowmeans high variance.
It is clear that pixels from the background have high variance and are considered important
by PCA. By only choosing the pixels that we know are semantically important we can increase
the modeling efficiency of the facial mimic. With the use of aPCA it is still possible to decode
the entire frames so no spatial resolution is lost.

Fig. 3. Variance for the individual pixels in a video sequence. White = low variance Yellow =
high variance
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Lowered rec. qual. (PSNR) [dB]

φ Y U V

5 -1,4 -0,3 -0,2
10 -1,8 -0,3 -0,2

15 -2,0 -0,2 -0,2

20 -2,0 -0,1 -0,2
25 -2,1 -0,1 -0,2

Table 2. Average lowered reconstruction quality for 10 video sequences for a foreground I
f

consisting of the mouth area (Experiment I).

The reconstruction quality ismeasured compared to the reconstruction quality when the entire
frame I is used for encoding (Table 1). We also compare the complexity for encoding with I

and I
f . The reduction in complexity is calculated as the number of saved pixels. Since we

use YUV subsampling 4:1:1 the number of pixels in I
f is 7680 and I consists of 63360 pixels.

The reduction in complexity is then slightly more than 8 times. Table 2 shows the average
reduction in reconstruction quality for 10 video sequences.
The quality for the pixels in the foreground is improved and the pixels which not are part

of the foreground is reconstructed with lower quality when I
f is used for encoding. The

reconstruction quality for each individual pixel in one video sequence is shown in Fig. 4.
This figures clearly shows the advantage of aPCA compared to regular PCA. Semantically
important pixels are reconstructed with higher quality while unimportant pixels have less
reconstruction quality with aPCA compared to PCA.

Fig. 4. Individual pixel PSNR for encoding with foreground I
f compared to encoding with

the entire frame I red=improved PSNR blue=reduced PSNR.

103Asymmetrical Principal Component Analysis Theory and its Applications to Facial Video Coding

www.intechopen.com



10 Video Coding

(a) L=0,M=15 (b) L=10,M=15

(c) L=15,M=15

Fig. 5. Reconstructed frames with different setups for Experiment II.

5.2 Experiment II: Encoding with the mouth as foreground, decoding with the entire frame

and the mouth area

In this section we show how the complexity for the decoder can be reduced by focusing on
the reconstruction quality of the foreground. According to the equations in section 4.2 we
reconstruct the frame with different background qualities. Fig. 5 show example frames for
different L-values when M is 15.
Table 1 showed the average reconstruction result for encoding with the entire frame I. The
reduction in reconstruction quality compared to those values are shown in Table 3. The PSNR
for the foreground is the same regardless of the value of L since M always is 15 for the results
in the table. The complexity reduction is also noted in Table 3. The complexity is calculated
for a mouth area of 80x64 pixels and a total frame size of 240x176 pixels with M=15.

5.3 Experiment III: Encoding with the mouth and eyes as foreground, decoding with the

entire frame

The facial mimic is dependent on more than the mouth area; the facial mimic of a person can
be modelled accurately by modeling the mouth and the eyes. The mimic also contains small
changes in the nose region but most of the information is conveyed in the mouth and eye
regions. By building a model containing the changes of the mouth and the eyes we can model
the facial mimic and we don’t need to model any information without semantical importance.
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Fig. 6. Foreground I
f with the eyes and the mouth.

The areas which are chosen as foreground are shown in Fig. 6. The area around both eyes

and the mouth are used as foreground I
f while the entire frame I is used for decoding. I

f

has a spatial size of 176x64 and I still has a size of 240x176. The complexity for encoding
is increased with an average of 55 % compared to only using the mouth area as foreground
(Experiment I) but the complexity is still reduced ≈ 4 times compared to using the entire
frame for encoding. The quality is also increased compared to experiment I (Table 4) and
more accurate information about the eyes can be modeled.

5.4 Experiment IV: Encoding with features extracted through edge detection and dilation,

decoding with the entire frame

In the previous three experiments we have chosen the foreground area based on prior
knowledge about the facial mimic. In the following two experiments we will show how to
select the region of interest automatically. In this experiment we choose one frame from a

video sequence and use this to extract the foreground I
f .

1. A representative frame is selected. This frame should contain a highly expressive
appearance of the face.

Lowered rec. qual. (PSNR) [dB]

φ Y U V CR factor
1 -1,5 -0,7 -0,5 5,6

5 -1,4 -0,5 -0,4 2,4

10 -1,3 -0,3 -0,2 1,4
15 -1,2 -0,3 -0,2 1

Table 3. Average lowered reconstruction quality for 10 video sequences using the mouth and
eyes as foreground. (Experiment II) The complexity reduction (CR) factor is also shown and
is calculated withM=15. In this calculation L is equal to Φ.
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Lowered rec. qual. (PSNR) [dB]

φ Y U V

5 -1,1 -0,2 -0,2
10 -1,5 -0,2 -0,1

15 -1,5 -0,2 -0,1

20 -1,6 -0,1 -0,1
25 -1,6 0 -0,2

Table 4. Average lowered reconstruction quality for 10 video sequences using an area around
the mouth and the eyes for encoding (Experiment III).

2. Face detection detects the face in the selected frame.

3. Edge detection extracts all the edges in the face for the selected frame.

4. Dilation is used on the edge image to make the edges thicker. Every pixel in the dilated
image which is 1 (white) is used for encoding.

The face detection method we use is described in [Le & Li (2004)]. The resulting area is similar
to the area around the eyes and the mouth in the previous experiment. The result is shown in
Table 5.

(a) Original (b) Detected edges

(c) Dilated edges (White pixels are foreground

I
f )

Fig. 7. Region of interest extraction with edge detection and dilation.
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Lowered rec. qual. (PSNR) [dB]

φ Y U V

5 -1,1 -0,2 -0,2
10 -1,4 -0,2 -0,2

15 -1,5 -0,1 -0,2

20 -1,6 -0,1 -0,1
25 -1,6 0 -0,1

Table 5. Average lowered reconstruction quality for 10 video sequences using a foreground
I
f from Experiment IV.

The average size of this area for 10 video sequences is lower than the previous experiment. It
is 11364 pixels large and this would correspond to an square area with the size of ≈ 118x64.
This corresponds to a reduction in encoding complexity of ≈ 5,6 times compared to using the
entire frame I.

5.5 Experiment V: Encoding with edge detected features as foreground, decoding with the

entire frame

Another way to automatically extract the foreground is to use feature detection without
dilation. This is a fully automatical procedure since no key frame is selected manually.

1. Face detection [Le & Li (2004)] detects the face in each frame.

2. Edge detection extracts all the edges in the face for each frame.

3. Every edge is gathered in one edge image. Where there is an edge in at least one of the
frames there will be an edge in the total frame. Every pixel with an edge in any frame is
used for encoding.

The complexity is on average reduced 11,6 times when the area extracted in this way is used
for encoding compared to using the entire frame and ≈ 3 times compared to using the area
around the mouth and the eyes from Experiment III. The reconstruction quality is shown in
Table 6.
The reconstruction quality is almost the same for all cases when information from both the
eyes and the mouth is used for encoding. When only the mouth is used for encoding the
quality is lower. The complexity is at the same time reduced for all the different aPCA
implementations. It is reduced heavily when the area is extracted from edges (Experiment
V).

Lowered rec. qual. (PSNR) [dB]

φ Y U V
5 -1,2 -0,3 -0,3

10 -1,6 -0,3 -0,1

15 -1,7 -0,2 -0,2
20 -1,7 -0,2 -0,2

25 -1,7 -0,3 -0,2

Table 6. Average lowered reconstruction quality for 10 video sequences using combined
edges from all frames in a video for foreground extraction (Experiment V).
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(a) Detected edges frame1 (b) Detected edges frame2

(c) Detected edges frame3 (d) Detected edges in all frames

Fig. 8. Region of interest extraction with edge detection on all frames.

6. Discussion

We show some of the potential of asymmetrical principal component analysis (aPCA) for
compression of facial video sequences. It can efficiently be used to reduce the complexity of
encoding and decoding with only a slight decrease in reconstruction quality. The complexity
for encoding can be reduced more than 10 times and the complexity for decoding is also
reduced at the same time as the objective quality is lowered slightly, i.e., 1,5 dB (PSNR). aPCA
is also very adaptive for heterogenous decoding since a decoder can select which size of video
frames it wants to decode with the encoder using the same video for encoding. PCA provides
natural scalability of the quality and aPCA also provides scalability in spatial resolution with
the same encoding. The freedom of assembling the reconstructed frames differently also
provides the decoder with the freedom to select different quality for different parts of the
frame.
Low bitrate video is far from realized for arbitrary video. Regular video encoding has not
reached these low bitrates and previous solutions to low bitrate facial video/representationdo
not have a natural-looking appearance. aPCA has a major role to play here since it can provide
natural-looking video with very low bitrate and low encoding and decoding complexity.

6. Conclusion 
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Schäfer, R., Wiegand, T. & Schwarz, H. (2003). The emerging h.264 avc standard, EBU Technical
Review 293.

Schwarz, H., Marpe, D. &Wiegand, T. (2007). Overview of the scalable video coding extension
of the h.264/avc standard, Circuits and Systems for Video Technology, IEEE Transactions
on 17(9): 1103–1120.
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