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1. Introduction  

The objective of image segmentation and clustering is to extract meaningful regions out of 
an image. A graph theoretic approach, as an alternative to the gradient-based methods, is 
usually based on the eigenvectors of an affinity matrix [3,4,5,6,7]. The theoretical foundation 
of this development is the Spectral Graph Theory [1], through which the combinatorial 
features of a graph can be revealed by its spectra. This characteristic can be applied into 
graph partitioning and preconditioning. The typical eigendecompostion based segmentation 
work is called the normalized cuts [6]. The normalized cut measure incorporates the local 
similarity within cluster and total dissimilarity between clusters. The minimization of this 
measure is to solve the Rayleigh quotient, a generalized eigenvalue solving problem. 
However, solving a standard eigenvalue problem for all eigenvectors has exponential 
complexity and is very time consuming. Shi [6] made use of the sparsity of the affinity 
matrix and introduced the Lanczos method to simplify the computation of eigenvalues.  
In this paper, we give a new image segmentation algorithm using the maximum spanning 
tree [2]. Our method works on affinity matrix and addresses the physical meanings of an 
affinity matrix. Instead of computations of eigenvalues and eigenvectors, we proved that the 
image segmentation could be transformed into an optimization problem: finding the 
maximum spanning tree of the graph with image pixels as vertices and pairwise similarities 
as weights. Section 2 describes the related theory and Section 3 gives the experimental 
results on synthetic and real data to illustrate the performance of this algorithm. Finally, we 
draw a conclusion and discuss future work in Section 4. 

2. Method descriptions  

In this section, we first discuss the characteristics of affinity matrix and then define an 
optimization measure based on the weighted graph associated with an image. The solution 
to the optimization problem satisfies the clustering standard with maximal within-class 
similarity and minimum between-class similarity. 

www.intechopen.com



 Image Segmentation 

 

154 

2.1 Affinity matrix  

The affinity matrix is a symmetric matrix and describes the pairwise pixel similarity. Every 

element ,i jW  of an affinity matrix W  represents the similarity between pixels i  and j . 

There are various definitions for the similarity measures. In general, ,i jW  can be defined as  

 
2 2|| || 2

,
i jx x

i jW e
σ− −=   (1) 

where ||.||  is Euclidean distance and σ  is a free parameter. This is somewhat similar to the 

definition to Gaussian distribution.  
The characteristics of an affinity matrix (or similarity measures) are listed as follows.  

• Symmetric property 
The affinity matrix is symmetric, that is, , ,i j j iW W= . So it can be diagonalized.  

• Unit normalization  

That is, ,0 1i jW≤ ≤ . The similarity ,i jW  between pixels i  and j  increases as ,i jW  goes 

from 0 to 1 while the dissimilarity decreases.   

• Transitive property 

If pixels i  and j  are similar and pixels j  and k  are similar, then pixels i  and k  are 

similar.  

• Coherence property 

That is, , ,i j l kW W≥  holds for , , ,i j l k∀  if pixels i  and j  are in the same cluster while 

pixels l  and k  are in different clusters. 

• If similarity ,i jW  is greater than some threshold, then we say that pixels i  and j  are 

similar. 

2.2  Similarity measure for cluster and whole image 

Now, we define a similarity measure for one cluster and the whole image. If we consider the 

affinity matrix represents a weight matrix of a complete graph with all pixels as vertices. 

Then, there is a maximum spanning tree for this complete graph. Obviously, there is a 

subaffinity matrix for every cluster. We define the cluster similarity measure as the product 

of those weights in its maximum spanning tree. That is, 

 
1

1

hN
h

h i
i

S P
−

=

= ∏   (2)  

 

where h  represents cluster number, hN  is the number of entities (pixels) in cluster h , and 
h

iP  are weights in the maximum spanning tree of cluster h . Because of the symmetric, 

transitive, and coherence properties of affinity matrix, we can understand this as follows. 

Given a pixel p  in cluster h , in order to find all pixels in cluster h , we first find the pixel q  

with maximum similarity to pixel p . Then we find another pixel not in set { , }p q , but with 

maximum similarity either with p  or with q . Repeatedly, until all pixels of cluster h  are 

found. We can see that this measure is reasonable to represent the maximum within-cluster 

similarity for cluster h . 
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After we define cluster similarity measure, we further define a similarity S  for the whole 

image, as follows  

 
1

1 1 1

hNc c
h

h i
h h i

S P
−

= = =

= =∏ ∏∏S   (3) 

 

where c is the number of clusters of image or number of segmentation components. 

For convenience, sometimes, we use log on S . We have  

 
1

1 1 1

log log log
hNc c

h
h i

h h i

S P
−

= = =
= =∑ ∑ ∑S   (4) 

 

Next, we will show that to maximize the similarity measure S  is to maximize the within-

cluster similarity and minimize the between-cluster similarity, which is preferred by the 
clustering and image segmentation. 
Proposition 1. The following optimization problem 

 ∏∏
=

−

=

=
c

h

N

i

h
i

h,ih,i

h

P

1

1

1

argmaxargmaxS   (5) 

 

guarantees that the within-cluster similarity is maximum and the between-cluster similarity 
is minimal.  
Proof. By contradiction.  
Assume that there is a pixel p in cluster m is misclassified into cluster n. In the maximum 
spanning tree of cluster m, pixel p either connects two edges in the middle of the tree or 
connects one edge as a leaf node. Consider that the pixel p is removed from the cluster m. If 
p is a leaf node, then one its associated edge (also the weight) is removed from the 
maximum spanning tree. If p is in the middle of the tree, then two its associated edges (also 
the weights) are removed from the maximum spanning tree. But a new edge must be added 
to connect the two separate parts into a new maximum spanning tree. When pixel p is added 
into cluster n, it is either in the middle of the tree or exists as a leaf node. However, because 
of the coherence property of affinity matrix, the pairwise similarity between p and any pixel 
in cluster n is the smallest in the maximum spanning tree of cluster n, then p can not be 
added in the middle of the maximum spanning tree of cluster n. So p is added as a leaf node 
and one more edge (also the weight) is added onto the new maximum spanning tree of 
cluster n. 

If p is removed as a leaf node from the cluster m, its cluster similarity measure mS  becomes 

 m
m

r

S
S

w
′ =   (6) 

where rw  is the removed weight.  

If p is removed as a node in the middle of the maximum spanning tree of cluster m, its 

cluster similarity measure mS  becomes 
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 a m
m

b c

w S
S

w w
′ =   (7) 

where bw  and cw  are the removed weights from the maximum spanning tree and aw  is the 

added new weight. From Prim’s algorithm [2] (for minimal spanning tree, but inverse 

weights of maximum spanning tree, we can use it), a bw w≤  or a cw w≤ . Or else, a bw w>  

and a cw w> , aw  will be in the maximum spanning tree. 

After p is added as a leaf node into the cluster n, its cluster similarity measure nS  becomes 

 n d nS w S′ =   (8) 

 

where dw  is the added weight. Because of coherence property, , , ,d r a b cw w w w w< .  

Then either, 

 m d
m n d n m n m n

r r

S w
S S w S S S S S

w w
′ ′× = × = <   (9)        

or 

  a m a d
m n d n m n m n

b c b c

w S w w
S S w S S S S S

w w w w
′ ′× = × = <   (10)  

 

Therefore, the maximum within-cluster similarity and the minimal between-cluster 

similarity are guaranteed under the above similarity measure.  

2.3 Maximum spanning tree 

After we define the above optimization problem, we want to solve it. We show that the 
above optimization problem can be solved by finding a maximum spanning tree for the 
complete weighted graph of an image. First, we give a brief introduction to Prim's 
algorithm, which, in graph theory, is used to find a minimum spanning tree for a connected 
weighted graph. If we inverse all weights of affinity matrix, to find a maximum  
spanning tree of the original graph is equavalent to finding the minimum spanning tree of 
the graph with new weights. So Prim's algorithm can be used to find a maximum spanning 
tree.  
Prim's algorithm is an algorithm that finds a minimum spanning tree for a connected 

weighted graph, where the sum of weights of all the edges in the tree is minimized. If the 

graph is not connected, then it only finds a minimum spanning tree for one of the connected 

components.  

The time complexity of the Prim's algorithm is (| |log| |)O E V , where | |E  is the number of 

edges in the graph and | |V  is the number of nodes. For a complete graph, the number of 

edges is 
| | | |(| | 1)

| |
2 2

V V V
E

⎛ ⎞ −
= =⎜ ⎟
⎝ ⎠

. This is also the maximum number of edges that a graph 

can have. So the time complexity of the Prim's algorithm is also 2(| | log| |)O V V . If we only 
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use the transitive property of affinity matrix and compute the local similarity for a pixel, 

then there are only eight similarities for a pixel between it and its eight neighboring pixels. 

The number of edges becomes | | 8| |E V=  and the complexity becomes (| |log| |)O V V . This 

will reduce the complexity considerably. On the other hand, the complexity to a standard 

eigenfunction problems takes 3(| | )O V , where | |V  is the number of nodes in the graph.  

Next, we show that the optimization problem can be solved by finding the maximum 

spanning tree and then removing the 1c −  minimal weights.   

Proposition 2. The following optimization problem 

1

1 1

argmax argmax
hNc

h
i

h,i h,i h i

P
−

= =

= ∏∏S  

 
can be solved by finding the maximum spanning tree of the graph associated with the image 

and then removing the 1c −  minimal weights.   

Proof. Prim’s algorithm is used to find the maximum spanning tree. 

Searching the maximum spanning tree of the whole image starts from a pixel x in some 

cluster m. According to coherence property of affinity matrix, the maximum spanning tree 

of cluster m must be put into the maximum spanning tree of the image first. Then the 

maximum spanning tree of cluster m will connect some pixel y in another cluster n through 

a between-cluster edge. From pixel y, the maximum spanning tree of cluster n is put into the 

maximum spanning tree of the image next. Repeatedly, all maximum spanning trees of 

clusters will be put in the maximum spanning tree of the image. The 1c −  minimal weights 

connect those maximum spanning trees of c clusters into the maximum spanning tree of the 

whole image. Therefore, we obtain the solution  

 

1

1
1 1

1 1

max

N

k
k

c c

l l
l l

T
T

w w

−

=
− −

= =

= =
∏

∏ ∏
S   (11) 

 

where 
1

1

N

k
k

T T
−

=

=∏  is the product of all weights in the maximum spanning tree of the whole image. 

lw  are the 1c −  minimal weights.   

3. Experimental results 

We test our algorithm using synthetic data and real data. The synthetic data are binary data, 

generated by drawing white squares on the black background. The real data is a kid picture. 

The number of clusters (components) is give as prior here. The selection of number of 

clusters is a model selection problem that depends on the application, and is beyond the 

scope of our discussion here.  
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Test on synthetic data 

The synthetic data are a picture with two white squares on the black background. The 
similarity is computed using Equation 1 based on intensity values. We chose 0.1.σ =  Then 
the within-class similarity is  

 
2 2 2 2 2 2|| || 2 ||0 0|| 2 0.1 ||1 1|| 2 0.1 0

1i jx x

e e e e
σ− − − − ⋅ − − ⋅= = = =   (12)  

and the between-class similarity is 

 
2 2 2 2|| || 2 ||1 0|| 2 0.1 50

0i jx x

e e e
σ− − − − ⋅ −= = ≈   (13)  

For the data with two white squares, the maximum spanning tree of the image has two 

edges with zero weights. All other edges have weight one. The zero weight edges are two 

minimal weights and separate the maximum spanning tree of the image into three spanning 

trees. One of the new spanning trees represents the background and the other two represent 

two foreground squares. 

The segmentation results are shown in Figure 1. We can see that we obtain perfect results.   

 
 
 
 

                        
 

                                           (a)                  (b)                   (c)                     (d) 

 

Fig. 1. Image segmentation on synthetic data. (a). the original image (b). the segmented 
background (white part) (c). the first segmented square (white part) (d). the second 
segmented square (white part) 

Test on real data 

The real data is a kid picture. The similarity is computed using Equation 1 based on average 

values of three channel values. We still chose 0.1.σ =  The segmentation results are shown 

in Figure 2. The results are reasonable. Since boundary contours of kid face and shirt are not 

consistent with the background and foreground (kid face or shirt), they can be clearly 

separated as we chose 5 components.   

In real images, because of noise and outliers in cluster, some within-cluster similarities are 

very small. Correspondingly, some very small weights do not represent the between-cluster 

separation weights. In practice, we follow the order of edges from the Prim’s algorithm and 

pick those edge weights with considerable differences from (viz. smaller than) its previous 

and afterwards edge weights as the between-cluster separation edges. This method works 

robustly for real images. In practice, the 2χ -statistic [4] for histograms may give a better 

similarity measure for color and texture.  
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(a) 

 

             
 

                                          (b)              (c)              (d)              (e)                (f) 

 

Fig. 2. Image segmentation on kid picture. (a). original image (b). the segmented 
background (white part) (c). the segmented kid face (white part) (d). the segmented shirt 
(white part) (e,f). the segmented contours (white part) 

4. Conclusions 

In this paper, we presented a new graph-based image segmentation algorithm. This 

algorithm finds the maximum spanning tree of the graph associated with the image affinity 

matrix. Instead of solving eigenvalues and eigenvector, we proved that the image 

segmentation could be transformed into an optimization problem: finding the maximum 

spanning tree of a graph with image pixels as vertices and pairwise similarities as weights. 

In our future work, we will explore different similarity measures and test the segmentation 

algorithm on more data. 
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