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1. Introduction 

Robust stability and robust control belong to fundamental problems in control theory and 
practice; various approaches have been proposed to cope with uncertainties that always 
appear in real plants as a result of identification /modelling errors, e.g. due to linearization 
and approximation, etc. A control system is robust if it is insensitive to differences between 
the actual plant and its model used to design the controller. To deal with an uncertain plant 
a suitable uncertainty model is to be selected and instead of a single model, behaviour of a 
whole class of models is to be considered. Robust control theory provides analysis and 
design approaches based upon an incomplete description of the controlled process 
applicable in the areas of non-linear and time-varying processes, including multi input – 
multi output (MIMO) dynamic systems. 
MIMO systems usually arise as interconnection of a finite number of subsystems, and in 
general, multivariable centralized controllers are used to control them. However, practical 
reasons often make restrictions on controller structure necessary or reasonable. In an 
extreme case, the controller is split into several local feedbacks and becomes a decentralized 
controller. Compared to centralized full-controller systems such a control structure brings 
about certain performance deterioration; however, this drawback is weighted against 
important benefits, e.g. hardware, operation and design simplicity, and reliability 
improvement. Robust approach is one of useful ways to address the decentralized control 
problem (Boyd et al., 1994; Henrion et al., 2002; de Oliveira et al., 1999; Gyurkovics & 
Takacs, 2000; Ming Ge et al., 2002; Skogestad & Postlethwaite, 2005; Kozáková and Veselý, 
2008; Kozáková et al., 2009a). 
In this chapter two robust controller design approaches are presented: in the time domain 
the approach based on Linear (Bilinear) matrix inequality (LMI, BMI), and in the frequency 
domain the recently developed Equivalent Subsystem Method (ESM) (Kozáková et al., 
2009b). As proportional-integral-derivative (PID) controllers are the most widely used in 
industrial control systems, this chapter focuses on the time- and frequency domain PID 
controller design techniques resulting from both approaches. 
The development of Linear Matrix Inequality (LMI) computational techniques has provided 

an efficient tool to solve a large set of convex problems in polynomial time (e.g. Boyd et al., 

1994). Significant effort has been therefore made to formulate crucial control problems in 
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algebraic way (e.g. Skelton et al., 1998), so that the numerical LMI solution can be employed. 

This approach is advantageously used in solving control problems for linear systems with 

convex (affine or polytopic) uncertainty domain. However, many important problems in 

linear control design, such as decentralized control, simultaneous static output feedback 

(SOF) or more generally - structured linear control problems have been proven as NP hard 

(Blondel & Tsitsiklis, 1997). Though there exist solvers for bilinear matrix inequalities (BMI), 

suitable to solve e.g. SOF, they are numerically demanding and restricted to problems of 

small dimensions. Intensive research has been devoted to overcome nonconvexity and 

transform the nonconvex or NP-hard problem into convex optimisation problem in LMI 

framework. Various techniques have been developed using inner or outer convex 

approximations of the respective nonconvex domains. The common tool in both inner and 

outer approximation is the use of linearization or convexification. In (Han & Skelton, 2003; 

de Oliveira et al., 1999), the general convexifying algorithm for the nonconvex function 

together with potential convexifying functions for both continuous and discrete-time case 

have been proposed. Linearization approach for continuous and discrete-time system design 

was independently used in (Rosinová & Veselý, 2003; Veselý, 2003). 

When designing a (PID) controller, the derivative part of the controller causes difficulties 

when uncertainties are considered. In multivariable PID control schemes using LMI 

developed recently (Zheng et al., 2002), the incorporation of the derivative part requires 

inversion of the respective matrix, which does not allow including uncertainties. Another 

way to cope with the derivative part is to assume the special case when output and its 

derivative are state variables, robust PID controller for first and second order SISO systems 

are proposed for this case in (Ming Ge et al., 2002). 

In Section 2, the state space approach to the design of (decentralized or multi-loop) PID 

robust controllers is proposed for linear uncertain system with guaranteed cost using a new 

quadratic cost function. The major contribution is in considering the derivative part in 

robust control framework. The resulting matrix inequality can be solved either using BMI 

solver, or using linearization approach and following LMI solution. 

The frequency domain design techniques have probably been the most popular among the 

practitioners due to their insightfulness and link to the classical control theory. In 

combination with the robust approach they provide a powerful engineering tool for control 

system analysis and synthesis. An important field of their implementation is control of 

MIMO systems, in particular the decentralized control (DC) due to simplicity of hardware 

and information processing algorithms. The DC design proceeds in two main steps: 1) 

selection of a suitable control configuration (pairing inputs with outputs); 2) design of local 

controllers for individual subsystems. There are two main approaches applicable in Step 2: 

sequential (dependent) design, and independent design. When using sequential design local 

controllers are designed sequentially as a series controller, hence information about “lower 

level” controllers is directly used as more loops are closed. Main drawbacks are lack of 

failure tolerance when lower level controllers fail, strong dependence of performance on the 

loop closing order, and a trial-and-error design process.  

According to the independent design, local controllers are designed to provide stability of 
each individual loop without considering interactions with other subsystems. The effect of 
interactions is assessed and transformed into bounds for individual designs to guarantee 
stability and a desired performance of the full system. Main advantages are direct design of 
local controllers with no need for trial and error; the limitation consists in that information 
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about controllers in other loops is not exploited, therefore obtained stability and 
performance conditions are only sufficient and thus potentially conservative.  
Section 3 presents a frequency domain robust decentralized controller design technique 
applicable for uncertain systems described by a set of transfer function matrices.  The core of 
the technique is the Equivalent Subsystems Method - a Nyquist-based DC design method 
guaranteeing performance of the full system (Kozáková et al., 2009a; 2009b). To guarantee 
specified performance (including stability), the effect of interactions is assessed using a 
selected characteristic locus of the matrix of interactions further used to reshape frequency 
responses of decoupled subsystems thus generating so-called equivalent subsystems. Local 
controllers of equivalent subsystems independently tuned to guarantee specified 
performance measure value in each of them constitute the decentralized (diagonal) 
controller; when applied to real subsystems, the resulting controller guarantees the same 
performance measure value for the full system. To guarantee robust stability over the 

specified operating range of the plant, the M-Δ stability conditions are used (Skogestad & 
Postlethwaite, 2005; Kozáková et al., 2009a, 2009b). Two versions of the robust DC design 
methodology have been developed: a the two-stage version (Kozáková & Veselý, 2009; 
Kozáková et al. 2009a), where robust stability is achieved by additional redesign of the DC 
parameters; in the direct version, robust stability conditions are integrated in the design of 
local controllers for equivalent subsystems. Unlike standard robust approaches, the 
proposed technique allows considering full nominal model thus reducing conservatism of 
robust stability conditions. Further conservatism relaxing is achieved if the additive affine 
type uncertainty description and the related Maf – Q stability conditions are used (Kozáková 
& Veselý, 2007; 2008). 
In the sequel, X > 0 denotes positive definite matrix; * in matrices denotes the respective 
transposed term to make the matrix symmetric; I denotes identity matrix and 0 denotes zero 
matrix of the respective dimensions. 

2. Robust PID controller design in the time domain 

In this section the PID control problem formulation via LMI is presented that is appropriate 
for polytopic uncertain systems. Robust PID control scheme is then proposed for structured 
control gain matrix, thus enabling decentralized PID control design. 

2.1 Problem formulation and preliminaries 

Consider the class of linear affine uncertain time-invariant systems described as: 

 
( ) ( ) ( ) ( ) ( )

( ) ( )

x t A A x t B B u t

y t Cx t

δ δ δ= + + +
=

 (1) 

where 

 
( ) ( ) for continuous-time system

( ) ( 1) for discrete-time system

x t x t

x t x t

δ
δ

=
= +

$
 

( ) , ( ) , ( )n m lx t R u t R y t R∈ ∈ ∈  are state, control and output vectors respectively; A, B, C are 
known constant matrices of the respective dimensions corresponding to the nominal system, 

,A Bδ δ  are matrices of uncertainties of the respective dimensions. The affine uncertainties 
are assumed  
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1 1

( ) , ( )
p p

j j j j
j j

A t A B t Bδ γ δ γ
= =

= =∑ ∑# #  (2) 

where j jj
γ γ γ≤ ≤  are unknown uncertainty parameters; , , 1,2,...,j jA B j p=# #  are constant 

matrices of uncertainties of the respective dimensions and structure. The uncertainty 

domain for a system described in (1), (2) can be equivalently described by a polytopic model 

given by its vertices 

 1 1 2 2{( , , ),( , , ),...,( , , )}N NA B C A B C A B C , 2pN =  (3) 

The (decentralized) feedback control law is considered in the form 

 ( ) ( )u t FCx t=  (4) 

where F is an output feedback gain matrix. The uncertain closed-loop polytopic system is 
then  

 ( ) ( ) ( )Cx t A x tδ α=  (5) 

where 

 
1 1

( ) , 1, 0 ,

.

N N

C i Ci i i
i i

Ci i i

A A

A A B FC

α α α α
= =

⎧ ⎫⎪ ⎪∈ = ≥⎨ ⎬
⎪ ⎪⎩ ⎭

= +

∑ ∑  (6) 

To assess the performance, a quadratic cost function known from LQ theory is frequently 
used. In practice, the response rate or overshoot are often limited, therefore we include the 
additional derivative term for state variable into the cost function to damp the oscillations 
and limit the response rate.  

 
0

[ ( ) ( ) ( ) ( ) ( ) ( )]T T T
cJ x t Qx t u t Ru t x t S x t dtδ δ

∞

= + +∫  for a continuous-time and (7) 

 
0

[ ( ) ( ) ( ) ( ) ( ) ( )]T T T
d

k

J x t Qx t u t Ru t x t S x tδ δ
∞

=
= + +∑  for a discrete-time system  (8) 

where , ,n n m mQ S R R R× ×∈ ∈ are symmetric positive definite matrices. The concept of 

guaranteed cost control is used in a standard way: let there exist a feedback gain matrix F0 and 

a constant J0  such that  

 0J J≤  (9) 

holds for the closed loop system (5), (6). Then the respective control (4) is called the 
guaranteed cost control and the value of J0 is the guaranteed cost.  
The main aim of Section 2 of this chapter is to solve the next problem. 
Problem 2.1 
Find a (decentralized) robust PID control design algorithm that stabilizes the uncertain 
system (1) with guaranteed cost with respect to the cost function (7) or (8).  
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We start with basic notions concerning Lyapunov stability and convexifying functions. In 
the following we use D-stability concept (Henrion et al., 2002) to receive the respective 
stability conditions in more general form. 
Definition 2.1 (D-stability) 
Consider the D-domain in the complex plain defined as 

*
11 12

*
12 22

1 1
{ iscomplex  number : 0}

r r
D s

s sr r

⎡ ⎤⎡ ⎤ ⎡ ⎤
= <⎢ ⎥⎢ ⎥ ⎢ ⎥

⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
. 

The considered linear system (1) is D-stable if and only if all its poles lie in the D-domain.  
(For simplicity, we use in Def. 2.1 scalar values of parameters rij, in general the stability 
domain can be defined using matrix values of parameters rij with the respective 
dimensions.) The standard choice of rij  is r11 = 0, r12 = 1, r22 = 0 for a continuous-time system; 
r11 = -1, r12 = 0, r22 = 1 for a discrete-time system, corresponding to open left half plane and 
unit circle respectively.  
The quadratic D-stability of uncertain system is equivalent to the existence of one Lyapunov 
function for the whole uncertainty set. 
Definition 2.2  (Quadratic D-stability) 
The uncertain system (5) is quadratically D-stable if and only if there exists a symmetric 
positive definite matrix P such that 

 *
12 12 11 22( ) ( ) ( ) ( ) 0T T

C C C Cr PA r A P r P r A PAα α α α+ + + <  (10) 

To obtain less conservative results than using quadratic stability, a robust stability notion is 
considered based on the parameter dependent Lyapunov function (PDLF) defined as 

 
1

( ) where 0
N

T
i i i i

i

P P P Pα α
=

= = >∑  (11) 

Definition 2.3  (deOliveira et al., 1999) 

System (5) is robustly D-stable in the convex uncertainty domain (6) with parameter-

dependent Lyapunov function (11) if and only if there exists a matrix ( ) ( ) 0TP Pα α= > such 

that 

 *
12 12 11 22( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0T T

C C C Cr P A r A P r P r A P Aα α α α α α α α+ + + <  (12) 

for all α such that ( )CA α  is given by (6).   
Now recall the sufficient robust D-stability condition proposed in (Peaucelle et al., 2000), 
proven as not too conservative (Grman et al., 2005). 
Lemma 2.1 

If there exist matrices ,nxn nxnE R G R∈ ∈  and N symmetric positive definite matrices 
nxn

iP R∈  such that for all i = 1,…, N: 

 11 12

*
12 22

0
( )

T T T
i Ci Ci i Ci

T T T
i Ci i

r P A E EA r P E A G

r P E G A r P G G

⎡ ⎤+ + − +
<⎢ ⎥

− + − +⎢ ⎥⎣ ⎦
 (13) 

then uncertain system (5) is robustly D-stable. 
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Note that matrices E and G are not restricted to any special form; they were included to 
relax the conservatism of the sufficient condition. To transform nonconvex problem of 
structured control (e.g. output feedback, or decentralized control) into convex form, the 
convexifying (linearizing) function can be used (Han&Skelton, 2003; deOliveira et al., 2000; 
Rosinová&Veselý, 2003; Veselý, 2003). The respective potential convexifying function for 

1X−  and XWX has been proposed in the linearizing form: 

- the linearization of  1 nxnX R− ∈  about the value 0kX > is 

 1 1 1 1( , ) ( )k k k k kX X X X X X XΦ − − − −= − −  (14) 

- the linearization of  nxnXWX R∈  about kX is 

 ( , )k k k k kXWX X X WX XWX X WXΨ = − + +  (15) 

Both functions defined in (14) and (15) meet one of the basic requirements on convexifying 

function: to be equal to the original nonconvex term if and only if Xk = X. However, the 
question how to choose the appropriate nice convexifying function remains still open. 

2.2 Robust optimal controller design 

In this section the new design algorithm for optimal control with guaranteed cost is 
developed using parameter dependent Lyapunov function and convexifying approach 

employing iterative procedure. The proposed control design approach is based on sufficient 
stability condition from Lemma 2.1. The next theorem provides the new form of robust 
stability condition for linear uncertain system with guaranteed cost. 
Theorem 2.1 
Consider uncertain linear system (1), (2) with static output feedback (4) and cost function (7) 

or (8). The following statements are equivalent: 

i. Closed loop uncertain system (5)  is robustly D-stable with PDLF (11) and guaranteed 

cost  with respect to cost function (7) or (8): 0 (0) ( ) (0)TJ J x P xα≤ = . 

ii. There exist matrices ( ) 0P α > defined by (11) such that 

 
*

12 12 11 22( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) 0

T T
C C C C

T T T
C C

r P A r A P r P r A P A

Q C F RFC A SA

α α α α α α α α

α α

+ + + +

+ + + <
 (16) 

iii. There exist matrices ( ) 0P α > defined by (11) and matrices H, G and F of the respective 

dimensions such that  

 11

*
12 22

( ) ( ) ( ) *
0

( ) ( ) ( ) ( )

T T T T
Ci Ci

T T T
Ci

r P A H HA Q C F RFC

r P H G A r P G G S

α α α

α α α

⎡ ⎤+ + + +
⎢ <⎥
⎢ − + − + + ⎥⎦⎣

 (17) 

( )Ci i iA A B FC= +  denotes the i-th closed loop system vertex. Matrix F is the guaranteed cost 

control gain for the uncertain system (5), (6).    
Proof. For brevity the detail steps of the proof are omitted where standard tools are applied. 
(i) ⇔ (ii): the proof is analogous to that in (Rosinová, Veselý, Kučera, 2003). The (ii) ⇒(i) is 
shown by taking ( ) ( ) ( ) ( )V t x t P x tα= as a candidate Lyapunov function for (5) and writing 

( )V tδ , where     
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( ) ( ) for continuous-time system

( ) ( 1) ( ) for discrete-time system

V t V t

V t V t V t

δ
δ

=
= + −

$
 

 *
12 12 11 22( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )T T T TV t r x t P x t r x t P x t r x t P x t r x t P x tδ δ α α δ α δ α δ= + + +  (18) 

Substituting for xδ  from (5) to (18) and comparing with (16) provides D-stability of the 
considered system when the latter inequality holds. The guaranteed cost can be proved by 
summing or integrating both sides of the following inequality for t from 0 to ∞: 

( ) ( ) [ ( ) ( )] ( )T T T T
C CV t x t Q C F RFC A SA x tδ α α< − + +  

The (i) ⇒(ii) can be proved by contradiction. 

(ii) ⇔ (iii): The proof follows the same steps to the proof of Lemma 2.1: (iii) ⇒(ii) is proved 
in standard way multiplying both sides of (17) by the full rank matrix (equivalent 
transformation): 

{ }( ) . . .(17) 0
( )

T
C

C

I
I A l h s

A
α

α
⎡ ⎤⎡ ⎤ <⎢ ⎥⎣ ⎦ ⎣ ⎦

. 

(ii) ⇒(iii) follows from applying a Schur complement to (16) rewritten as 

 *
12 12 11 22( ) ( ) ( ) ( ) ( ) ( )[ ( ) ] ( ) 0T T T T

C C C Cr P A r A P Q C F RFC r P A r P S Aα α α α α α α α+ + + + + + <  

Therefore  11 12

12 22

0
T

X X

X X

⎡ ⎤
<⎢ ⎥

⎢ ⎥⎣ ⎦
    where 

*
11 11 12 12

12 22

22 22

( ) ( ) ( ) ( ) ( )

( )[ ( ) ]

[ ( ) ]

T T T
C C

T
C

X r P r P A r A P Q C F RFC

X A r P S

X r P S

α α α α α

α α
α

= + + + +

= +
= − +

 

which for  H = 12 ( )r P α , G = 22[ ( ) ]r P Sα +  gives (17). 
The proposed guaranteed cost control design is based on the robust stability condition (17). 
Since the matrix inequality (17) is not LMI when both ( )P α  and F are to be found, we use 
the inner approximation for the continuous time system applying linearization formula (15) 
together with using the respective quadratic forms to obtain LMI formulation, which is then 
solved by iterative procedure. 

2.3 PID robust controller design for continuous-time systems 

Control algorithm for PID is considered as 

 

0

( ) ( ) ( ) ( )
t

P I d du t K y t K y t dt F C x t= + +∫ $  (19) 

The proportional and integral term can be included into the state vector in the common way 

defining the auxiliary state 
0

( )
t

z y t= ∫ , i.e. ( ) ( ) ( )z t y t Cx t= =$ . Then the closed-loop system for 

PI part of the controller is 
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0

( )
0 0n

x A A x B B
x u t

z C z

δ δ+ +⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

$
$

$
 and  ( ) ( ) ( )d du t FCx t F C x t= + $  (20) 

where  ( )FCx t  and ( )d dF C x t$  correspond respectively to the PI and D term of PID controller. 

The resulting closed loop system with PID controller (19) is then 

 [ ]( ) ( ) ( ) ( ) 0 ( )n C n d d nx t A x t B F C x tα α= +$ $  (21) 

where the PI controller term is included in ( )CA α . (For brevity we omit the argument t.) To 

simplify the denotation, in the following we consider PD controller (which is equivalent to 
the assumption, that the I term of PID controller has been already included into the system 
dynamics in the above outlined way) and the closed loop is described by 

 ( ) ( ) ( ) ( ) ( )C d dx t A x t B F C x tα α= +$ $  (22) 

Let us consider the following performance index 

 [ ]
0

0

0

T T
T

s

xQ C F RFC
J x x dt

xS

∞ ⎡ ⎤ ⎡ ⎤+
= ⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎣ ⎦⎣ ⎦
∫ $

$
 (23) 

which formally corresponds to (7). Then for Lyapunov function (11) we have the necessary 
and sufficient condition for robust stability with guaranteed cost in the form (16), which for 
continuous time system can be rewritten as: 

 [ ] ( )
0

( )

T T
T xQ C F RFC P

x x
xP S

α
α

⎡ ⎤ ⎡ ⎤+
<⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎣ ⎦⎣ ⎦
$

$
 (24) 

The main result on robust PID control stabilization is summarized in the next theorem. 

Theorem 2.2 

Consider a continuous uncertain linear system (1), (2) with PID controller (19) and cost 
function (23). The following statements are equivalent: 

i Closed loop system (21) is robustly D-stable with PDLF (11) and guaranteed cost with 

respect to cost function (23):   0 (0) ( ) (0)TJ J x P xα≤ = . 

ii There exist matrices ( ) 0P α > defined by (11),  and H, G, F and Fd of the respective 

dimensions such that  

 
*

0
T T T T
Ci Ci

T T T T
i di Ci di di

A H HA Q C F RFC

P M H G A M G G M S

⎡ ⎤+ + +
⎢ <⎥
⎢ − + − − + ⎥⎦⎣

 (25) 

( )Ci i iA A B FC= +  denotes the i-th closed loop system vertex, Mdi includes the derivative part 

of the PID controller: di i d dM I B F C= − .  
Proof.  Owing to (22) for any matrices H and G: 

 
( )

( )
( ( ) ( ) )

( ( ) ( ) ) 0

T T T
C d d

T T
C d d

x H x G x A x B F C x

x A x B F C x H x Gx

α α

α α

− − − − +

+ − − − =

$ $ $

$ $ $
 (26) 
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Summing up the l.h.s of (26) and (24) and taking into consideration linearity w.r.t. α  we get 

condition (25). 
Theorem 2.2 provides the robust stability condition for the linear uncertain system with PID 
controller. Notice that the derivative term does not appear in the matrix inversion and 
allows including the uncertainty in control matrix B into the stability condition.  

Considering PID control design, there are unknown matrices H, G, F and Fd to be solved 

from (25). (Recall that ( )Ci i iA A B FC= + , di i d dM I B F C= − .) Then, inequality (25) is bilinear 

with respect to unknown matrices and can be solved either by BMI solver, or by 

linearization approach using (15) to cope with the respective unknown matrices products. 

For the latter case the PID iterative control design algorithm based on LMI (4x4 matrix) has 

been proposed. The resulting closed loop system with PD controller is 

 ( ) ( )1
( ) ( )i d d i ix t I B F C A B FC x t

−= − +$ ,    i=1,...,N (27) 

The extension of the proposed algorithm to decentralized control design is straightforward 
since the respective F and Fd matrices are assumed as being of the prescribed structure, 
therefore it is enough to prescribe the decentralized structure for both matrices. 

2.4 PID robust controller design for discrete-time systems 

Control algorithm for discrete-time PID (often denoted as PSD controller) is considered as 

 
0

( ) ( ) ( ) [ ( ) ( 1)]
k

P I D
i

u k k e k k e k k e k e k
=

= + + − −∑  (28) 

control error ( ) ( )e k w y k= − ; discrete time being denoted for clarity as k instead of t. PSD 

description in state space: 

 

[ ]

0 1 0
( 1) ( ) ( ) ( ) ( )

0 1 1

( ) ( ) ( ) ( )

R R

D I D P I D

z k z k e k A z k B e k

u k k k k z k k k k e k

⎡ ⎤ ⎡ ⎤
+ = + = +⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
= − + + +

 (29) 

Combining (1) for t k≈  and (29) the augmented closed loop system is received as 

 [ ]2 1

( 1) 0 ( ) 0 ( )

( 1) ( ) 0 0 ( )R R

x k A A x k B B C x k
K K

z k B C A z k I z k

δ δ+ + +⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (30) 

where [ ]2 1( ),P I D D I DK k k k K k k k= + + = − . 
Note that there is a significant difference between PID (19) and PSD (28) control design 
problem: for continuous time PID structure results in closed loop system that is not strictly 
proper which complicates the controller design, while for discrete time PSD structure, the 
control design is formulated as static output feedback (SOF) problem therefore the 
respective techniques to SOF design can be applied. 

In this section an algorithm for PSD controller design is proposed.  Theorem 2.1 provides the 

robust stability condition for the linear time varying uncertain system, where a constrained 

control structure can be assumed: considering ( )Ci i iA A B FC= +  we have SOF problem 

formulation which is also the case of discrete time PSD control structure for 
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[ ( ) ]P I D D I DF k k k k k k= − + + − (see (30)); (taking block diagonal structure of feedback 

matrix gain F provides decentralized controller). Inequality (17) is LMI for stability analysis 

for unknown H, G and Pi, however considering control design, having one more unknown 

matrix F in ( )Ci i iA A B FC= + , the inequality (17) is no more LMI. Then, to cope with the 

respective unknown matrix products the inner approximation approach can be used, when 

the resulting LMI is sufficient for the original one to hold.  
The next robust output feedback design method is based on (17) using additional constraint 

on output feedback matrix and the state feedback control design approach proposed 

respectively in (Crusius and Trofino, 1999; deOliveira et al., 1999).  For stabilizing PSD 

control design (without considering cost function) we have the following algorithm (taking 

H=0, Q=0, R=0, S=0). 
PSD controller design algorithm 

Solve the following LMI for unknown matrices F, M, G and Pi of appropriate dimensions, 

the Pi being symmetric, positive definite, M, G being any matrices with corresponding 

dimensions: 

 0i i i

T T T T T T
i i i

P A G B KC

G A C K B G G P S

⎡ ⎤− +
<⎢ ⎥

+ − − + +⎢ ⎥⎣ ⎦
 (31) 

 
0,       1,...,iP i N

MC CG

> =
=

 (32) 

Compute the corresponding output feedback gain matrix 

 1F KM−=  (33) 

where  [ ( ) ]Pi Ii Di Di Ii DiF k k k k k k= − + + −  

The algorithm above is quite simple and often provides reasonable results. 

2.5 Examples 

In this subsection the major contribution of the proposed approach: design of robust 

controller with derivative feedback is illustrated on the examples. The results obtained using 

the proposed new iterative algorithm based on (25) to design the PD controller are provided 

and discussed. The impact of matrix S choice is studied as well. We consider affine models 

of uncertain system (1), (2) with symmetric uncertainty domain: 

, jj q qε ε= − =  

Example 2.1 
Consider the uncertain system (1), (2) where 

4.365 0.6723 0.3363 2.3740 0.7485

7.0880 6.5570 4.6010 1.3660 3.4440

2.4100 7.5840 14.3100 0.9461 9.6190

A B

− − −⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − − =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− − −⎣ ⎦ ⎣ ⎦

   
0 1 0

0 0 1dC C
⎡ ⎤

= = ⎢ ⎥
⎣ ⎦

 

uncertainty parameter q=1; uncertainty matrices 
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1 1

0.5608 0.8553 0.5892 2.3740 0.7485

0.6698 1.3750 0.9909 1.3660 3.4440

3.1917 1.7971 2.5887 0.9461 9.6190

A B

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − − =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

 

2 2

0.6698 1.3750 0.9909 0.1562 0.1306

2.8963 1.5292 10.5160 0.4958 4.0379

3.5777 2.8389 1.9087 0.0306 0.8947

A B

− −⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − − = −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

                          

The uncertain system can be described by 4 vertices; corresponding maximal eigenvalues in 
the vertices of open loop system are respectively: -4.0896 ± 2.1956i;  -3.9243;  1.5014;  -4.9595. 

Notice, that the open loop uncertain system is unstable (positive eigenvalue in the third 

vertex). The stabilizing optimal PD controller has been designed by solving matrix 

inequality (25). Optimality is considered in the sense of guaranteed cost w.r.t. cost function 

(23) with matrices  2 2 3 3, 0.001 *R I Q I× ×= = . The results summarized in Tab.2.1 indicate the 

differences between results obtained for different choice of cost matrix S respective to a 

derivative of x. 

 

 
S 

Controller matrices  
F   (proportional part) 
Fd  (derivative part) 

Max eigenvalues in 
vertices 

 
1e-6 *I 

1.0567 0.5643

2.1825 1.4969
F

− −⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

 

0.3126 0.2243

0.0967 0.0330dF
− −⎡ ⎤

= ⎢ ⎥−⎣ ⎦
 

-4.8644 
-2.4074 

 

-3.8368 ± 1.1165 i 
-4.7436 

 
0.1 *I 

1.0724 0.5818

2.1941 1.4642
F

− −⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

 

0.3227 0.2186

0.0969 0.0340dF
− −⎡ ⎤

= ⎢ ⎥−⎣ ⎦
 

-4.9546 
-2.2211 

 

-3.7823 ± 1.4723 i 
-4.7751 

Table 2.1  PD controllers from Example 2.1. 

Example 2.2 
Consider the uncertain system (1), (2) where 

2.9800 0.9300 0 0.0340 0.0320

0.9900 0.2100 0.0350 0.0011 0

0 0 0 1 0

0.3900 5.5550 0 1.8900 1.6000

A B

− − −⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥− − −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

− − −⎣ ⎦ ⎣ ⎦

    
0 0 1 0

0 0 0 1
C

⎡ ⎤
= ⎢ ⎥

⎣ ⎦
 

0 1.5 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

A B

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

. 
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The results are summarized in Tab.2.2 for 4 41, 0.0005 *R Q I ×= = for various values of cost 

function matrix S. As indicated in Tab.2.2, increasing values of S slow down the response as 

assumed (max. eigenvalue of closed loop system is shifted to zero). 
 

S qmax Max. eigenvalue of closed loop system 

1e-8 *I 1.1 -0.1890 

0.1 *I 1.1 -0.1101 

0.2 *I 1.1 -0.0863 

0.29 *I 1.02 -0.0590 

Table 2.2  Comparison of closed loop eigenvalues (Example 2.2) for various S. 

3. Robust PID controller design in the frequency domain 

In this section an original frequency domain robust control design methodology is presented 
applicable for uncertain systems described by a set of transfer function matrices. A two-
stage as well as a direct design procedures were developed, both being based on the 
Equivalent Subsystems Method - a Nyquist-based decentralized controller design method 
for stability and guaranteed performance (Kozáková et al., 2009a;2009b), and stability 

conditions for the M-Δ structure (Skogestad & Postlethwaite, 2005; Kozáková et al., 2009a, 
2009b). Using the additive affine type uncertainty and related Maf–Q structure stability 

conditions, it is possible to relax conservatism of the M-Δ stability conditions (Kozáková & 
Veselý, 2007). 

3.1 Preliminaries and problem formulation 

Consider a MIMO system described by a transfer function matrix ( ) m mG s R ×∈ , and a 

controller ( ) m mR s R ×∈  in the standard feedback configuration (Fig. 1); w, u, y, e, d are 

respectively vectors of reference, control, output, control error and disturbance of 

compatible dimensions. Necessary and sufficient conditions for internal stability of the 

closed-loop in Fig. 1 are given by the Generalized Nyquist Stability Theorem applied to the 

closed-loop characteristic polynomial   

 det ( ) det[ ( )]F s I Q s= +  (34) 

where ( ) ( ) ( )Q s G s R s= m mR ×∈  is the open-loop transfer function matrix. 
 

w e yu

d

R(s) G(s) 

 

Fig. 1. Standard feedback configuration 

The following standard notation is used: D - the standard Nyquist D-contour in the complex 

plane; Nyquist plot of ( )g s  - the image of the Nyquist contour under g(s); [ , ( )]N k g s  - the 

number of anticlockwise encirclements of the point (k, j0) by the Nyquist plot of g(s). 

Characteristic functions of ( )Q s  are the set of m algebraic functions ( ), 1,...,iq s i m=  given as  
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 det[ ( ) ( )] 0 1,...,i mq s I Q s i m− = =  (35) 

Characteristic loci (CL) are the set of loci in the complex plane traced out by the 

characteristic functions of Q(s), s D∀ ∈ . The closed-loop characteristic polynomial (34) 

expressed in terms of characteristic functions of ( )Q s  reads as follows 

 
1

det ( ) det[ ( )] [1 ( )]
m

i
i

F s I Q s q s
=

= + = +∏  (36) 

Theorem 3.1 (Generalized Nyquist Stability Theorem) 

The closed-loop system in Fig. 1 is stable if and only if  

 

1

a.      det ( ) 0

b.      [0,det ( )] {0,[1 ( )]}
m

i q
i

F s s D

N F s N q s n
=

≠ ∀ ∈

= + =∑  (37) 

where ( ) ( ( ))F s I Q s= + and nq is the number of unstable poles of Q(s).   

Let the uncertain plant be given as a set Π of N transfer function matrices  

 { ( )}, 1,2,...,kG s k NΠ = =  where { }( ) ( )k k
ij

m m
G s G s

×
=  (38) 

 

The simplest uncertainty model is the unstructured uncertainty, i.e. a full complex 

perturbation matrix with the same dimensions as the plant. The set of unstructured 

perturbations DU is defined as follows 

 max max: { ( ) : [ ( )] ( ), ( ) max [ ( )]}U
k

D E j E j E jω σ ω ω ω σ ω= ≤ =` `  (39) 

 

where ( )ω`  is a scalar weight function on the norm-bounded perturbation ( ) m ms RΔ ×∈ , 

max[ ( )] 1jσ Δ ω ≤  over given frequency range, max( )σ ⋅  is the maximum singular value of (.), 

i.e. 
 

 ( ) ( ) ( )E j jω ω Δ ω= `  (40) 

 

For unstructured uncertainty, the set Π  can be generated by either additive (Ea), 

multiplicative input (Ei) or output (Eo) uncertainties, or their inverse counterparts (Eia, Eii, 

Eio), the latter used for uncertainty associated with plant poles located in the closed right 

half-plane (Skogestad & Postlethwaite, 2005).  

Denote ( )G s any member of a set of possible plants , , , , , ,k k a i o ia ii ioΠ = ; 0( )G s the nominal 

model used to design the controller, and ( )k ω` the scalar weight on a normalized 

perturbation. Individual uncertainty forms generate the following related sets kΠ : 
Additive uncertainty: 
 

 
0

max 0

: { ( ) : ( ) ( ) ( ), ( ) ( ) ( )}

( ) max [ ( ) ( )], 1,2, ,

a a a a

k
a

k

G s G s G s E s E j j

G j G j k N

Π ω ω Δ ω

ω σ ω ω

= = + ≤

= − =

`

` …  (41) 
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Multiplicative input uncertainty: 

 
0

1
max 0 0

: { ( ) : ( ) ( )[ ( )], ( ) ( ) ( )}

( ) max { ( )[ ( ) ( )]}, 1,2, ,

i i i i

k
i

k

G s G s G s I E s E j j j

G j G j G j k N

Π ω ω Δ ω

ω σ ω ω ω−

= = + ≤

= − =

`

` …
 (42) 

Multiplicative output uncertainty: 

 
0 0

1
max 0 0

: { ( ) : ( ) [ ( )] ( ), ( ) ( ) ( )}

( ) max {[ ( ) ( )] ( )}, 1,2, ,

o o o

k
o

k

G s G s I E s G s E j j j

G j G j G j k N

Π ω ω Δ ω

ω σ ω ω ω−

= = + ≤

= − =

`

` …
 (43) 

Inverse additive uncertainty 

 

1
0 0

1 1
max 0

: { ( ) : ( ) ( )[ ( ) ( )] , ( ) ( ) ( )}

( ) max {[ ( )] [ ( )] }, 1,2, ,

ia ia ia ia

k
ia

k

G s G s G s I E s G j E j j

G j G j k N

Π ω ω ω Δ ω

ω σ ω ω

−

− −

= = − ≤

= − =

`

` …
 (44) 

Inverse multiplicative input uncertainty 

 

1
0

1
max 0

: { ( ) : ( ) ( )[ ( )] , ( ) ( ) ( )}

( ) max { [ ( )] [ ( )]}, 1,2, ,

ii ii ii ii

k
ii

k

G s G s G s I E s E j j

I G j G j k N

Π ω ω Δ ω

ω σ ω ω

−

−

= = − ≤

= − =

`

` …
 (45) 

Inverse multiplicative output uncertainty: 

 
1

0

1
max 0

: { ( ) : ( ) [ ( )] ( ), ( ) ( ) ( )}

( ) max { [ ( )][ ( )] }, 1,2, ,

io io io io

k
io

k

G s G s I E s G s E j j

I G j G j k N

Π ω ω Δ ω

ω σ ω ω

−

−

= = − ≤

= − =

`

` …
 (46) 

Standard feedback configuration with uncertain plant modelled using any above 

unstructured uncertainty form can be recast into the M Δ−  structure (for additive 

perturbation Fig. 2) where M(s) is the nominal model and ( ) m ms RΔ ×∈ is the norm-bounded 

complex perturbation.  

If the nominal closed-loop system is stable then M(s) is stable and ( )sΔ is a perturbation 

which can destabilize the system. The following theorem establishes conditions on M(s) so 

that it cannot be destabilized by ( )sΔ  (Skogestad & Postlethwaite, 2005). 
 

u∆ 

M(s) 

y∆ 

∆(s) 

w e y 

-

uD 

yD 

G0(s) R(s)  

  (s)ℓa

∇

 

 

Fig. 2. Standard feedback configuration with unstructured additive uncertainty (left) recast 
into the M Δ−  structure (right) 

Theorem 3.2 (Robust stability for unstructured perturbations) 
Assume that the nominal system M(s) is stable (nominal stability) and the perturbation 

( )sΔ is stable. Then the M Δ−  system in Fig. 2 is stable for all perturbations 
( )sΔ : max( ) 1σ Δ ≤  if and only if 

www.intechopen.com



Robust Controller Design: New Approaches in the Time and the Frequency Domains    

 

231 

 max[ ( )] 1 ,M jσ ω ω< ∀  (47) 

For individual uncertainty forms ( ) ( ), , , , , ,k kM s M s k a i o ia ii io= =` ; the corresponding 

matrices ( )kM s are given below (disregarding the negative signs which do not affect 

resulting robustness condition); commonly, the nominal model 0( )G s is obtained as a model 

of mean parameter values. 

 1
0( ) ( ) ( )[ ( ) ( )] ( ) ( )a a aM s s R s I G s R s s M s−= + =` `  additive uncertainty (48) 

 1
0 0( ) ( ) ( )[ ( ) ( )] ( ) ( ) ( )i i iM s s R s I G s R s G s s M s−= + =` `  multiplicative input uncertainty (49) 

 1
0 0( ) ( ) ( ) ( )[ ( ) ( )] ( ) ( )o o oM s s G s R s I G s R s s M s−= + =` `  multiplicative output uncertainty (50) 

 1
0 0( ) ( )[ ( ) ( )] ( ) ( ) ( )ia ia iaM s s I G s R s G s s M s−= + =` `  inverse additive uncertainty (51) 

 1
0( ) ( )[ ( ) ( )] ( ) ( )ii ii iiM s s I R s G s s M s−= + =` `  inverse multiplicative input uncertainty (52) 

 1
0( ) ( )[ ( ) ( )] ( ) ( )io io ioM s s I G s R s s M s−= + =` `  inverse multiplicative output uncertainty (53) 

Conservatism of the robust stability conditions can be reduced by structuring the 

unstructured additive perturbation by introducing the additive affine-type uncertainty ( )afE s  

that brings about new way of nominal system computation and robust stability conditions 

modifiable for the decentralized controller design as (Kozáková & Veselý, 2007; 2008). 

 
1

( ) ( )
p

af i i
i

E s G s q
=

= ∑  (54) 

where ( ) m m
iG s R ×∈ , i=0,1, …, p are stable matrices, p is the number of uncertainties defining 

2p polytope vertices that correspond to individual perturbed models; qi are polytope 

parameters. The set afΠ  generated by the additive affine-type uncertainty (Eaf) is   

 
0 min max min max

1

: { ( ) : ( ) ( ) , ( ) , , , 0}
p

af af af i i i i i i i
i

G s G s G s E E G s q q q q q qΠ
=

= = + = ∈< > + =∑  (55) 

where 0( )G s  is the „afinne“ nominal model. Put into vector-matrix form, individual 

perturbed plants (elements of the set afΠ ) can be expressed as follows 

 
1

0 1 0

( )

( ) ( ) [ ] ( ) ( )

( )
q qp u

p

G s

G s G s I I G s QG s

G s

⎡ ⎤
⎢ ⎥

= + = +⎢ ⎥
⎢ ⎥
⎣ ⎦

… B  (56) 

where 
1

( )[ ]
p

m m pT
q qQ I I R × ×= ∈… ,  

iq i m mI q I ×= ,   ( )
1( ) [ ] m p mT

u pG s G G R × ×= ∈… . 

Standard feedback configuration with uncertain plant modelled using the additive affine 
type uncertainty is shown in Fig. 3 (on the left); by analogy with previous cases, it can be 
recast into the afM Q−  structure in Fig. 3 (on the right) where  
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 1 1
0 0( ) ( )af u uM G R I G R G I RG R− −= + = +  (57) 

 

w e y 

uQ 

yQ 

-
G0(s) R(s)  

Gu(s) Q 

uQ 

Maf (s) 

yQ 

Q 

 

Fig. 3. Standard feedback configuration with unstructured affine-type additive uncertainty 
(left), recast into the Maf  -Q structure (right) 

Similarly as for the M-Δ system, stability condition of the afM Q−  system is obtained as  

 max( ) 1afM Qσ <  (58) 

Using singular value properties, the small gain theorem, and the assumptions that 

0 min maxi iq q q= = and the nominal model Maf(s) is stable, (58) can further be modified to 

yield the robust stability condition 

 max 0( ) 1afM q pσ <  (59) 

The main aim of Section 3 of this chapter is to solve the next problem. 

Problem 3.1 

Consider an uncertain system with m subsystems given as a set of N transfer function 

matrices obtained in N working points of plant operation, described by a nominal model 

0( )G s and any of the unstructured perturbations (41) – (46) or (55).  

Let the nominal model 0( )G s  can be split into the diagonal part representing mathematical 

models of decoupled subsystems, and the off-diagonal part representing interactions 

between subsystems 

 0( ) ( ) ( )d mG s G s G s= +  (60) 

where   

 ( ) { ( )}d i m mG s diag G s ×= , det ( ) 0dG s s≠ ∀  0( ) ( ) ( )m dG s G s G s= −  (61) 

A decentralized controller 

 ( ) { ( )}i m mR s diag R s ×= , det ( ) 0R s s D≠ ∀ ∈  (62) 

is to be designed with ( )iR s  being transfer function of the i-th local controller. The designed 
controller has to guarantee stability over the whole operating range of the plant specified by 
either (41) – (46) or (55) (robust stability) and a specified performance of the nominal model 
(nominal performance). To solve the above problem, a frequency domain robust 
decentralized controller design technique has been developed (Kozáková & Veselý, 2009; 
Kozáková et. al., 2009b); the core of it is the Equivalent Subsystems Method (ESM).  
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3.2 Decentralized controller design for performance: equivalent subsystems method  
The Equivalent Subsystems Method (ESM) an original Nyquist-based DC design method for 
stability and guaranteed performance of the full system. According to it, local controller 
designs are performed independently for so-called equivalent subsystems that are actually 
Nyquist plots of decoupled subsystems shaped by a selected characteristic locus of the 
interactions matrix. Local controllers of equivalent subsystems independently tuned for 
stability and specified feasible performance constitute the decentralized controller 
guaranteeing specified performance of the full system. Unlike standard robust approaches, 
the proposed technique considers full mean parameter value nominal model, thus reducing 
conservatism of resulting robust stability conditions. In the context of robust decentralized 
controller design, the Equivalent Subsystems Method (Kozáková et. al., 2009b) is applied to 
design a decentralized controller for the nominal model G0(s) as depicted in Fig. 4.  
 

w e u y + + 

- 

G0(s)  

Gd(s) 

Gm(s) 

R(s) 

R1  0    …   0
0     R2    …   0 
……………….. 
0     0   …   Rm 

G11 0    …  0
0     G22   …  0 
………………... 
0     0  …  Gmm 

0 G12 … G1m 

G21  0 …  G2m 

……………….… 
Gm1 Gm2 …  0 

 

Fig. 4. Standard feedback loop under decentralized controller 

The key idea behind the method is factorisation of the closed-loop characteristic polynomial 

detF(s) in terms of the split nominal system (60) under the decentralized controller (62) 

(existence of 1( )R s−  is implied by the assumption (62) that det ( ) 0R s ≠ ) 

 { } 1det ( ) det [ ( ) ( )] ( ) det[ ( ) ( ) ( )]det ( )d m d mF s I G s G s R s R s G s G s R s−= + + = + +  (63) 

Denote 

 1
1( ) ( ) ( ) ( ) ( ) ( )d m mF s R s G s G s P s G s−= + + = +  (64) 

where 

 1( ) ( ) ( )dP s R s G s−= +  (65) 

is a diagonal matrix ( ) { ( )}i m mP s diag p s ×= . Considering (63) and (64), the stability condition 
(37b) in Theorem 3.1 modifies as follows 

 {0, det[ ( ) ( )]} [0, det ( )]m qN P s G s N R s n+ + =  (66) 

and a simple manipulation of (65) yields 
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 ( )[ ( ) ( )] ( ) ( ) 0eq
dI R s G s P s I R s G s+ − = + =  (67) 

where 

 ( ) { ( )} { ( ) ( )} 1, ,eq eq
m m i i m miG s diag G s diag G s p s i m× ×= = − = …  (68) 

is a diagonal matrix of equivalent subsystems ( )eq
iG s ; on subsystems level, (67) yields m 

equivalent characteristic polynomials 

 ( ) 1 ( ) ( ) 1,2,... ,eq eq
ii iCLCP s R s G s i m= + =  (69) 

Hence, by specifying P(s) it is possible to affect performance of individual subsystems 

(including stability) through 1( )R s− . In the context of the independent design philosophy, 

design parameters ( ), 1,2, ,ip s i m= …  represent constraints for individual designs. General 

stability conditions for this case are given in Corollary 3.1. 
Corollary 3.1 (Kozáková & Veselý, 2009) 
The closed-loop in Fig. 4 comprising the system (60) and the decentralized controller (62) is 
stable if and only if  

1. there exists a diagonal matrix 1,...,( ) { ( )}i i mP s diag p s ==  such that all equivalent 

subsystems (68) can be stabilized by their related local controllers Ri(s), i.e. all 

equivalent characteristic polynomials ( ) 1 ( ) ( )eq eq
ii iCLCP s R s G s= + , 1,2,... ,i m=  have 

roots with Re{ } 0s < ;   

2. the  following two conditions are met s D∀ ∈ :  

 
a.    det[ ( ) ( )] 0

b.    [0,det ( )]
m

q

P s G s

N F s n

+ ≠
=

 (70) 

where ( )det ( ) det ( ) ( )F s I G s R s= + and qn is the number of open loop poles with Re{ } 0s > . 
In general, ( )ip s  are to be transfer functions, fulfilling conditions of Corollary 3.1, and the 
stability condition resulting form the small gain theory;  according to it if both P-1(s) and 
Gm(s) are stable, the necessary and sufficient closed-loop stability condition is 

 1( ) ( ) 1mP s G s− <       or    min max[ ( )] [ ( )]mP s G sσ σ>  (71) 

To provide closed-loop stability of the full system under a decentralized controller, 
( ), 1,2, ,ip s i m= …  are to be chosen so as to appropriately cope with the interactions ( )mG s .  

A special choice of P(s) is addressed in (Kozáková et al.2009a;b): if considering characteristic 
functions ( )ig s of Gm(s) defined according to (35) for 1,...,i m= , and choosing P(s) to be 
diagonal with identical entries equal to any selected characteristic function gk(s) of [-Gm(s)], 
where {1,..., }k m∈  is fixed, i.e. 

 ( ) ( )kP s g s I= − ,    {1,..., }k m∈  is fixed (72) 

then substituting (72) in (70a) and violating the well-posedness condition yields 

 
1

det[ ( ) ( )] [ ( ) ( )] 0
m

m k i
i

P s G s g s g s
=

+ = − + =∏ s D∀ ∈  (73) 
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In such a case the full closed-loop system is at the limit of instability with equivalent 
subsystems generated by the selected ( )kg s  according to 

 ( ) ( ) ( ) 1,2,...,eq
i kikG s G s g s i m= + = , s D∀ ∈  (74) 

 

Similarly, if choosing ( ) ( )kP s g s Iα α− = − − , 0 mα α≤ ≤  where mα denotes the maximum 

feasible degree of stability for the given plant under the decentralized controller ( )R s , then  

 1
1

det ( ) [ ( ) ( )] 0
m

k i
i

F s g s g sα α α
=

− = − − + − =∏     s D∀ ∈  (75) 

Hence, the closed-loop system is stable and has just poles with Re{ }s α≤ − , i.e. its degree of 

stability is α . Pertinent equivalent subsystems are generated according to 

 ( ) ( ) ( ) 1,2,...,eq
i kikG s G s g s i mα α α− = − + − =  (76) 

To guarantee stability, the following additional condition has to be satisfied simultaneously 

 1
1 1

det [ ( ) ( )] ( ) 0
m m

k k i ik
i i

F g s g s r sα
= =

= − − + = ≠∏ ∏    s D∀ ∈  (77) 

Simply put, by suitably choosing :α 0 mα α≤ ≤ to generate ( )P s α−  it is possible to 

guarantee performance under the decentralized controller in terms of the degree of 

stabilityα . Lemma 3.1 provides necessary and sufficient stability conditions for the closed-

loop in Fig. 4 and conditions for guaranteed performance in terms of the degree of stability.  
Definition 3.1 (Proper characteristic locus) 

The characteristic locus ( )kg s α−  of ( )mG s α− , where fixed {1,..., }k m∈ and 0α > , is called 

proper characteristic locus if it satisfies conditions (73), (75) and (77). The set of all proper 

characteristic loci of a plant is denoted SΡ .  
Lemma 3.1 

The closed-loop in Fig. 4 comprising the system (60) and the decentralized controller (62) is 

stable if and only if the following conditions are satisfied s D∀ ∈ , 0α ≥  and 

fixed {1,..., }k m∈ : 

1. ( )k Sg s Pα− ∈    

2. all equivalent characteristic polynomials (69) have roots with Res α≤ − ;   

3. [0,det ( )] qN F s n αα− =  

where ( ) ( ) ( )F s I G s R sα α α− = + − − ; qn α  is the number of open loop poles with Re{ }s α> − . 

Lemma 3.1 shows that local controllers independently tuned for stability and a specified 

(feasible) degree of stability of equivalent subsystems constitute the decentralized controller 

guaranteeing the same degree of stability for the full system. The design technique resulting 

from Corollary 3.1 enables to design local controllers of equivalent subsystems using any 

SISO frequency-domain design method, e.g. the Neymark D-partition method (Kozáková et 

al. 2009b), standard Bode diagram design etc.  If considering other performance measures in 

the ESM, the design proceeds according to Corollary 3.1 with P(s) and  

( ) ( ) ( ), 1,2,...,eq
i kikG s G s g s i m= + =  generated according to (72) and (74), respectively. 
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According to the latest results, guaranteed performance in terms of maximum overshoot is 

achieved by applying Bode diagram design for specified phase margin in equivalent 

subsystems. This approach is addressed in the next subsection. 

3.3  Robust decentralized controller design  

The presented frequency domain robust decentralized controller design technique is 

applicable for uncertain systems described as a set of transfer function matrices.  The basic 

steps are: 

1. Modelling the uncertain system 

This step includes choice of the nominal model and modelling uncertainty using any 

unstructured uncertainty (41)-(46) or (55). The nominal model can be calculated either as the 

mean value parameter model (Skogestad & Postlethwaite, 2005), or the “affine” model, 

obtained within the procedure for calculating the affine-type additive uncertainty 

(Kozáková & Veselý, 2007; 2008). Unlike the standard robust approach to decentralized 

control design which considers diagonal model as the nominal one (interactions are 

included in the uncertainty), the ESM method applied in the design for nominal 

performance allows to consider the full nominal model.  

2. Guaranteeing  nominal stability and performance  

The ESM method is used to design a decentralized controller (62) guaranteeing stability and 

specified performance of the nominal model (nominal stability, nominal performance). 

3. Guaranteeing robust stability 

In addition to nominal performance, the decentralized controller has to guarantee closed-

loop stability over the whole operating range of the plant specified by the chosen 

uncertainty description (robust stability). Robust stability is examined by means of the M-Δ 

stability condition (47) or the Maf--Q stability condition (59) in case of the affine type additive 

uncertainty (55). 

Corollary 3.2 (Robust stability conditions under DC)   

The closed-loop in Fig. 3 comprising the uncertain system given as a set of transfer function 

matrices and described by any type of unstructured uncertainty (41) – (46) or (55) with 

nominal model fulfilling (60), and the decentralized controller (62) is stable over the  

pertinent uncertainty region if any of the following conditions hold 

1. for any (41)–(46), conditions of Corollary 3.1 and (47) are simultaneously satisfied where 

( ) ( ), , , , , ,k kM s M s k a i o ia ii io= =`  and Mk given by (48)-(53) respectively. 

2. for (55), conditions of Corollary 3.1 and (59) are simultaneously satisfied. 

Based on Corollary 3.2, two approaches to the robust decentralized control design have been 

developed:  the two-stage and the direct approaches. 

1. The two stage robust decentralized controller design approach based on the M-Δ structure stability 

conditions (Kozáková & Veselý, 2008;, Kozáková & Veselý, 2009; Kozáková et al. 2009a).  

In the first stage, the decentralized controller for the nominal system is designed using ESM, 

afterwards, fulfilment of the M-Δ or Maf-Q stability conditions (47) or (59), respectively is 
examined; if satisfied, the design procedure stops, otherwise the second stage follows: either 
controller parameters are additionally modified to satisfy robust stability conditions in the 
tightest possible way (Kozáková et al. 2009a), or the redesign is carried out with modified 
performance requirements (Kozáková & Veselý, 2009). 
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2. Direct decentralized controller design for robust stability and nominal performance 

By direct integration of the robust stability condition (47) or (59) in the ESM, local controllers 
of equivalent subsystems are designed with regard to robust stability. Performance 
specification for the full system in terms of the maximum peak of the complementary 
sensitivity TM  corresponding to maximum overshoot in individual equivalent subsystems 
is translated into lower bounds for their phase margins according to (78) (Skogestad & 
Postlethwaite, 2005)  

 
1 1

2arcsin [ ]
2 T T

PM rad
M M

⎛ ⎞
≥ ≥⎜ ⎟

⎝ ⎠
 (78) 

where PM is the phase margin, MT is the maximum peak of the complementary sensitivity  

 
1( ) ( ) ( )[ ( ) ( )]T s G s R s I G s R s −= +  (79) 

As for MIMO systems  

 max( )TM Tσ=  (80) 

the upper bound for MT can be obtained using the singular value properties in 

manipulations of the M-Δ condition (47) considering (48)-(53), or the  Maf – Q condition  (58) 

considering (57) and (59). The following upper bounds max 0[ ( )]T jσ ω  for the nominal 

complementary sensitivity 1
0 0 0( ) ( ) ( )[ ( ) ( )]T s G s R s I G s R s −= +  have been derived: 

 min 0
max 0

[ ( )]
[ ( )] ( )

( )
A

a

G j
T j L

σ ω
σ ω ω ω

ω
< = ∀

`
 additive uncertainty (81) 

 
max 0

1
[ ( )] ( ), , ,

( )
K

k

T j L k i oσ ω ω ω
ω

< = = ∀
`

 multiplicative input/output uncertainty (82) 

 min 0
max 0

max0

[ ( )]1
[ ( )] ( )

[ ( )]
AF

u

G j
T j L

G jq p

σ ω
σ ω ω ω

σ ω
< = ∀  additive affine-type uncertainty (83) 

Using (80) and (78) the upper bounds for the complementary sensitivity of the nominal 

system (81)-(83) can be directly implemented in the ESM due to the fact that performance 

achieved in equivalent subsystems is simultaneously guaranteed for the full system. The 

main benefit of this approach is the possibility to specify maximum overshoot in the full 

system guaranteeing robust stability in terms of max 0( )Tσ ,  translate it into minimum phase 

margin of equivalent subsystems and design local controllers independently for individual 

single input – single output equivalent subsystems. 
The design procedure is illustrated in the next subsection. 

3.4 Example 

Consider a laboratory plant consisting of two interconnected DC motors, where each 

armature voltage (U1, U2) affects rotor speeds of both motors (ω1, ω2). The plant was 

identified in three operating points, and is given as a set 1 2 3{ ( ), ( ), ( )}G s G s G sΠ =  where 
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2 2

1

2 2

0.402 2.690 0.006 1.680

2.870 1.840 11.570 3.780( )
0.003 0.720 0.170 1.630

9.850 1.764 1.545 0.985

s s

s s s sG s
s s

s s s s

− + −⎡ ⎤
⎢ ⎥+ + + +⎢ ⎥=

− − +⎢ ⎥
⎢ ⎥+ + + +⎣ ⎦

 

2 2

2

2 2

0.342 2.290 0.005 1.510

2.070 1.840 10.570 3.780( )
0.003 0.580 0.160 1.530

8.850 1.764 1.045 0.985

s s

s s s sG s
s s

s s s s

− + −⎡ ⎤
⎢ ⎥+ + + +⎢ ⎥=

− − +⎢ ⎥
⎢ ⎥+ + + +⎣ ⎦

 

2 2

3

2 2

0.423 2.830 0.006 1.930

4.870 1.840 13.570 3.780( )
0.004 0.790 0.200 1.950

10.850 1.764 1.945 0.985

s s

s s s sG s
s s

s s s s

− + −⎡ ⎤
⎢ ⎥+ + + +⎢ ⎥=

− − +⎢ ⎥
⎢ ⎥+ + + +⎣ ⎦

 

In calculating the affine nominal model G0(s), all possible allocations of G1(s), G2(s), G3(s) into 
the 22 = 4 polytope vertices were examined (24 combinations) yielding 24 affine nominal 
model candidates and related transfer functions matrices G4(s) needed to complete the 
description of the uncertainty region. The selected affine nominal model G0(s) is the one 
guaranteeing the smallest additive uncertainty calculated according to (41): 

2 2

0

2 2

-0.413 s +2.759 0.006 1.807

3.870 1.840 12.570 3.780( )
0.004 0.757 0.187 1.791

10.350 1.764 1.745 0.985

s

s s s sG s
s s

s s s s

− −⎡ ⎤
⎢ ⎥+ + + +⎢ ⎥=

− − +⎢ ⎥
⎢ ⎥+ + + +⎣ ⎦

 

The upper bound ( )AFL ω for T0(s) calculated according to (82) is plotted in Fig. 5. Its worst 

(minimum value) min ( ) 1.556T AFM L
ω

ω= =  corresponds to 37.48PM ≥ c according to (78). 
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Fig. 5. Plot of LAF(ω) calculated according to (82) 

The Bode diagram design of local controllers for guaranteed PM was carried out for 

equivalent subsystems generated according to (74) using characteristic locus g1(s) of the 

matrix of interactions Gm(s), i.e. 21 ( ) ( ) ( ) 1,2eq
iiG s G s g s i= + = . Bode diagrams of equivalent 
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subsystems 11 21( ), ( )eq eqG s G s  are in Fig. 6. Applying the PI controller design from Bode diagram 

for required phase margin 39PM = c has yielded the following local controllers 

1

3.367 s +1.27
( )R s

s
=  2

1.803 0.491
( )

s
R s

s

+
=  

Bode diagrams of compensated equivalent subsystems in Fig. 8 prove the achieved phase 

margin. Robust stability was verified using the original Maf-Q condition (59) with p=2 and 

q0=1; as depicted in Fig. 8, the closed loop under the designed controller is robustly stable. 
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Fig. 6. Bode diagrams of equivalent subsystems 11( )eqG s (left), 21( )eqG s (right) 
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Fig. 7. Bode diagrams of equivalent subsystems 11( )eqG s (left), 21( )eqG s (right) under designed 

local controllers R1(s), R2(s), respectively.  
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Fig. 8. Verification of robust stability using condition (59) in the form max

1
( )

2
afMσ <  

4. Conclusion 

The chapter reviews recent results on robust controller design for linear uncertain systems 
applicable also for decentralized control design. 
In the first part of the chapter the new robust PID controller design method based on LMI` is 
proposed for uncertain linear system. The important feature of this PID design approach is 
that the derivative term appears in such form that enables to consider the model 
uncertainties. The guaranteed cost control is proposed with a new quadratic cost function 
including the derivative term for state vector as a tool to influence the overshoot and 
response rate.  
In the second part of the chapter a novel frequency-domain approach to the decentralized 
controller design for guaranteed performance is proposed. Its principle consists in including 
plant interactions in individual subsystems through their characteristic functions, thus 
yielding a diagonal system of equivalent subsystems. Local controllers of equivalent 
subsystems independently tuned for specified performance constitute the decentralized 
controller guaranteeing the same performance for the full system. The proposed approach 
allows direct integration of robust stability condition in the design of local controllers of 
equivalent subsystems.  
Theoretical results are supported with results obtained by solving some examples. 
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