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1. Introduction

Multiple-input multi-output (MIMO), emerged as one of the most significant breakthroughs
in wireless communications theory over the last two decades, is considered as a key to meeting
the increasing demands for high data rates and mass wireless access services over a limited
spectrum bandwidth. Transmit beamforming with receive combining is a low-complexity
technique to exploit the benefits of MIMO wireless systems. It has received much interest
over the last few years, because it provides substantial performance improvement without
sophisticated signal processing. In order to enable the beamforming operation, either full or
partial channel state information (CSI) has to be furnished to the transmitter. With full CSI,
the optimal transmit beamforming scheme is maximum ratio transmission (MRT) [Dighe et
al. (2003a)], where the principal right singular vector of the channel matrix is used as the
beamforming vector. In Rayleigh fading, exact expressions for the symbol error rate (SER)
of MRT were derived in [Dighe et al. (2003a;b)], and the asymptotic error performance was
studied in [Zhou & Dai (2006)].
However, in certain application scenarios, e.g. frequency division duplex (FDD) systems,
CSI is not usually available at the transmitter. To cope with the lack of CSI, a beamforming
scheme based on finite-rate feedback has been proposed in the literature, where the CSI is
quantized at the receiver and fed back to the transmitter. This scheme has been adopted
in current 3GPP specifications. Under the assumption of independent block-fading and
the assumption of delay- and error-free feedback, the design and performance analysis of
quantized beamforming systems have been well investigated. Different beamformer design
methods were developed in [Mukkavilli et al. (2003); Love & Heath (2003); Xia & Giannakis
(2006)]. In multiple-input single-output (MISO) cases, lower bounds to the outage probability
and symbol error rate (SER) were derived in [Mukkavilli et al. (2003)] and [Zhou et al. (2005)],
respectively. In MIMO cases, the average receive signal-to-noise ratio (SNR) and outage
probability were studied in [Mondal & Heath (2006)]. Analytical results showed that full
diversity order can be achieved by a well-designed beamformer [Love & Heath (2005)].
This chapter highlights recent advances in beamforming based on finite-rate feedback from a
communication-theoretic perspective. We first study the SER performance when the feedback
link is delay- and error-free. Then non-ideal factors in the feedback link are investigated, and
countermeasures are proposed to compensate the performance degradation due to non-ideal
feedback.
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Fig. 1. A beamforming system based on finite-rate feedback.

The notations used in this chapter are conformed to the following convention. Bold upper
and lower case letters are used to denote matrices and column vectors, respectively. (·)T , and
(·)∗ refer to transpose and conjugate transpose, respectively. ‖ · ‖ and ‖ · ‖F stand for vector
2-norm and matrix Frobenius norm, respectively. IN refers to the N × N identity matrix.
CN (µ, σ2) stands for the circularly symmetric complex Gaussian distribution with mean µ
and covariance σ2. Pr and denote the probability and expectation operators, respectively.

2. An upper bound on the SER

In this section, we evaluate the SER of a beamforming system based on finite-rate feedback.
Assuming a delay- and error-free feedback link, we derive an upper bound on the average
SER, and prove that the bound is asymptotically tight in high SNR regions.

2.1 System model

Consider an MIMO system with Nt transmit and Nr receive antennas. The wireless channel is
assumed to be frequency-flat, and is modeled as an Nr × Nt random matrix H. The (m, n)-th
entry of the channel matrix, hm,n, denotes the fading coefficient between the n-th transmit
antenna and the m-th receive antenna. We assume an independent and identically distributed
(i.i.d.) Rayleigh fading. Then the fading coefficient hm,n’s are independent of each other and
distributed as CN (0, 1).
The system adopts transmit beamforming with receive combining, as shown in Figure 1.
At the transmitter, the information-bearing symbol s ∈ is weighted by a beamforming
vector, and transmitted simultaneously from all antennas. Then the Nt × 1 transmitted signal
vector is given by x = w s, where w = [w1, · · · , wNt

]T denotes the beamforming vector. The
beamforming vector is a unit-norm vector, satisfying ‖w‖ = 1. At the receiver, the Nr × 1
received signal vector can be expressed as

y = Hw s + η, (1)

where η refers to the noise vector with independent CN (0, N0) entries. Assuming that the
receiver knows the channel H and the beamforming vector w, it performs receive combining
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to the received signal, using the maximum ratio combining (MRC) vector [Love & Heath
(2003)]

z =
Hw

‖Hw‖ .

The signal r ∈ after receive combining can be written as

r = z∗y = z∗Hw s + z∗η, (2)

and the corresponding instantaneous receive SNR is given by

γ = γS‖Hw‖2, (3)

where
γS � (|s|2)/N0 (4)

is the average symbol SNR.
In a beamforming system based on finite-rate feedback, the beamforming vector w is restricted
to lie in a finite set (codebook) that is known to both the transmitter and receiver. The
codebook, denoted as C, is designed in advance and consists of Nc = 2B unit-norm codewords
C = {c1, · · · , cNc

}. The receiver selects the favorable codeword from the codebook according
to

copt = arg max
c∈C

‖Hc‖2. (5)

If the codeword ck is selected (copt = ck), its index k is sent to the transmitter via a feedback
link, requiring B bits each time. In this section, we focus on the case of delay- and error-free
feedback. The transmitter obtains the index of the optimal codeword, and uses the codeword
as beamforming vector. Then we have

w = copt (delay- and error-free feedback). (6)

As in [Love & Heath (2005)], we assume the beamforming codewords {c1, · · · , cNc
} span Nt .

This property guarantees the soundness of several steps in the following derivation. We note
that it is a mild condition. To our knowledge, all well-designed codebooks, e.g. those in [Love
& Heath (2003); Xia & Giannakis (2006)] and 3GPP specifications, satisfy this condition.

2.2 SER analysis

For notation brevity, phase-shift keying (PSK) signals are assumed in the derivations.
Conditioned on the instantaneous SNR γ, the SER of M-ary PSK can be expressed as [Simon
& Alouini (2005), Eq.(8.23)]

PE =
1

π

∫ (M−1)π
M

0
exp
(
− gPSKγ

sin2 θ

)
dθ, (7)

where gPSK = sin2(π/M) is a constellation-dependent constant. Applying (6) and (5) to (3),
the instantaneous SNR of the beamforming system is given by

γ = γS‖Hw‖2 = γS‖Hcopt‖2 = γS max
c∈C

‖Hc‖2 (8)

Then substituting (8) into (7) and taking expectation, the average SER of the beamforming
system can be written as

PE � PE =
1

π

∫ (M−1)π
M

0
exp
(
− gPSKγS

sin2 θ
max
c∈C

‖Hc‖2
)

dθ, (9)
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where the expectation is respect to the channel matrix H.
To find an upper bound on the average SER, we first study the expectation term in the
right-hand-side of (9), as shown in the following lemma.

Lemma 1. Let H be an Nr × Nt random matrix with i.i.d. CN (0, 1) entries, and define

H̃ � H/‖H‖F .

Then for a given beamforming codebook C, and a given t ≥ 0, we have

exp
(
− t · max

c∈ C
‖Hc‖2

)
≤
(
1 + t · gCB

)−Nt Nr , (10)

where

gCB �
[ {(

max
c∈ C

‖H̃c‖2
)−Nt Nr

}]− 1
Nt Nr

(11)

is a codebook-dependent parameter.
Proof: Since the channel matrix H has i.i.d. CN (0, 1) entries, ‖H‖2

F is chi-square distributed

and independent of H̃ . The moment generating function of ‖H‖2
F is given by

exp
(
− s‖H‖2

F

)
= (1 + s)−Nt Nr . (12)

Therefore we have

exp
(
− t · max

c∈C
‖Hc‖2

)
=

{ [
exp
(
− t · ‖H‖2

F · max
c∈C

‖H̃c‖2
)∣∣∣H̃
]}

=
{(

1 + t · max
c∈C

‖H̃c‖2
)−Nt Nr

}
. (13)

Notice that when x, t > 0,

f (x) =
(

1 + t · x
− 1

Nt Nr

)−Nt Nr

is a concave function with respect to x. We can apply Jensen’s inequality to the right-hand-side
of (13), and obtain

{(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}

=

{(
1 + t ·

[ (
max
c∈C

‖H̃c‖2
)−Nt Nr

︸ ︷︷ ︸
treated as a r. v.

]− 1
Nt Nr

)−Nt Nr
}

≤
(

1 + t ·
[ {(

max
c∈C

‖H̃c‖2
)−Nt Nr

}]− 1
Nt Nr

)−Nt Nr

. (14)

Substituting this into (13), we reach the desired result (10). �

In Lemma 1, the definition of gCB is not given in a closed-form. Its value has to be evaluated
numerically. In the following lemma, we will further study the parameter, and derive a
closed-form approximation for it.

Lemma 2. The parameter gCB satisfies 0 ≤ gCB ≤ 1 . Moreover, for a well-designed codebook, it can
be approximated by

g−Nt Nr

CB ≃ NcC1(Nt Nr − 1)! (Nt − 1)
Nt−2

∑
n=0

(
Nt − 2

n

)
(−1)n(C

−(Nt Nr−1−n)
2 − 1)

Nt Nr − 1 − n
, (15)
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where

C1 � Nt Nr

min(Nt ,Nr)

∏
n=1

[min(Nt, Nr) − n]!

(Nt + Nr − n)!
(16)

and

C2 � 1 −
(
1/Nc

) 1
Nt−1 . (17)

Proof: We first prove 0 ≤ gCB ≤ 1. It is clear from the definition that gCB ≥ 0. To see gCB ≤ 1,
consider the following equality

lim
t→∞

tNt Nr

{(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}

=
{

lim
t→∞

tNt Nr
(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}

=
{(

max
c∈C

‖H̃c‖2
)−Nt Nr

}
. (18)

By the definition (11), (18) implies that

g−Nt Nr

CB = lim
t→∞

tNt Nr

{(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}

(19)

Notice that ‖H̃‖F = 1 and ‖c‖ = 1, ∀c ∈ C. Therefore

max
c∈C

‖H̃c‖2 ≤ 1

and {(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}
≥ (1 + t)−Nt Nr .

So we have

g−Nt Nr

CB = lim
t→∞

tNt Nr

{(
1 + t · max

c∈C
‖H̃c‖2

)−Nt Nr
}

≥ lim
t→∞

tNt Nr (1 + t)−Nt Nr

= 1 , (20)

which implies βC ≤ 1.
To obtain (15), recall Equation (13) in the proof of Lemma 1. Substituting it into (19) yields

g−Nt Nr

CB = lim
t→∞

tNt Nr exp
(
− t · max

c∈C
‖Hc‖2

)
. (21)

Let the eigen-decomposition of the channel be denoted as

H∗H =
[
u1, · · · , uNt

]
⎡

⎢⎣

λ1

. . .

λNt

⎤

⎥⎦

⎡

⎢⎣

u∗
1
...

u∗
Nt

⎤

⎥⎦ (22)

where λ1 ≥ · · · ≥ λNt
≥ 0 and u1, · · · , uNt

denote the eigenvalues and the eigenvectors,
respectively. We have the following inequality

‖Hc‖2 = c∗H∗Hc =
Nt

∑
n=1

λn|u∗
nc|2 ≥ λ1|u∗

1c|2. (23)
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Substituting (23) into (21), one obtains

g−Nt Nr

CB ≤ lim
t→∞

tNt Nr exp
(
− tλ1 · max

c∈C
|u∗

1c|2
)

. (24)

In an i.i.d. Rayleigh fading scenario, H∗H is Wishart distributed. The eigenvalue and
eigenvector of a Wishart matrix are independent of each other. So (24) can be expressed as

g−Nt Nr

CB ≤ lim
t→∞

tNt Nr

∫ [ ∫ ∞

0
e−txz pλ1

(x) dx
]
d
(

Pr
{

max
c∈C

|u∗
1c|2 < z

})

=
∫ [

lim
t→∞

tNt Nr

∫ ∞

0
e−txz pλ1

(x) dx
]
d
(

Pr
{

max
c∈C

|u∗
1c|2 < z

})
(25)

Since H∗H is Wishart distributed, the probability density function (PDF) of its largest
eigenvalue λ1 has the asymptotic property [Zhou & Dai (2006)]

pλ1
(x) = C1 xNt Nr−1 + o(xNt Nr−1), x → 0+, (26)

where C1 is defined in (16), and o(xNt Nr−1) stands for a function a(x) satisfying
limx→0+ a(x)/xNt Nr−1 = 0. Then we have

lim
t→∞

tNt Nr

∫ ∞

0
e−txz pλ1

(x) dx = lim
t→∞

tNt Nr

∫ ∞

0
e−yz pλ1

(y/t) d(y/t)

=
∫ ∞

0
e−yz

[
lim
t→∞

tNt Nr−1 pλ1
(y/t)

]
dy

=
∫ ∞

0
e−yzC1yNt Nr−1dy

= C1(Nt Nr − 1)! z−Nt Nr (27)

Substituting (27) into (25) yields

g−Nt Nr

CB ≤ C1(Nt Nr − 1)!
∫

z−Nt Nr d
(

Pr
{

max
c∈C

|u∗
1c|2 < z

})
. (28)

For a well-designed codebook, the Voronoi cells of the codewords can be approximated by
’spherical caps’, which leads to a very tight bound [Zhou et al. (2005)]

Pr
{

max
c∈C

|u∗
1c|2 < z

}
≥ 1 − Nc(1 − z)Nt−1, C2 ≤ z ≤ 1, (29)

where C2 is defined in (17). The inequalities (28) and (29) are both tight. We now treat
then as approximations, and substitute (29) into (28). After performing the integration, the
right-hand-side of (15) is obtained. �

We then apply the results in Lemma 1 and 2 to the SER analysis. Setting t = gPSKγS/ sin2 θ
and after some manipulations, (10) becomes

exp
(
− gPSKγS

sin2 θ
max
c∈C

‖Hc‖2
)
≤
(

sin2 θ

gPSKgCBγS + sin2 θ

)Nt Nr

. (30)

Substituting this into (9), we obtain an upper bound on the average SER of M-ary PSK signal

PE ≤ P
ub
E =

1

π

∫ (M−1)π
M

0

(
sin2 θ

gPSKgCBγS + sin2 θ

)Nt Nr

dθ, (31)
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which is the main result of this section.

At last, we give two remarks on the SER bound.
Remark 1 (Asymptotic behavior). The upper bound has the merit of being asymptotically
tight. In fact, at high SNR, we have

G = lim
γS→∞

γNt Nr

S PE

(9)
=

1

π
lim

γS→∞
γNt Nr

S

∫ (M−1)π
M

0
exp
(
− gPSKγS

sin2 θ
max
c∈C

‖Hc‖2
)

dθ

=
1

π

∫ (M−1)π
M

0

(
sin2 θ

gPSK

)
Nt Nr
[

lim
γS→∞

(
gPSKγS

sin2 θ

)
Nt Nr

exp
(
− gPSKγS

sin2 θ
max
c∈C

‖Hc‖2
)]

dθ

(21)
=

1

π

∫ (M−1)π
M

0

(
gPSKγS

sin2 θ

)
Nt Nr

(gCB)−Nt Nr dθ

=
1

π

∫ (M−1)π
M

0

(sin θ)2Nt Nr

(gPSKgCB)Nt Nr
dθ . (32)

This equation shows that as γS → ∞, PE decreases as Gγ−Nt Nr

S + o(γ−Nt Nr

S ). G
−1

Nt Nr is usually
referred to as the coding gain. On the other hand, it is easily verified that

lim
γS→∞

γNt Nr

S P
ub
E = G .

Therefore, (31) is asymptotically tight at high SNR. Moreover, when γS = 0, both sides of (31)
are equal to (M − 1)/M. So the bound holds with equality. This guarantees the tightness of
the bound at low SNR.
Remark 2 (Extension to other constellations). For brevity, we have assumed a phase-shift
keying (PSK) signal in the derivation of the SER bound. However, the same procedure can
be applied to other 2-D constellations. For example, the SER of square quadrature amplitude
modulation (QAM), conditioned on the instantaneous SNR γ, can be expressed as [Simon &
Alouini (2005)]

PE,QAM =
4(
√

M − 1)

πM

∫ π/4

0
exp
(
− gQAMγ

sin2 θ

)
dθ +

4(
√

M − 1)

π
√

M

∫ π/2

π/4
exp
(
− gQAMγ

sin2 θ

)
dθ,

where M is the constellation size, and gQAM = 1.5/(M − 1). This equation has a similar form
to (7). Using the procedure of deriving (31), we can obtain an upper bound on the average
SER of QAM

PE,QAM = PE,QAM ≤ 4(
√

M − 1)

πM

∫ π/4

0

(
sin2 θ

gQAMgCBγS + sin2 θ

)Nt Nr

dθ

+
4(
√

M − 1)

π
√

M

∫ π/2

π/4

(
sin2 θ

gQAMgCBγS + sin2 θ

)Nt Nr

dθ . (33)
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2.3 Extension to correlated rayleigh fading

In a correlated Rayleigh fading channel, the system model is the same as in Section 2.1, except
that the channel matrix is modeled as

vec(H) = ΦΦΦhw, (34)

where hw refers to an Nt Nr × 1 random vector with independent CN (0, 1) entries; ΦΦΦ is an
Nt Nr × Nt Nr positive definite matrix; and vec(H) denotes the Nt Nr × 1 vector of stacked
columns of H. ΦΦΦ2 (= ΦΦΦΦΦΦ∗) is usually called the channel correlation matrix.
The idea used in Section 2.2 can be extended to correlated Rayleigh fading scenarios. For
M-ary PSK signals, we can prove that the average SER is upper bounded by

PE ≤ 1

π

∫ (M−1)π
M

0

(
sin2 θ

gPSKgCBgCorγS + sin2 θ

)Nt Nr

dθ, (35)

where

gCor �
[

det(ΦΦΦ2)
] 1

Nt Nr

is a parameter depends on the channel correlation matrix. The proof of this bound is out
of the scope of this book. Interesting readers are referred to [Zhu et al. (2010)] for detailed
derivations.
The bound (35) is asymptotically tight at high and low SNRs [Zhu et al. (2010)]. However, at
medium SNR, the tightness of the bound is not guaranteed because it does not fully reflect
the effect of channel correlation. Based on extensive simulations, we propose the following
conjectured SER formula

PE

conjectured

≤ 1

π

∫ (M−1)π
M

0

Nt Nr

∏
i=1

sin2 θ

gPSKgCBγSλ
Φ

2, i + sin2 θ
dθ, (36)

where λ
Φ

2, i denotes the i-th eigenvalue of Φ
2. We have not been able to prove the conjecture

as yet. Some discussion in support of it is presented in [Zhu et al. (2010)].

2.4 Numerical results

Simulations are carried out for 2Tx-2Rx and 4Tx-2Rx antenna configurations. QPSK and
16-QAM constellations are used in the simulations. The 2Tx-2Rx system uses the 2-bit
Grassmannian codebook ([Love & Heath (2003)]-TABLE II), and the 4Tx-2Rx system adopts
the 4-bit codebook in 3GPP specification ([3GPP TS 36.211 (2009)]-Table 6.3.4.2.3-2).
Figure 2 and 3 show the average SER in uncorrelated Rayleigh fading. The SER bounds (31)
(33) are tight in these figures.

We also consider a correlated Rayleigh fading channel. The channel correlation matrix Φ
2 is

generated according to the 802.11n model D [Erceg et al. (2004)]. We assume uniform linear
arrays with 0.5-wavelength adjacent antenna spacing, as in [Erceg et al. (2004), Section 7].
Figure 4 and 5 plot the average SER in this fading environment. In both figures, the gap
between the simulation result and the bound (35) is no more than 2 dB. The conjectured SER
formula (36) is even tighter than the bound.
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3. Effect of feedback error and index assignment

In Section 2, the feedback link is assumed to be error-free, but feedback error is inevitable
in practice. In this section, we study a finite-rate beamforming system with feedback error.
It is shown that feedback error deteriorates not only the array gain but also the diversity
gain. To mitigate the effect of feedback error, IA technique is adopted, which is popular
in conventional VQ designs (see [Zeger & Gersho (1990)] [Ben-David & Malah (2005)]
and references therein). IA technique is preferable to other error-protection methods, e.g.
error-control coding, because it requires neither additional feedback bits nor additional signal
processing, i.e. it is redundancy-free.

3.1 System model

The finite-rate beamforming system with feedback error is illustrated in Figure 6. The forward
part of this system is similar to that in Section 2.1. The wireless channel is modeled as an
Nr × Nt random matrix with i.i.d. CN (0, 1) entries. The input-output of the forward part is
given by

r = z∗Hw s + z∗η, (37)

where

- H denotes the Nr × Nt channel matrix. Assuming i.i.d. Rayleigh fading, the entries of H
are independent CN (0, 1) random variables;

- s ∈ is the information-bearing symbol;

- w ∈ Nt stands for the unit-norm beamforming vector;

- z = Hw/‖Hw‖ is the MRC combining vector;

- ηηη ∈ Nr refers to the noise vector with independent CN (0, N0) entries;

- r ∈ denotes the signal after receive combining.

The instantaneous receive SNR in (37) is given by

γ = γS‖Hw‖2, (38)

where
γS � (|s|2)/N0 (39)

is the average symbol SNR.
In the system, the beamforming vector w is determined by feedback information. The receiver
conveys the feedback information to the transmitter via a low-rate feedback link, which
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consists of the five blocks at the bottom of Figure 6. The ‘Index permutation’ and ‘Inverse
permutation’ blocks are used to cope with feedback error. A codebook C = {c1, · · · , cNc

}
is designed in advance and stored at both the transmitter and the receiver. The codewords
ck’s are unit-norm vector. The receiver selects the optimal codeword that maximize the
instantaneous receive SNR, i.e.

copt = arg max
c∈C

‖Hc‖2. (40)

If the codeword ck is selected (copt = ck), its index k is fed into the ‘Index permutation’
block, which performs permutation Π on this index and outputs Π(k). The permutation Π

is an invertible (one-to-one and onto) operator from the index set {1, · · · , Nc} to itself. For
each index k, Π uniquely maps it to another index Π(k) ∈ {1, · · · , Nc}. Given the codebook
cardinality Nc, there are Nc! permutations [Ben-David & Malah (2005)]. For example, when
Nc = 3, one possible permutation is to map 1 → 3, 2 → 1, and 3 → 2, respectively.
The permutated index Π(k) is then sent to the transmitter via the ’feedback channel’, which is
modeled as a discrete memoryless channel (DMC) with transition probability

T[ i, j ] = Pr
{

DMC output is j |DMC input is i
}

, i, j = 1, · · · , Nc. (41)

Due to possible feedback error, the feedback channel does not always output the correct
information. Supposing that the output of the feedback channel is Π(ℓ), the transmitter
performs the inverse-permutation Π−1 on Π(ℓ) and obtains the index ℓ. The corresponding
codeword cℓ is used to update the beamforming vector. Conditioned on the optimal codeword
copt = ck, the probability that the transmitter uses cℓ as the beamforming vector is given by

Pr(w = cℓ|copt = ck) = Pr (DMC output is Π(ℓ) |DMC input is Π(k))

= T[ Π(k), Π(ℓ)], k, ℓ = 1, · · · , Nc. (42)

Feedback error will deteriorate the performance of beamforming. In the following, we will
quantify the effect of feedback error on the diversity gain and array gain.

3.2 The diversity gain

Diversity gain refers to the slope of SER-vs-SNR curve (on a log-log scale) as SNR approaches
infinity. With error-free feedback, a well-designed beamformer can provide full diversity gain
Nt × Nr if the codebook cardinality Nc ≥ Nt [Love & Heath (2005)]. However, the diversity
gain may decrease to Nr due to feedback error, as shown in the following lemma.

Lemma 3. For the beamforming system described in Section 3.1, the diversity gain equals to Nr, if the
transition probability of the DMC feedback channel satisfies

T[ i, j ] ≥ Tmin > 0, i, j = 1, · · · , Nc. (43)

Proof: According to [Tse & Viswanath (2005)], the diversity gain is equal to

lim
γS→∞

− log Pout

log γS
, (44)

where Pout denotes the outage probability. For the beamforming system based on finite-rate
feedback, the outage probability is given by [Mukkavilli et al. (2003); Mondal & Heath (2006)]

Pout = Pr
(

log2(1 + γS‖Hw‖2) < R
)

= Pr
(
‖Hw‖2

< (2R − 1)/γS

)
, (45)
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where R denotes the desired transmission rate. By the law of total probability, the
right-hand-side of (45) can be expanded to give

Pout =
Nc

∑
k=1

Nc

∑
ℓ=1

Pr

(
‖Hcℓ‖2

<
2R − 1

γS

∣∣∣∣ copt = ck

)
Pr
(
w = cℓ , copt = ck

)

(42)
=

Nc

∑
k=1

Nc

∑
ℓ=1

Pr

(
‖Hcℓ‖2

<
2R − 1

γS

∣∣∣∣ copt = ck

)
T[ Π(k), Π(ℓ)] Pr(copt = ck)

(43)
≥ Tmin

Nc

∑
ℓ=1

Nc

∑
k=1

Pr

(
‖Hcℓ‖2

<
2R − 1

γS

∣∣∣∣ copt = ck

)
Pr(copt = ck)

= Tmin

Nc

∑
ℓ=1

Pr

(
‖Hcℓ‖2

<
2R − 1

γS

)
. (46)

Similarly, because T[ Π(k), Π(ℓ)] ≤ 1 holds trivially, we have

Pout ≤
Nc

∑
l=1

Pr

(
‖Hcℓ‖2

<
2R − 1

γS

)
. (47)

Since the codeword cℓ is deterministic and unit-norm, Hcℓ is a Gaussian distributed random
vector with zero mean and covariance INr

. So ‖Hcℓ‖2 has a central chi-square distribution
with 2Nr degrees of freedom. Hence

Pr

{
‖Hcℓ‖2

<
2R − 1

γS

}
= 1 − exp

(
−2R − 1

γS

) Nr−1

∑
m=0

1

m!

(
2R − 1

γS

)m

︸ ︷︷ ︸
� f (γS)

, ∀ ℓ. (48)

Substituting this equation into (46) and (47), one obtains

TminNc f (γS) ≤ Pout ≤ Nc f (γS) .

Then, using the squeezing theorem, we get the diversity gain

lim
γS→∞

− log Pout

log γS
= lim

γS→∞
− log f (γS)

log γS
= Nr , (49)

where the last equality can be derived by repeatedly applying L’Hospital’s rule. This is the
desired result. �

Two remarks about Lemma 3 are in order.
Remark 1 (BSC). The constraint (43) is satisfied by many DMC’s. For example, binary
symmetric channel (BSC) is an important DMC, whose transition probability is

TBSC[ i, j ] = p dH(i−1, j−1)(1 − p)B−dH(i−1, j−1) i, j = 1, · · · , Nc, (50)

where p is a parameter of the BSC; Nc = 2B; and dH(i− 1, j− 1) denotes the Hamming distance
between the binary representations of i − 1 and j − 1. The BSC satisfies (43) if p > 0. Hence, a
beamforming system based on finite-rate feedback can only achieve a diversity gain of Nr, if
the feedback channel is a BSC.
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Remark 2(Comparison with STBC). With error-free feedback, finite-rate beamforming
outperforms space-time block coding (STBC), because beamforming provides not only
diversity gain but also array gain. However, this conclusion should be reconsidered if there
exists feedback error. According to Lemma 1, a beamforming system based on finite-rate
feedback may suffer from a large diversity gain loss due to feedback error. So at sufficiently
high SNR, the performance of beamforming will be worse than that of STBC. The comparison
at low-to-medium SNR is of practical importance, but out of the scope of this book.

3.3 The array gain

The array gain is defined as the ratio of the average receive SNR γ and the symbol SNR γS.
It reflects the increase in average receive SNR that arises from the coherent combining effect
of multiple antennas.
Consider the case that the receiver selects ck as the optimal codeword, but the transmitter uses
cℓ as the beamforming vector due to feedback error. The average receive SNR conditioned on
this case is

γS

(
‖Hcℓ‖2

∣∣ copt = ck

)
= γS c∗

ℓ
(H∗H|copt = ck) cℓ .

Therefore, by the law of total expectation, the array gain can be written as

(γ)

γS
=

Nc

∑
k=1

Nc

∑
ℓ=1

c∗
ℓ

(
H∗H

∣∣ copt = ck

)
cℓ Pr

(
w = cℓ , copt = ck

)

(42)
=

Nc

∑
k=1

Nc

∑
ℓ=1

c∗
ℓ

(
H∗H

∣∣ copt = ck

)
cℓ T[ Π(k), Π(l)] Pr(copt = ck). (51)

In the right-hand-side of (51), the accurate values of
(
H∗H|copt = ck

)
and Pr(copt = ck) are

hard to obtain, but their approximations can be derived as follows.
Since the channel matrix H has independent CN (0, 1) entries, H∗H is Wishart distributed. Its
eigen-decomposition is denoted as

H∗H =
[
u1, · · · , uNt

]
⎡

⎢⎣

λ1

. . .

λNt

⎤

⎥⎦

⎡

⎢⎣

u∗
1
...

u∗
Nt

⎤

⎥⎦ =
Nt

∑
n=1

λnunu∗
n (52)

where λ1 ≥ · · · ≥ λNt
≥ 0 and u1, · · · , uNt

denote the eigenvalues and the eigenvectors,
respectively. The distribution of nonzero eigenvalues is known. The eigen matrix U =[
u1, · · · , uNt

]
is uniformly distributed on the group of Nt × Nt unitary matrices and

independent of the eigenvalues [Love & Heath (2003), Lemma 1].
If the feedback channel is perfect, the transmitter uses the eigenvector u1 as the beamforming
vector, which is called maximum ratio transmission (MRT). But this is not the case in
practice, where the quantized information — the optimal codeword copt — is fed back to the
transmitter. Then, one would expect that the ideal feedback information u1 and the quantized
version copt are ‘close’. Since both u1 and copt belong to the unit hypersphere

ΩNt � {x ∈ Nt : x∗x = 1}, (53)

a suitable measure of their ‘closeness’ is the chordal distance, defined as

dc(x1, x2) =
√

1 − |x∗1x2|2, x1, x2 ∈ ΩNt . (54)
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Now define a spherical cap centered at the codeword ck as

S(ck) =
{

x ∈ ΩNt : dc(x, ck) <
√

α
}

=
{

x ∈ ΩNt : |x∗ck|2 > 1 − α
}

, k = 1, · · · , Nc. (55)

We use the event {u1 ∈ S(ck)} to approximate the event {copt = ck}, which leads to the
following approximations

(
H∗H | copt = ck

)
≃ {H∗H | u1 ∈ S(ck)}

(52)
=

Nt

∑
n=1

(λn)
{

unu∗
n | u1 ∈ S(ck)

}
, (56)

Pr(copt = ck) ≃ Pr {u1 ∈ S(ck)} . (57)

In order to simplify the right-hand-side of (56), we derive the following result.

Lemma 4. If U = [u1, · · · , uNt
] is uniformly distributed on the group of Nt × Nt unitary matrices,

then

{u1u∗
1 | u1 ∈ S(ck)} =

α

Nt
INt

+ (1 − α) ckc∗k , k = 1, · · · , Nc; (58)

{unu∗
n | u1 ∈ S(ck)} =

Nt − α

Nt(Nt − 1)
INt

− 1 − α

Nt − 1
ckc∗k ,

n = 2, · · · , Nt, k = 1, · · · , Nc. (59)

Proof: Since U is uniformly distributed, u1 is uniformly distributed on the unit hypersphere
ΩNt . Conditioned on a particular realization of u1, un, n = 2, · · · , Nt, is uniformly distributed
on the set [Marzetta & Hochwald (1999)]

O(u1) = {un ∈ ΩNt : u∗
nu1 = 0}.

Therefore

{u1u∗
1 | u1 ∈ S(ck)} =

∫

S(ck)
C0 u1u∗

1du1, (60)

{unu∗
n | u1 ∈ S(ck)} =

∫

S(ck)
C0

( ∫

O(u1)
C1 unu∗

ndun

)
du1, n = 2, · · · , Nt , (61)

where

C0 =
(Nt − 1)!

2πNt αNt−1
, C1 =

(Nt − 2)!

2πNt−1
, (62)

such that ∫

S(ck)
C0 du1 = 1,

∫

O(u1)
C1 dun = 1.

The calculation of (60). Let Θ = [ck, Θ0] be a unitary matrix, where Θ0 is chosen arbitrarily
with the constraint that Θ is unitary. Using the transformation v = Θ

∗u1, S(ck) is rotated to

S(e1) = {x ∈ ΩNt : |x∗e1|2 > 1 − α},
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where e1 � [1, 0, · · · , 0]T . The Jacobian of this transformation is 1, because Θ is unitary. Hence,
applying the transformation v = Θ

∗u1 to the right-hand-side of (60) gives

{u1u∗
1 | u1 ∈ S(ck)} =

∫

S(e1)
C0Θvv∗

Θ
∗dv = Θ

(
C0

∫

S(e1)
vv∗dv

)
Θ

∗. (63)

The surface integration
∫
S(e1)

vv∗dv can be converted to 2Nt − 1 dimensional multiple

integration [Fleming (1977)]. Let

G =
{

y ∈ 2Nt−1 : −π < y1 < π, y2
2 + · · · + y2

2Nt−1 < α
}

. (64)

Construct the transformation g : G → S(e1)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ℜ(v1) = g1(y) =
√

1 − y2
2 − · · · − y2

2Nt−1 cos y1 ,

ℑ(v1) = g2(y) =
√

1 − y2
2 − · · · − y2

2Nt−1 sin y1 ,

ℜ(vn) = g2n−1(y) = y2n−2, n = 2, · · · , Nt ,

ℑ(vn) = g2n(y) = y2n−1, n = 2, · · · , Nt ,

(65)

where ℜ(vn) and ℑ(vn) denote the real and imaginary parts of the nth entry of v respectively.
It can be verified that

J g �

√
det [(Dg)T(Dg)] = 1 , (66)

where Dg denotes the 2Nt × (2Nt − 1) differential matrix. The (i, j)-th entry of Dg is given by

[Dg]i,j =
∂gi

∂yj
, i = 1, · · · , 2Nt, j = 1, · · · , 2Nt − 1.

Then, under the transformation v = g(y),

[ ∫

S(e1)
vv∗dv

]

n,ℓ

=
∫

S(e1)

[
ℜ(vn)ℜ(vℓ) + ℑ(vn)ℑ(vℓ)

]
+ j
[
ℑ(vn)ℜ(vℓ) −ℜ(vn)ℑ(vℓ)

]
dv

=
∫

G

([
g2n−1 g2l−1 + g2n g2l ] + j [ g2n g2l−1 − g2n−1 g2l

])
J g dy

=
∫

G
g2n−1 g2l−1 dy +

∫

G
g2n g2l dy + j

( ∫

G
g2n g2l−1 dy −

∫

G
g2n−1 g2l dy

)

The calculation of these integrations is straightforward, e.g.

∫

G
g3 g3dy =

∫

G
y2

2 dy =
∫ π

−π
dy1

∫

y2
2+···+y2

2Nt−1< α
y2

2 dy2 · · ·dy2Nt−1 =
παNt

Nt!
.

Collecting the results, one obtains

C0

∫

S(e1)
vv∗dv =

α

Nt
INt

+ (1 − α) e1e∗1 . (67)

Substituting (67) into (63), we get (58).
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The calculation of (61) . The derivation of the inner integration in the right-hand-side of (61)
is along the line of the calculation of (60). So it is omitted here. The result is

∫

O(u1)
C1unu∗

n dun =
1

Nt − 1

(
INt

− u1u∗
1

)
. (68)

Substituting this into (61) yields

{unu∗
n | u1 ∈ S(ck)} =

C0

Nt − 1

∫

S(ck)
INt

du1 −
C0

Nt − 1

∫

S(ck)
u1u∗

1du1

=
Nt − α

Nt(Nt − 1)
INt

− 1 − α

Nt − 1
ckc∗k ,

which is the desired result (59). �

Applying Lemma 4 to (56) and using the fact

Nt

∑
n=1

(λn) = (‖H‖2
F) = Nt Nr,

we obtain

(
H∗H | copt = ck

)
≃ Nt(1 − α)

Nt − 1

(
(λ1) − Nr

)
ckc∗k +

(
Nr(Nt − α)

Nt − 1
− 1 − α

Nt − 1
(λ1)

)
INt

k = 1, · · · , Nc. (69)

Moreover, according to the results in [Mukkavilli et al. (2003)], the right-hand-side of (57) can
be simplified as

Pr(copt = ck) ≃ Pr {u1 ∈ S(ck)} = αNt−1, k = 1, · · · , Nc . (70)

The calculation is straightforward, and omitted here. To consist with

Nc

∑
k=1

Pr(copt = ck) = 1,

we set

α =
(
1/Nc

) 1
Nt−1 .

Substituting (69) and (70) into (51), the array gain of the beamforming system can be
approximated by

(γ)

γS
≃ Nr(Nt − α)

Nt − 1
− 1 − α

Nt − 1
(λ1)

+
Nt(1 − α)

Nc(Nt − 1)

(
(λ1) − Nr

) Nc

∑
k=1

Nc

∑
ℓ=1

|c∗k cℓ|2 T[ Π(k), Π(l)], (71)

which is the main result about the array gain.
We note that, in general, (λ1) can be obtained by numerical integration or simulation. It has
closed-form expressions in some cases. In MISO systems, H reduces to a vector h. Therefore

(λ1) = (‖h‖2) = Nt, when Nr = 1. (72)

If min(Nt, Nr) = 2, a closed form expression of (λ1) is derived in [Kang & Alouini (2004)].
As a special case, when the feedback is error-free, we have T[ i, j ] = δi,j. In this case, (71)
reduces to the result in [Mondal & Heath (2006)].
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3.4 The index assignment

In the beamforming system, the adopted IA scheme Π affects the behavior of the feedback of
the codeword index, which in turn impacts on the overall system performance. In this section,
we focus on the design of the IA scheme, using the array gain (or equivalently, the average
receive SNR) as a design metric.
According to (71), an IA scheme Π that maximizes the array gain can be obtained by solving

maximize
Π

:
Nc

∑
k=1

Nc

∑
ℓ=1

|c∗k cℓ|2 T[Π(k), Π(ℓ)]

subject to : Π is a permutation (73)

Maximization of the cost function in (73) over all of the Nc! possible permutations is a special
case of the quadratic assignment problem (QAP), and is known to be NP-complete. If Nc is
small, it can be solved by brute-force search. But for a large codebook, e.g. Nc ≥ 16, brute-force
search is prohibitive since 16! > 1013, and suboptimal methods have been proposed in the
literature [Zeger & Gersho (1990); Ben-David & Malah (2005)].
BSC is an important case of DMC. The optimization problem (73) can be simplified in the case
of BSC feedback channel. In practice, feedback errors seldom occur, and the effect of multiple
bit errors can be neglected. So the transition probability (50) can be approximated by

TBSC[ i, j ] ≃ TAP[ i, j ] =

⎧
⎪⎨

⎪⎩

(1 − p)B, dH(i − 1, j − 1) = 0;

p(1 − p)B−1, dH(i − 1, j − 1) = 1;

0 , dH(i − 1, j − 1) ≥ 2,

(74)

and (73) can be simplified to

maximize
Π

:
Nc

∑
k=1

Nc

∑
ℓ=1

|c∗k cℓ|2 TAP[Π(k), Π(ℓ)]

subject to : Π is a permutation (75)

The advantage of (75) is two-fold. 1) The computational complexity of the cost function is
reduced, since most of TAP’s are zero. 2) Its solution doesn’t depend on the parameter p of the
BSC [Zeger & Gersho (1990)]. Once we solve (75) for a particular value of p, the solution is
valid for other values.

3.5 Numerical results

Simulations are carried out in (2,1,8) and (4,2,64) systems, where (Nt, Nr, Nc) denotes a system
with Nt transmit antennas, Nr receive antennas, and codebook cardinality Nc. A BSC feedback
channel is adopted in the simulations, Codebooks are downloaded from [Love’s webpage
(2006)]. We design good IA’s for these codebooks by solving the simplified problem (75). To
study the worst-case performance, bad IA’s are also designed by minimizing the cost function
of (75). The IA’s of the (2,1,8) system are obtained by brute-force search, and shown in Table 1.
The IA’s of the (4,2,64) system are designed using the binary switching algorithm [Zeger &
Gersho (1990)].
From the IA results in Table 1, we can gain an insight into how the good IA improves the
system performance. For example, the first codeword is closest (with respect to the chordal
distance) to the last codeword. The Hamming distance between their original indexes (1
and 8 respectively) is 3, while the Hamming distance between their good indexes (7 and
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Codeword Original IA, k Good IA, Πgood(k) Bad IA, Πbad(k)

[0.8393 − j 0.2939, −0.1677 + j 0.4256]T 1 7 1

[−0.3427 + j 0.9161, 0.0498 + j 0.2019]T 2 1 4

[−0.2065 + j 0.3371, 0.9166 + j 0.0600]T 3 6 2

[0.3478 − j 0.3351, 0.2584 + j 0.8366]T 4 8 8

[0.1049 + j 0.6820, 0.6537 + j 0.3106]T 5 2 5

[0.0347 − j 0.2716, 0.0935 − j 0.9572]T 6 4 3

[−0.7457 + j 0.1181,−0.4553 − j 0.4719]T 7 3 6

[−0.7983 + j 0.3232, 0.5000 + j 0.0906]T 8 5 7

Table 1. Index assignment schemes for a 3-bit codebook
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Fig. 7. The array gain of the (2,1,8) system.

5 respectively) is 1. Similarly, the second codeword is closest to the fifth codeword. The
Hamming distance between their original indexes (2 and 5) is 2, and that between their good
indexes (1 and 2) is 1. It is shown from these examples that the good IA scheme has assigned
close indexes (in term of Hamming distance) to close codewords (in term of chordal distance).
Figure 7 and 8 show the variation of the array gain with the increase of p. In the simulations,
the SNR is fixed at γS = 10 dB. As shown in both figures, the good IA always outperforms
the bad IA and the original IA. Furthermore, we can see that the analytical result (71) is tight.
Figure 9 and 10 depict the SER simulation results. QPSK and 16-QAM modulations are used in
(2,1,8) and (4,2,64) systems respectively. In the simulations, thirty-six symbols are transmitted
in a block, and ideal coherent detection is adopted. In Figure 9, the SER of ‘good IA’ is much
lower than that of ‘bad IA’, and approaches that of ‘error-free feedback’. In Figure 10, the good
IA outperforms the bad IA, though it cannot reach the performance of error-free feedback. In
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Fig. 10. SER of 16-QAM in the (4,2,64) system.

this case, IA technique shows its limitation. Other technique, such as error-control coding
and automatic repeat-request (ARQ), is required to further compensate the performance
degradation caused by feedback errors.
Moreover, it is observed from Figure 9 and 10 that the diversity gain (the slope of SER curve
at high SNR) fits well with the conclusion of Lemma 3, except that the diversity gain of (2,1,8)
system with good IA is not clear because the SNR is not large enough.

4. Effect of feedback delay and channel prediction

Feedback delay is harmful to a beamforming system based on finite-rate feedback, resulting
in significant capacity loss [Huang et al. (2006)] and error-performance degradation [Ma &
Zhang (2007)]. As an effective countermeasure against the feedback delay, channel prediction
has been used in beamforming systems [Zhou & Giannakis (2004); Ma et al. (2008)]. For
example, the minimum mean square error (MMSE) channel predictor was used in the
predictive feedback scheme proposed in [11], where the authors analyzed the joint effect of
imperfect channel estimation and feedback delay on the capacity of a beamforming system
based on finite-rate feedback.

4.1 System model

Consider a beamforming system with Nt transmit and Nr receive antennas, as shown in Figure
11. The wireless channel is frequency-flat, and its temporal variation is slow enough to be
considered quasi-static within some time interval TB (called a block). Let hm,n(j) denote the
fading coefficient of the (m, n)th channel branch (between transmit antenna n and receive
antenna m) at block j. The fading coefficients are assumed to be zero-mean and jointly
Gaussian. The channel is spatially white and temporally correlated according to Jakes’ model,
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Fig. 11. A finite-rate beamforming system with channel prediction. ( Top: system model.
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that is,

{hm,n(j)h∗m′ ,n′ (j′)} =

{
J0(2π fdTB|j − j′|), m = m′ and n = n′,

0, else,
(76)

where fd denotes the Doppler spread; and J0(·) is the zeroth-order Bessel function of the first
kind. The channel coefficients at block j are collected into the Nr × Nt matrix H(j). We further
assume that the receiver performs channel estimation at every block, and the estimation is
perfect.
The frame structure is illustrated in the bottom of Figure 11. The system adopts a codebook
based feedback scheme. A B-bit beamforming codebook C = {c1, · · · , cNc

} is designed in

advance, where c1, · · · , cNc
∈ Nt are unit-norm codewords and Nc = 2B In each feedback,

the receiver selects a favorable codeword from the codebook and feeds back a B-bit codeword
index to the transmitter. The feedback link is error-free, but has a delay of D blocks. Moreover,
the feedback is carried out every K blocks, so that the average feedback rate B/(KTB) bps
satisfies the feedback rate constraint.
The process of the ith feedback is described as follows. At block iK, the receiver predicts
the MIMO channel, using a Pth order linear predictor. The predictor buffers the latest P + 1
channel realizations H(iK), · · · , H(iK − P), and calculates the channel prediction according to

Ĥ[iK] =
P

∑
p=0

a∗(p)H(iK − p), (77)
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where a � [a(0), · · · , a(P)]T is the predictor coefficient vector. The prediction is passed to the
quantizer, which selects a favorable codeword from the beamforming codebook

w[iK] = arg max
c∈C

∥∥Ĥ[iK]c
∥∥2

. (78)

The index of w[iK] is sent to the transmitter via the feedback link. After a delay of D blocks,
the transmitter obtains this index and updates the beamforming vector at block iK + D.
As shown in Figure 11, the beamforming vector w[iK] is used from block iK + D to block
iK + D + K − 1. In block iK + k, the Nr × 1 received signal vector can be expressed as

y(iK+ k) = H(iK+ k)w[iK]s(iK+ k) + η(iK + k) ,

where s(iK + k) ∈ is the data symbol; and η(iK + k) denotes the noise vector with i.i.d.
CN (0, 1) entries. The receiver performs maximum ratio combining on the received signal with
the combining vector

z(iK + k) =
H(iK + k)w[iK]

‖H(iK + k)w[iK]‖2
.

Then the post-combining signal is given by

r(iK + k) = zH(iK + k) y(iK + k) (79)

= s(iK + k) +
w∗[iK]H∗(iK+ k)

‖H(iK+ k)w[iK]‖2
η(iK + k).

We assume no temporal power control is used, i.e., the average symbol SNR

γS � {|s(iK + k)|2}/N0

is time-invariant. So the receive SNR of the post-combining signal is given by

γ(iK + k) = γS

∥∥H(iK+ k)w[iK]
∥∥2

, k = D, · · · , D + K − 1. (80)

4.2 SER analysis

We assume PSK signal in the analysis. Conditioned on the instantaneous SNR, the symbol
error probability of M-ary PSK is given by Equation (7) shown at the beginning of Section 2.2.
Therefore, according to (80), the SER at block iK + k, k = D, · · · , D + K − 1, can be written as

Pe(iK + k) =
1

π

{∫ (M−1)π
M

0
exp

(
− gPSKγ(iK + k)

sin2 θ

)
dθ

}
.

=
1

π

∫ (M−1)π
M

0
exp

(
− gPSKγS

sin2 θ

∥∥H(iK + k)w[iK]
∥∥2
)

dθ . (81)

where gPSK = sin2(π/M) depends on the constellation size.
According to (77) (78), the beamforming vector w[iK] is determined by the channel matrices
H(iK − p), p = 0, · · · , P. Then Pe(iK + k) depends on the joint distribution of H(iK + k) and
H(iK − p), p = 0, · · · , P. Since this joint distribution is related to k and independent of i, so is
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Pe(iK + k). That is, Pe(iK + k) is periodic with period K. Therefore we can confine our attention
to just one period, and calculate the average SER of the system according to

Pe =
1

K

D+K−1

∑
k=D

Pe(iK+ k)
∣∣

i=0

=
1

πK

D+K−1

∑
k=D

1

π

∫ (M−1)π
M

0
exp

(
− gγS

sin2 θ

∥∥H(k)w[0]
∥∥2
)

dθ (82)

Since the random variables H(k) and w[0] in (82) are both related to the channel prediction

Ĥ[0], some relationship can be established between the expectation in (82) and the statistics of
the channel prediction, as shown in the following lemma.

Lemma 5. Given t ≥ 0 and k = D, · · · , D + K − 1, we have

exp
(
−t
∥∥H(k)w[0]

∥∥2
)

=

(
1

1 + t β(k)

)
Nr

exp

(
− t [1 − β(k)]

1 + t β(k)
max
c∈ C

∥∥σ−1
PrdĤ[0]c

∥∥2
)

,

(83)

where the parameters

β(k) � 1 −
∣∣∑P

p=0 a(p)J0(2π fdTB|p + k|)
∣∣2

∑
P
p=0 ∑

P
q=0 a∗(p)a(q)J0(2π fdTB|p − q|)

, (84)

σPrd �
√

∑
P
p=0 ∑

P
q=0 a∗(p)a(q)J0(2π fdTB|p − q|) , (85)

depends on the predictor coefficients a(0), · · · , a(P).

Proof: By the law of total expectation, the left-hand-side of (83) can be written as

exp
(
−t ‖H(k)w[0]‖2) =

{ [
exp
(
−t ‖H(k)w[0]‖2)∣∣Ĥ[0]

]}
. (86)

The inner expectation in the right-hand-side of (25) depends on the conditional distribution of(
H(k)

∣∣Ĥ[0]
)
, which can be obtained as follows. For the (m, n)th channel branch, the channel

prediction is given by ĥm,n[0] = ∑p a∗(p)hm,n(−p). Since the channel coefficients are jointly

Gaussian, the conditional distribution of
(
hm,n(k)|ĥm,n[0]

)
must be Gaussian. This type of

conditional distribution has been well studied in the literature. Applying the existing result to
our case, we can easily obtain the conditional mean and variance, and write

(
hm,n(k) | ĥm,n[0]

)
∼ CN

(
ρ(k)ĥm,n[0] , β(k)

)
, m = 1, · · · , Nr, n = 1, · · · , Nt, (87)

where β(k) is given by (84) and

ρ(k) �
∑

P
p=0 a(p)J0(2π fdTB|p + k|)

∑
P
p=0 ∑

P
q=0 a∗(p)a(q)J0(2π fdTB|p − q|)

. (88)

Since no spatial correlation exists, the result of (87) implies that
(
H(k)

∣∣Ĥ[0]
)

is

matrix-Gaussian distributed with mean ρ(k)Ĥ[0] and covariance β(k) INr
⊗ INt

. To proceed,
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notice that w[0] is a unit-norm codeword determined by Ĥ[0]. Then conditioned on Ĥ[0],

H(k)w[0] is a Gaussian random vector with mean ρ(k)Ĥ[0]w[0] and covariance β(k) INr
. So

the inner expectation in the right-hand-side of (86) can be derived as [Zhou & Giannakis
(2004), Eq.(36)]

[
exp
(
−t ‖H(k)w[0]‖2) ∣∣∣ Ĥ[0]

]
=

(
1

1 + t β(k)

)
Nr

exp

(
− t ρ2(k)

∥∥Ĥ[0]w[0]
∥∥2

1 + t β(k)

)
. (89)

Substituting (89) into (86) and noticing

∥∥Ĥ[0]w[0]
∥∥2

= max
c∈C

∥∥Ĥ[0]c
∥∥2

, ρ2(k) = σ−2
Prd [1 − β(k)] ,

we reach the desired result of (83). �

Applying (83) to (82), the average SER can be written as

Pe =
1

πK

D+K−1

∑
k=D

∫ (M−1)π
M

0

(
sin2 θ

sin2 θ + gPSKγSβ(k)

)Nr

× exp

(
− gPSKγS[1 − β(k)]

sin2 θ + gPSKγSβ(k)
max
c∈C

∥∥σ−1
PrdĤ[0]c

∥∥2
)

dθ . (90)

In (90), we treat σ−1
PrdĤ[0] as a random matrix, whose distribution can be obtained as follows.

The entries of Ĥ[0] must be Gaussian and independent of each other, because the predictor is
linear and the channel is spatially white. Using (76) (77), it is can be verified that all entries

of Ĥ[0] have zero mean and variance σ2
Prd. This implies that σ−1

PrdĤ[0] is an Nr × Nt random
matrix with i.i.d. CN (0, 1) entries. Therefore Lemma 1 in Section 2.2 can be applied to the
right-hand-side of (90). After some manipulations, we obtain the following upper bound on
the average SER

Pe ≤
1

πK

D+K−1

∑
k=D

∫ (M−1)π
M

0

sin2Nr θ
[

sin2 θ + gPSKγSβ(k)
](Nt−1)Nr

[
sin2 θ + gPSKγSβ(k) + gPSKgCBγS(1 − β(k))

]Nt Nr
dθ , (91)

which is the main result of the SER analysis. Note that the value of the codebook-dependent
parameter gCB can be calculated numerically according to (11), or using the closed-form
approximation (15).

4.3 Predictor design

We will utilize the SER bound (91) to a design good predictor in terms of error performance.
But the integral in the bound complicates the optimization problem. To make the problem
tractable, we focus on high SNR regime. When γS is large, the “sin2 θ” in the denominator of
(91) can be omitted. and the following inequality is obtained

sin2Nr θ
[
gPSKγSβ(k)

](Nt−1)Nr

[
gPSKγSβ(k) + gPSKgCBγS(1 − β(k))

]Nt Nr

≥ sin2Nr θ
[

sin2 θ + gPSKγSβ(k)
](Nt−1)Nr

[
sin2 θ + gPSKγSβ(k) + gPSKgCBγS(1 − β(k))

]Nt Nr
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Therefore, the average SER can be further upper bounded by

Pe ≤
1

πK(gPSKγS)Nr

[ ∫ (M−1)π
M

0
sin2Nr θ dθ

] D+K−1

∑
k=D

[β(k)](Nt−1)Nr

[
β(k) + gCB(1 − β(k))

]Nt Nr
. (92)

It is observed that the SER decreases at a speed of γ−Nr

S , i.e., the diversity order is Nr. Since
full diversity order Nt Nr can be achieved by finite-rate beamforming without feedback delay
[Love & Heath (2005)], the diversity from transmit antennas is lost due to feedback delay.
Based on (92), the predictor design can be formulated as a minimization problem. To get a

concise description, we collect the predictor coefficients into a vector a � [a(0), · · · , a(P)]T ,
and define the following notations

• The temporal correlation matrix R ∈ (P+1)×(P+1), with the (p, q)-th entry

[R]p,q � J0(2π fdTB|p − q|), p, q = 0, 1, · · · , P. (93)

• The cross-correlation vector r(k) ∈ (P+1) with lag k, k = D, · · · , D + K − 1. The p-th entry
of r(k) is

[r(k)]p � J0(2π fdTB|p + k|), p = 0, 1, · · · , P. (94)

In the right-hand-side of (92), only the parameter β(k) is related to the predictor. So only the
summation needs to be considered in the predictor design. Since

β(k) = 1 − |r∗(k) a|2/a∗Ra

by definition, the summation in (92) can be expressed as

D+K−1

∑
k=D

[
a∗Ra

]Nr
[
a∗Ra − |r∗(k) a|2

](Nt−1)Nr

[
a∗Ra − (1 − gCB) |r∗(k) a|2

]Nt Nr
, (95)

which is used as the metric of the predictor design. Because a coefficient vector a and its

“normalized” version a/
√

a∗Ra ∈ {x : x∗Rx = 1} yield the same value of (95), we impose the
constraint a∗Ra = 1, and propose the following predictor design criterion

minimize
a

:
D+K−1

∑
k=D

[
1 − | r∗(k) a|2

](Nt−1)Nr

[
1 − (1 − gCB) |r∗(k)a|2

]Nt Nr

subject to : a∗Ra = 1 . (96)

The closed-form solution to (96) is hard to obtain. So we have to use numerical methods
to solve it. Since the predictor can be designed offline, the computational complexity is
affordable. However, there are still some issues that need to be addressed.

a) The minimization problem (96) is not always convex. (The convexity of the cost function
depends on the values of Nt, Nr, gCB.) For a non-convex problem, most optimization
algorithms can only guarantee convergence to a local minimum, i.e., a suboptimal solution.

b) An initial value for numerical methods can be obtained in a heuristic way. In the
summation in (96), the term with index k = D is a decreasing function of |r∗(D) a|2. The
predictor that maximizes |r∗(k) a|2 under the constraint a∗Ra = 1 is given by

aini =
[
r∗(D)R−1r(D)

]− 1
2 R−1r(D) . (97)

This initial value gives satisfactory results in our simulations.
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3Tx-2Rx system 2Tx-2Rx system

Antenna Configuration Nt = 3, Nr = 2 Nt = Nr = 2

Codebook 3 bit (Nc = 8) 2 bit (Nc = 4)

Channel correlation Jakes’ model

Carrier frequency 1.8 GHz

Block period (TB) 1/3 ms

Terminal speed 60 km/h 30 — 120 km/h

Doppler spread ( fd) 100 Hz 50 — 200 Hz

Feedback interval (K) 6 blocks 4 blocks

Feedback delay (D) 6 blocks 2, 4, 6 blocks

Predictor order (P) 2, 8, 16, 86 8

Modulation QPSK

Average symbol SNR 0 — 30 dB 15 dB

Table 2. System parameters in numerical simulations.

c) The temporal correlation matrix R (defined in (93)) is ill-conditioned (see [Baddour
& Beaulieu (2005), Section III-B] and references therein). To avoid possible numerical
instability, one may add a small perturbation, namely, replacing R by R + ǫI, where ǫ is a
small positive number.

4.4 Numerical results

Numerical results are presented for a 3Tx-2Rx system and a 2Tx-2Rx system, as specified in
Table 2. In both systems, the average feedback rate B/KTB is fixed at 1.5 kbps. This feedback
rate is adopted in 3GPP specifications. Moreover, we use the beamforming codebooks listed
in [Love & Heath (2003)].
Predictors are designed by solving (96). Specifically, we use the fmincon function in MATLAB
and the initial value given in (97). To avoid possible numerical instability, the correlation
matrix R is replaced by R + (1.6× 10−3)I. We also consider the case of delayed feedback [Huang
et al. (2006); Ma & Zhang (2007); Ma et al. (2008)]. This case is equivalent to a trivial zeroth
order channel predictor with a single coefficient a(0) = 1. The results in Section 4.2 and 4.3
are applicable to this case (setting P = 0 and a(0) = 1).
Figure 12 illustrates the SER of the 3Tx-2Rx system for different symbol SNR’s and predictor
orders. We can see that compared with delayed feedback, even the 2nd order predictor
improves the error performance considerably. The SER decreases with the increase of the
predictor order, but the decrease of SER is no longer remarkable when P > 16. It is also
observed that the analytical result (91) is tight, and the diversity gain is 2, as discussed in
Section IV-A.
Figure 13 depicts the SER of the 2Tx-2Rx system for different terminal speeds and feedback
delays. It is shown that the system with channel prediction is more robust to the movement
of the terminal. However, the SER is sensitive to the value of the feedback delay D both in the
case of delayed feedback and in the case of predicted feedback.

311Beamforming Based on Finite-Rate Feedback

www.intechopen.com



0 5 10 15 20 25 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

Average symbol SNR γ
S
  (dB)

S
E

R
 o

f 
Q

P
S

K

Terminal speed 60 km/h

Delayed feedback

P = 2 (2nd order predictor)

P = 8

P = 16

P = 86

Upper bound (16)(91)

Fig. 12. SER performance of the 3Tx-2Rx system.

30 45 60 75 90 105 120
10

−5

10
−4

10
−3

10
−2

Terminal speed (km/h)

S
E

R
 o

f 
Q

P
S

K

Average symbol SNR 15 dB

D = 2  ( FB delay = 2  block period )

D = 4

D = 6

Upper bound (16) Delayed
Feedback

8th order predictor

(91)

Fig. 13. SER performance of the 2Tx-2Rx system.

312 MIMO Systems, Theory and Applications

www.intechopen.com



5. Conclusion

This chapter highlighted recent advances in beamforming based on finite-rate feedback from
a communication-theoretic perspective. We first studied the SER performance of the finite-rate
beamforming system. In a Rayleigh fading environment, an upper bound on the average SER
was derived, which has a simple structure and is tight at all SNRs. Secondly, feedback error
problem in a finite-rate beamforming system was investigated. The effect of feedback error
on the diversity and array gains was quantified analytically. Index assignment technique was
introduced to provide a redundancy-free protection against feedback error, and a good index
assignment scheme was designed to maximize the array gain. Thirdly, we investigated the
effect of feedback delay on finite-rate beamforming, and proposed to use a channel prediction
scheme to compensate the performance degradation. For a beamforming system with delayed
finite-rate feedback, an upper bound on the SER was derived, and a predictor was designed to
provide good SER performance. The derived analytical results and the proposed performance
enhancement schemes in this section were all verified by simulations under typical system
configurations.
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