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1. Introduction

The multiple-input multiple-output (MIMO) techniques are anticipated to be widely
employed in future wireless networks to address the ever-increasing capacity demands. A
MIMO channel, typically modeled as a matrix with independent and identically distributed
(i.i.d.) complex Gaussian entries, provides multiple spatial dimensions for communications.
At high signal-to-noise-ratio (SNR), Shannon capacity can increase linearly with the minimum
number of transmit and receive antennas. However, achieving these dramatic capacity
gains in practice, especially for outdoor deployment, could be problematic. One severe
problem is the rank deficiency and ill-conditionness of the MIMO channel matrix H. This
is mainly caused by the spatial correlation due to the scattering environment and the antenna
configurations, and sometimes by the "keyhole" effect even though the fading is essentially
uncorrelated on each end of the channel. Therefore, the MIMO capacity may be greatly
reduced and adding more (co-located) antennas only wastes resources.
The distributed antenna is an efficient way to solve this problem. In the downlink of a
distributed antenna system, antennas allocated at several base stations (BS) constitute an
antenna pool and can be used with a suitable MIMO transmission mode. Compared with
a conventional centralized MIMO system, the distributed (de-centralized) MIMO system

possesses many advantages, such as higher system capacity, better handoff performance,
lower outage probability and higher data rates, especially at cell boundaries. However, it is
also easier to be affected by phase noise (PN).
Oscillator noise stems from oscillator inaccuracies in both the transmitter and the receiver, and
manifests itself in the baseband as additional phase and amplitude modulation of the received
samples. The influence of oscillator noise on the signal depends on the noise characteristics
of the oscillators in the system and on the signal bandwidth. It is generally split in amplitude
noise and phase noise (PN). The influence of the amplitude noise on the data samples is often
neglected (Robins, 1982). The phase noise contribution of both the transmitter and receiver
can be viewed as an additional multiplicative effect of the radio channel, like fast and slow
fading.

*The chapter is supported by the Fundamental Research Funds for the Central Universities in China
and the China Postdoctoral Science Foundation funded project.
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In centralized MIMO systems, the presence of phase noise is an important limiting factor
for a broadband system, i.e., a MIMO-OFDM system’s performance, and depends on the
quality and the operating conditions of the system’s RF hardware. In conventional mobile
radio systems around a carrier frequency of 2GHz, the phase noise constitutes typically no
severe limitation, however, when the carrier frequency goes up to a higher frequency, such as
15GHz, its effects were less negligible and hence had to be investigated in more depth.
In distributed MIMO systems, system performance are limited by independent PN at local
oscillators of Nt transmit antennas and Nr receive antennas. Some MIMO techniques, such as
precoding, will suffer from independent PN as the orthogonality among sub-data-streams is
destroyed. This involves with both narrowband and broadband MIMO systems.
This chapter will deal with the phase noise in centralized and decentralized (distributed)
MIMO systems. The organization of this chapter is as follows.
Section 2 presents an overview of the phase noise effect and modeling of phase noise.
PN can be modeled as a sampled Wiener Process for a free-running oscillator, and an
Ornstein-Uhlenbeck Process (a Gaussian process with zero-mean and bounded variance) for

a phase-locked loop (PLL) frequency synthesizer. In the following sections, we will consider
effects of either/both of these two types of phase noise.
Section 3 addresses the influence of independent PN in centralized and distributed MIMO
systems. We concentrate on narrowband systems applying linear precoding. In such a
scenario, independent PN gives rise to SNR loss at the receiver and induces interference
among sub-streams, and hence degrades the system performance. Then we discuss the
feasible synchronization schemes for frequency and phase synchronization.
Simulation results are then given in Section 4 and finally Section 5 discusses the future research
directions and concludes the chapter.

2. Phase noise model

In practice, a local oscillator (LO) can be realized with a free-running oscillator or with
a PLL synthesizer. To characterize carrier imperfections, we use a random carrier time
shift α(t) rather than the phase shift θ(t). A noisy LO output signal is then described as
x(t + α(t))(Demir, 1998; Demir et al., 2000; Mehrotra, 1999; Petrovic et al., 2007). The phase
and time shift at the carrier frequency fc are related by θ(t) = 2π fcα(t). To avoid confusion,
in the following α(t) can also be called phase shift, phase perturbation, or phase noise.

2.1 Free-running oscillators

The main sources of oscillator noise are shot noise, thermal noise and flicker noise (also called
1/ f noise). The former two noise sources can be characterized as white Gaussian noise. The
1/ f noise is really a nonstationary process because it blows up at f = 0. For analytical
simplicity, a cut-off frequency is introduced, below which the spectrum deviates from 1/ f

and attains a finite value at f = 0, and thus the 1/ f noise can be modeled as a stationary and
colored stochastic process (Demir, 1998). The power in such 1/ f noise source is concentrated
at low frequencies, frequencies close to the carrier frequency.
Furthermore, the spectrum of the oscillator with colored noise sources has the shape of a
Lorentzian around the carrier, and away from the carrier, the colored noise sources contribute
terms that have a frequency dependence as 1/ f 2 multiplied with the spectral density of
the colored noise source, whereas the white noise sources contribute a term that has a 1/ f 2
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frequency dependence at remote frequencies. Unfortunately, up to now the 1/ f noise cannot
be described in time domain with a mathematical form, for this reason in the following we
only consider white Gaussian noise source.
If the noise source is white Gaussian, the time shift α(t) can be approximately described as a
Wiener or Brownian motion process:

α(t) =
√

cB(t) (1)

where c is a parameter describing the oscillator quality, and B(t) stands for a standard Wiener
process, i.e., an accumulated Gaussian random variable (r.v.) of unit variance. Therefore, B(t)
has the following properties:

1. B(0) ∼ N (0, 1);

2. B(t1) − B(t2) ∝
√

|t2 − t1| ×N (0, 1);

3. the variance of B(t) increases linearly with time, i.e. σ2
B(t) = t.

As such the variance of α(t) also increases linearly with time, i.e., σ2
α (t) = ct. In addition, the

autocorrelation function of α(t) is given by

E[α(t)α(t + τ)] = c min(t, t + τ) (2)

Consider the relationship between Wiener process and normal distribution. We have

α(t) =
√

c
∫ t

0
ξ(t′)dt′ (3)

0

t

d tÐ d tc

( )tz

( )tc
VCO( ) ( )cv t u t- F

( )x t

Fig. 1. Equivelent mathematical phase noise model of a free-running oscillator

Phase noise of both free-running oscillators and open-loop VCO can be described directly
with (3), as shown in Fig. 1.
The constant c cannot be directly obtained in practice. To evaluate the performance of an
oscillator, we are usually interested in the power spectrum density (PSD) around the first
harmonic, i.e. PSD for f around fc. Let fm denote the offset frequency related to carrier
frequency fc. For 0 ≤ fm << fc, the single-sideband phase noise PSD L( fm) (in dBc/Hz)
can be approximated as (Mehrotra, 1999)

L( fm) ≈ 10 lg

(

f 2
c c

π2 f 4
c c2 + f 2

m

)

(4)

For π f 2
c c << fm << fc, L( fm) can be approximated by

L( fm) ≈ 10 lg

(

(

fc

fm

)2

c

)

(5)
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Fig. 2. PLL block diagram
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Fig. 3. Equivalent mathematical model of PLL phase noise

i.e., L( fm) and c are related by L( fm) ≈ 10 log 10(c fc
2/ f 2

m). This approximation holds for
fm ≫ 3dB bandwidth of phase noise (denoted by ∆ f3dB). As θ(t) = 2π fsα(t), Wiener process
θ(t) can also be defined as σ2

θ (t) = 4π∆ f3dBt, and

σ2
θ (t) = 4π2 f 2

s σ2
α = 4π2 f 2

s ct = 4π∆ f3dBt (6)

the constant c is therefore related to ∆ f3dB by c = ∆ f3dB/π f 2
c (Petrovic et al., 2007). The

time-sampling of the Wiener process α(t), α[n], may ba represented in an integral-sum form

α[n] = α(n · ∆t) =
√

c
n−1

∑
i=0

∫ ∆t

0
ξ(t′ + i · ∆t)dt′

=
√

c
n−1

∑
i=0

Wi(∆t)

=
√

c · ∆t
n−1

∑
i=0

w[i] (7)

where Wi(∆t) ∼ N (0, ∆t), and w[i] is a Gaussian random variable, w[i] ∼ N (0, 1). The
variance of α(n∆t) increases linearly with time, i.e., σ2

α (n∆t) = cn∆t.

2.2 Phase-locked loop frequency synthesizer

Consider the basic PLL circuit in Fig. 2. Let αre f (t), αvco(t) and αpll(t) denote the PN of the
reference signal, the PN of the open-loop VCO and the PN at the output of PLL circuit,
respectively. αre f (t) and αvco(t) can also be modeled as Wiener process/one-dimensional
Brown motion process. The equivalent phase noise model of a PLL is shown in Fig. 3. The
input of the phase detector (PD) is given by

β(t) = αpll(t)− αre f (t) (8)
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β(t) is one component of a multidimensional Ornstein-Uhlenbeck process (Mehrotra, 2002).
The correlation properties of β(t) and αre f (t) are

E
[

β(t1)αre f (t2)
]

=
n0

∑
i=1

µie
λi min{0,t2−t1} (9)

E [β(t1)β(t2)] =
n0

∑
i=1

νie
−λi|t2−t1 | (10)

where n0 = 1 + ol p f , ol p f is the order of the low-pass filter. The calculation of parameters µi, νi

and λi depends on the PLL circuit. The variance of the phase noise at the PLL output is then
obtained by

σ2
αpll

(t) = E[α2
pll(t)]−

(

E[αpll(t)]
)2

= E[α2
pll(t)]

= E[(αre f (t) + β(t))2]

= E[α2
re f (t) + β2(t) + 2αre f (t)β(t)]

= cre f t +
n0

∑
i=1

(2µi + νi) (11)

The random differential equation of β(t)

β̇(t) = α̇pll(t) − α̇re f (t)

=
√

ccontrγ(t) +
√

cvcoξvco(t)− √

cre f ξre f (t) (12)

For the reference signal αre f (t) the PLL acts as a low-pass filter, whereas for the VCO signal the
PLL acts like a high-pass filter. The 3dB corner frequency for both filters is identical: ωGpll =
2π fGpll . To minimize the phase noise at the PLL output, the corner frequency has to be chosen
as high as possible. On the other hand, to keep the system stable, ωGpll should not be higher
than 1/10 of the crystal frequency. The constants cvco at the control node of the VCO can be
calculated by

√
cvco = ωGpll/Kd, where Kd is the given phase detector constant. Equation (12)

is then rewritten as

β(t) =
√

ccontr

∫ t

0
γ(t′)dt′ +

√
cvco

∫ t

0
ξvco(t′)dt′ − √

cre f

∫ t

0
ξre f (t′)dt′ (13)

Sampling β(t) with a frequency 1/∆t and after some deviations, the discrete time model

follows as

β[n] = β[n − 1] + ∆t
(√

ccontrγ[n − 1] +
√

cvcowvco −
√

cre f wre f

)

(14)

It can be shown that αpll(t) is asymptotically a zero-mean Gaussian process (Mehrotra, 2002),
and the incremental random process αpll(t)− αpll(t + τ) has the mean

µ(t) = lim
t→∞

(αpll(t)− αpll(t + τ)) = 0 (15)
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and the variance

σ(t, τ) = lim
t→∞

E
{

(αpll(t) − αpll(t + τ))2
}

= cre f |τ|+ 2
no

∑
i=1

(µi + νi)
(

1 − e−λi|τ|
)

(16)

which is independent of t. Therefore, the cumulative phase-noise increment between samples l

and k of the received signal, ∆θkl = 2π fc(αpll(k∆t)− αpll(l∆t)), has the characteristic function
(Petrovic et al., 2007)

E
{

ej∆θkl

}

= e−
ω2

o
2 (cre f |k−l|∆t+2∑

no
i=1 (µi+νi)(1−e−λi|k−l|∆t)) (17)

Algorithms for the calculation of PLL phase noise PSD are also given in literature (Mehrotra,
2002).

3. Phase noise in MIMO systems

3.1 MIMO system model

Consider a narrowband MIMO system with NT transmit antennas and NR receive antennas,
as shown in Fig. 4. The system transmission model is expressed as (Tse & Viswanath, 2004)

y = Hx + w (18)

where x = [x0, x1, . . . , xNT−1]
T, x ∈ CNT and y = [y0, y1, . . . , yNR−1]

T, y ∈ CNR represent
transmit signal vector and receive signal vector at a symbol time, respectively (the time index
is dropped for simplicity). H = [hij]NR×NT

, H ∈ CNR×NT denotes channel matrix, where
hij represents the channel gain from transmitted antenna j to received antenna i, and is an
independent and identically distributed complex Gaussian random variable of zaro mean
and unity variance, i.e., hij ∼ CN (0, 1). |hij| is Rayleigh distributed and |hij|2 is exponentially

distributed with a unity mean. w = [w0, w1, . . . , wNR−1]
T denotes an Nr-dimensional complex

Gaussian random vector with zero mean and variance N0, i.e. w ∼ CN (0, N0INR
), where I is

identity matrix.

3.1.1 Precoding based on singular value decomposition

Assuming the channel is known at the transmitter, the singular value decomposition (SVD)

of the channel matrix H

H = UΛVH (19)

data

process-

ing

data

process-

ing

input output
H

channel

Fig. 4. MIMO system
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where

Λ =

(

Λ1 0

0 0

)

(20)

and the diagonal elements Λ1 = diag{[λ1, λ2, . . . , λr]} are the ordered singular values of the
matrix H, where

λ1 ≥ λ2 ≥ . . . ≥ λr > 0, r = rank(H) (21)

and the rank of H, r ≤ min(NT, NR). In (19), U and V are NR × NR and NT × NT unitary
matrices, respectively, and satisfy UUH = INR

and VVH = INT
, U ∈ CNR×NR , V ∈ CNT×NT .

Since
HHH = UΛΛTUH (22)

The squared singular values λ2
i are the eigenvalues of the matrix HHH and also of HHH. The

SVD can be rewritten as

H =
r

∑
i=1

λiuiv
H
i (23)

i.e., the sum of rank-one matrices λiuiv
H
i ’s. It can be seen that the rank of H is precisely the

number of non-zero singular values.
If we define

ỹ := UHy

x̃ := VHx

w̃ := UHw (24)

then we can rewrite the channel (18) as

ỹ = UHHVx̃ + w̃ = Λx̃ + w̃ (25)

where w̃ ∼ CN (0, N0INR
) has the same distribution as w and ‖x̃‖2 = ‖x‖2. Thus, the energy

is preserved and we have an equivalent representation as a parallel of Gaussian channels (as
shown in Fig. 5)

ỹi = λi x̃i + w̃i, i = 1, 2, . . . , r. (26)

where xi ∼ CN (0, σ2
x ). The data transmitted on such a Gaussian channel construct a

data sub-stream. If the power is equally assigned to all transmit antennas and H is the

V HV U HU

1n

minnn

1w11

minnw minnwn

pre-processing post-processingchannel

Fig. 5. Singular value decomposition of a MIMO channel
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time-invariant deterministic channel, then

r

∑
i=1

λ2
i = Tr[HHH ] = ∑

i,j

|hij|2. (27)

If H is Rayleigh fading channel, and hij ∼ CN (0, 1), then

E

[

r

∑
i=1

λ2
i

]

= E
[

Tr[HHH ]
]

= ∑
i,j

E
[

|hij|2
]

= NR × NT. (28)

It follows that
E[λ2

i ] = NR NT/r. (29)

3.1.2 MIMO system with phase noise

In decentralized (distributed) MIMO systems, antennas are placed in different positions in a
cell, and can be seen as being mutually independent. Signals received by different antennas
are transmitted to a central processing unit via optical fiber. To minimize the cost, the RF unit
and the antenna(s) should be placed together. When multiple remote antennas form a virtual
cell, RF signals of different antennas have independent clocks. Given a MIMO system using

precoding based on SVD, in the following we will investigate the impacts of the dependent
and independent clocks on system performance.
Consider the narrowband MIMO system in Fig. 4. When there exists phase noise, we rewrite
(25) as

ỹ = UHΘHΦVx̃ + w̃ (30)

where Φ = diag{[ejφ1 , ejφ2 , . . . , ejφNT ]} and Θ = diag{[ejθ1 , ejθ2 , . . . , ejθNR ]}. [φ1, φ2, . . . , φNT
]

denote the phase noise related to different transmit antennas, whereas [θ1, θ2, . . . , θNR
] denote

the phase noise related to different receive antennas.

3.2 Phase noise in centralized MIMO systems

In a centralized MIMO system, multiple transmit/receive antennas are placed together with
the same transmitter/receiver and so we have φ1 = φ2 = . . . = φNT

= φ and θ1 = θ2 =
. . . = θNR

= θ. That is to say, at any instant phase noises at transmitter(s)/receiver(s) are fully

correlated, but φ and θ are statistically independent. Therefore, (30) can be simplified to be

ỹ = ej(φ+θ)Λx̃ + w̃ (31)

This is equivalent to the case of point-to-point communications: in transmitters, phase noise
can result in adjacent-channel interference and modulation errors; in receivers, phase noise

can result in demodulation errors and degraded sensitivity and dynamic range, such as
the rotation of signal constellation, and further degrade the system bit error rate (BER)
performance. The specification, calculation, and reduction of oscillator noise are therefore of
great importance in wireless system design (Rohde & Netwkirk, 2000).
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3.3 Phase noise in decentralized MIMO systems

3.3.1 Identical transmitter clock, independent receiver clocks

Consider an uplink transmission in a distributed MIMO system, where all transmit antennas
share the clock and distributed receive antennas have independent clocks. We have then φ1 =
φ2 = . . . = φNT

= φ and θ1 �= θ2 �= . . . �= θNR
, i.e., phase noises of different RF units are

mutually independent. Equation (30) can be simplified to be

ỹ = ejφUHΘHVx̃ + w̃

= ejφUHΘUΛx̃ + w̃ (32)

Precoding can be regarded as a generalization of beamforming to support multi-layer
transmission in multi-antenna wireless communications. Independent receiver phase noises
not only reduce the signal power, but also result in interference among sub-streams. Assuming
r = NR ≤ NT, the received signals of the ith data sub-stream are given by

ỹi = λi x̃i

NR

∑
l=1

|uli|2ej(θl+φ) +
r

∑
k=1,k �=i

λk x̃k

NR

∑
l=1

u∗
liulkej(θl+φ) + w̃i, (33)

where the first term on the right hand side (RHS) of (33) is the desired signal, the second term
is the interference introduced by phase noises. Since matrix U is unitary, hij ∼ CN (0, 1) and hij

is independent of phase noise, it follows that the element |uli|2 is independent and identically
distributed random variable, and satisfies

NR

∑
l=1

|uli|2 = 1

NR

∑
l=1

u∗
lkul j = 0, for j �= k (34)

According to the law of large numbers,

NR × 1

NR

NR

∑
l=1

|uli|2ej(θl+φ) −→ NR × E
[

|uli|2(cos (θl + φ) + j sin (θl + φ))
]

(35)

Assume θl to be symmetrically distributed about 0, then E[sin θl ] = 0. Further we have

E [cos (θl + φ)] = E [cos θl cos φ + sin θl sin φ] = E [cos θl ] cos φ

E [sin (θl + φ)] = E [sin θl cos φ + cos θl sin φ] = E [cos θl ] sin φ (36)

and from (34) we get
NR

∑
l=1

|uli|2 = 1 =⇒ 1

NR

NR

∑
l=1

|uli|2 =
1

NR
(37)

when NR −→ ∞,

1

NR

NR

∑
l=1

|uli|2 =
1

NR
=⇒ E[|uli|2] =

1

NR
(38)
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The RHS of (35) is then simplified to be

NR × E
[

|uli|2(cos (θl + φ) + j sin (θl + φ))
]

= NR × E[|uli|2]E[cos (θl + φ) + j sin (θl + φ)]

= E[cos θl ]e
jφ (39)

Therefore,
∥

∥

∥

∥

∥

NR

∑
l=1

|uli|2ej(θl+φ)

∥

∥

∥

∥

∥

2

= (E[cos θl ])
2 (40)

The power of the desired signal

PR,i =

∥

∥

∥

∥

∥

λi x̃i

NR

∑
l=1

|uli|2ej(θl+φ)

∥

∥

∥

∥

∥

2

= λ2
i |x̃|2(E[cos θl ])

2 (41)

Consider only the part of UHΘU in (32). Denote C = UHΘU. Since UHU = UUH = I and |eθi | =
1, the diagonal entries of Θ, ejθ1 , ejθ2 , . . . , ejθNR , are eigenvalues of C, and the eigenvalue of CCH

is 1. That is to say, on either of parallel Gaussian channels the sum of the interference power
to other subchannels and desired signals equals to 1 (the square of λ is not counted).Then the
average power of the desired signals in (33) is given by

E[PR,i] = E

[

λ2
i x̃i x̃

∗
i

NR

∑
l=1

|uli|2ej(θl+φ)
NR

∑
m=1

|umi|2e−j(θm+φ)

]

= E[λ2
i ]E[|xi|2]

(

1

NR
+

NR(NR − 1)

2
E

[

|uli|2|umi|2 · 2ℜ
(

ej(θl−θm)
)]

)

=
NT NRP

r2

(

1

NR
+

NR − 1

NR
E [cos(θl − θm)]

)

=
NT NRP

r2

(

1

NR
+

NR − 1

NR
E [cos θl cos θm − sin θl sin θm]

)

=
NT NRP

r2

(

1

NR
+

NR − 1

NR
E[cos θl ]E[cos θm]

)

=
NTP

r2

(

1 + (NR − 1)(E[cos θl ])
2
)

(42)

where E[|x|2] = P/r is assumed, the average channel gain E[λ2
k ] = E[λ2

i ] = NRNT/r, and θl

is symmetrically distributed about 0. The average interference power from a parallel channel
to other channels is given by

E[PI,i] = E[λ2
i ]E[|x|2] − E[PR] =

NTP

r2
(NR − 1)

(

1 − (E[cos θl ])
2
)

(43)

Define γ0 = P/N0. The signal-to-interference-and-noise-ratio (SINR) is then calculated by

SINRi =
E[PR,i]

E[PI,i] + N0
=

1 + (NR − 1)(E[cos θl ])
2

(NR − 1) (1 − (E[cos θl ])2) + r2/(NTγ0)
(44)

It is shown that the independent phase noises worsen the received SNR and degraded the
overall performance of the communication systems.
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3.3.2 Identical receiver clock, independent transmitter clocks

Consider a downlink scenario where one mobile terminal receive signals from multiple cell
antennas. Now θ1 = θ2 = . . . = θNR

= θ, and without the loss of generality, assuming
φ1 �= φ2 �= . . . �= φNT

, (30) is simplified to be

ỹ = ejθUHHΦVx̃ + w̃

= ejθΛVHΦVx̃ + w̃ (45)

Similarly, the signal received on ith parallel channel is expressed as

ỹi = λi x̃i

NT

∑
l=1

|vli|2ej(φl+θ) + λi

r

∑
k=1,k �=i

x̃k

NT

∑
l=1

v∗livlkej(φl+θ) + w̃i, (46)

Also we get

E[PR,i] =
E[λ2

i ]E[|x|2]
NT

(

1 + (NT − 1)(E[cos φl ])
2
)

=
NRP

r2

(

1 + (NT − 1)(E[cos φl ])
2
)

(47)

and

SINR =
E[PR,i]

E[PI,i] + N0
=

1 + (NT − 1)(E[cos φl ])
2

(NT − 1) (1 − (E[cos φl ])2) + r2/(NRγ0)
(48)

3.3.3 Independent transmitter/receiver clocks

From the analysis above, we can find out that with the increase of phase noise, the
SINR degrades rapidly. Therefore, for a more generalized scenario where RF units of all
transmit/receive antennas have independent clocks, only the research on the condition that
θ << 1 and φ << 1 is meaningful. Under these assumptions, we have ejθl ≈ 1 + jθl and
ejφm ≈ 1 + jφm, and (30) can be simplified to be

ỹ ≈ Λx̃ + jUHΘ̄HVx̃ + jUHHΦ̄Vx̃−UHΘ̄HΦ̄Vx̃ + w̃ (49)

where Φ̄ = diag{[φ1, φ2, . . . , φNT
]}, Θ̄ = diag{[θ1, θ2, . . . , θNR

]}. When θl −→ 0 and φl −→ 0,
the fourth term on the RHS of (49) is infinitesimal of higher order and can be ignored. The
second term is only related to receiver phase noise and has the autocorrelation matrix

E
[

j2UHΘ̄HVx̃x̃HVHHHΘ̄TU
]

= −UHE
[

Θ̄HHHΘ̄T
]

U · E[|x|2]

= −UHE
[

Θ̄[hT
1·, h

T
2·, . . . , hT

NR·]
T[hH

1· , h
H
2· , . . . , hH

NR·]Θ̄
T
]

U · E[|x|2] (50)

where E[|x|2] = P/r, and the channel matrix is assumed to be known, H = [hT
1·, h

T
2·, . . . , hT

NR ·]
T.

Since phase noises are mutually independent, i.e., for i �= j, E[θiθ
∗
j ] = 0, the further

simplification is given by

−UHE
[

Θ̄[hT
1·, h

T
2·, . . . , hT

NR·]
T[hH

1· , h
H
2· , . . . , hH

NR·]Θ̄
T
]

U

= −UHdiag
{

E
[

||h1·||2
]

σ2
θ1

, E
[

||h2·||2
]

σ2
θ2

, . . . , E
[

||hNR·||2
]

σ2
θNR

}

U (51)
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where σ2
θl

= E[θ2
l ] is noise variance. Since U is unitary matrix, the noise power introduced by

receiver phase noise is given by

tr
{

UHdiag
{

E
[

||h1·||2
]

σ2
θ1

, E
[

||h2·||2
]

σ2
θ2

, . . . , E
[

||hNR·||2
]

σ2
θNR

}

U
}

·E[|x|2] =
P

r

NR

∑
l=1

E
[

||hl ||2
]

σ2
θl

(52)
If the channel is independent and identically distributed and Rayleigh faded, and hij ∼
CN (0, 1), then E

[

|hij|2
]

= 1, and (52) is rewritten as

tr
{

UHdiag
{

E
[

||h1·||2
]

σ2
θ1

, E
[

||h2·||2
]

σ2
θ2

, . . . , E
[

||hNR·||2
]

σ2
θNR

}

U
}

· E[|x|2] =
NTP

r

NR

∑
l=1

σ2
θl

(53)
The third term in (49) related only to the transmitter phase noise, whose autocorrelation matrix
is calculated by

E[j2UHHΦ̄Vx̃x̃HVHΦ̄THHU]

= −UHE[HΦ̄Φ̄THH ]U · E[|x|2]
= −UHE[[h·1φ2

1 , h·2φ2
2 , . . . , h·NT

φ2
NT

][h·1, h·2, . . . , h·NT
]H ]U · E[|x|2] (54)

For Rayleigh fading channels

tr
{

UH E[[h·1φ2
1 , h·2φ2

2 , . . . , h·NT
φ2

NT
][h·1, h·2, . . . , h·NT

]H ]U
}

· E[|x|2] = NR

NT

∑
l=1

σ2
φl
· E[|x|2] (55)

Then the average SINR on the receiving side

SINR =
E[PR]

E[PI ] + N0

≈
∑

r
i=1 E[λ2

i ] − NT ∑
NR

l=1 σ2
θl
− NR ∑

NT

l=1 σ2
φl

NT ∑
NR

l=1 σ2
θl

+ NR ∑
NT

l=1 σ2
φl

+ N0/E[|x|2]

=
1 − 1

NR
∑

NR

l=1 σ2
θl
− 1

NT
∑

NT

l=1 σ2
φl

1
NR

∑
NR

l=1 σ2
θl

+ 1
NT

∑
NT

l=1 σ2
φl

+ N0/(E[|x|2]NRNT)

≈
1 − E[σ2

θl
] − E[σ2

φl
]

E[σ2
θl
] + E[σ2

φl
] + r/(γ0NRNT)

(56)

where γ0 = P/N0. It follows that the average SINR is subject to the average of the variance of
phase noises at both transmitters and receivers.

3.4 Discuss on synchronization

The suppression of phase noise should be done by two ways: on one hand, making the noise
as low as possible during system design; on the other hand, suppressing and eliminating the

effects of phase noise by means of algorithms.
The MIMO system we studied here is a narrowband system. When receive beamforming is
used, the RF signal from the transmitter can be used as a reference signal in order to realize
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the synchronization in frequency and phase; whereas when only transmit beamforming is
used, frequency synchronization can be realized by synchronizing all transmitter carrier
frequencies with receiver, or using an extra transmitter as reference frequency. In the latter
case, a time-division periodical synchronization scheme is required in order to correct the
phase error induced by propagation. However, phase noise during the signal transmission
can not be eliminated, especially when joint transmit/receive beamforming (linear precoding)
is applied. Therefore, minimizing the noise during circuit design is a better way to solve this
problem.
In a distributed MIMO system with independent transmitter and receiver clocks, a common
independent RF reference signal is necessary. The meaningful phase noise estimation and
suppression can only be made for broadband MIMO systems.

4. Simulation results

Referring to (6), the variance of Wiener phase noise will increase linearly with time. Assuming
phase noises are independent and identically distributed, carrier frequency fc = 2GHz, and
the constant of an open-loop VCO cvco = 10−19, the variation of phase noise variance σ2

θ with
time is shown in Fig. 6 for a free-running oscillator. At t = 0.5ms, σ2

θ ≈ 0.01, and if the average
of E[σ2

θl
] ≈ 0.01, the corresponding SINR will be less than 20dB. It should be emphasized that

different from application of single-layer beamforming (for point to point communication),
application of precoding demands on electronic devices with a better noise characteristics. It
is because independent phase noises result in not only the reduction of signal’s active power,
but also the interference among parallel channels.

Fig. 7 describes the phase noise characteristics of a PLL synthesizer. Within a time duration less
than 100ms, phase noise at the PLL output is determined by β(t), which is one component of
the variance bounded multi-dimension Ornstein-Uhlenbeck process. Therefore, the variance
of αpll(t) approximates a constant. In a relative large observation time range, αpll(t) will
depend on the phase noise of the reference signal αpll(t). Furthermore, with a VCO of the
same quality, PLL output signal has a much better noise characteristic, and better performance
can be obtained by the system.
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Fig. 8 compares the phase noise variance of PLL synthesizers using reference clocks of
different quality. Obviously, the better the quality of the clock, the better the stability of the
PLL is.
In the literature (Mudumbai et al., 2007) the influence of independent phase noises on
a distributed wireless sensor network using transmit beamforming has been studied.
Application of transmit/receive beamforming can bring the potential power gain, but requires

the carrier synchronization in phase and frequency. In addition, if single-layer beamforming
is used(transmit/receive beamforming), independent phase noises at transmitter/receiver
will reduce the power gain, but no interference is introduced; whereas with precoding
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(joint transmit/receive beamforming), extra interference exits among sub-streams and further
worsens the receive SNR.

5. Conclusions and future research

In this chapter, we have investigated the effects of phase noise in centralized and
distributed narrowband MIMO systems, and discussed the feasibility of phase and frequency

synchronization. In centralized narrowband MIMO systems, the effects of phase noise
is similar to that in simple point-to-point communications, except that phase noise may
affect the accuracy of channel estimation and thus the channel capacity is overestimated
(Taparugssanagorn & Ylitalo, 2009).
The simulation results have shown that in distributed MIMO systems, independent phase
noises not only give rise to the reduction of power gain provided by transmit/receive
beamforming, but also induce the interference among parallel channels provided by
precoding. The signal-to-interference ratio decreases rapidly when the average interference
power increases. Therefore, in decentralized MIMO systems more precise devices are
demanded, which contradicts the low cost we expected. Furthermore, phase synchronization
in a distributed narrowband system raises the overhead cost. Even so, during data
transmission phase noise can not be corrected.
For a broadband system, overhead for phase noise estimation and mitigation is also a
challenge. It is a hot topic at the moment as well as in the future.
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