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1. Introduction

1.1 Motivation

This chapter focusses on the description and modeling of mass transfer processes occurring
between two fluid phases in a porous medium. The principle underlying physical process
comprises a transport of particles from one phase to the other phase. This process takes
place across fluid–fluid interfaces (see Fig. 1) and may constitute evaporation, dissolution,
or condensation, for example.
Such mass transfer processes are crucial in many applications involving flow and transport in
porous media. Major examples are found in soil science (where the evaporation from soils is
of interest), soil and groundwater remediation (like thermally-enhanced soil vapor extraction
where dissolution, evaporation, and condensation play a role), storage of carbon dioxide in
the subsurface (where the dissolution of carbon dioxide in the surrounding groundwater is a
crucial storage mechanism), CO2-enhanced oil recovery (where after primary and secondary
recovery, carbon dioxide is injected into the reservoir in order to mobilize an additional 8-20
per cent of oil), and various industrial porous systems (such as certain types of fuel cells).
Let us have a closer look at a few of these applications and identify where interphase mass
transfer is relevant. Four specific examples are shown in Fig. 2 and briefly described.

solid phase

fluid

phase 1
fluid phase 2

Fig. 1. Mass transfer processes (evaporation, dissolution, condensation) imply a transfer of
particles across fluid–fluid interfaces.
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2 Mass Transfer

(a) Carbon dioxide storage in the subsurface
(figure from IPCC (2005))

(b) Soil contamination and remediation

(c) Enhanced oil recovery (figure from
www.oxy.com)

groundwater

precipitation
radiation

evaporation

infiltration

(d) Evaporation from soil

Fig. 2. Four applications of flow and transport in porous media where interphase mass
transfer is important

2 Mass Transfer in Multiphase Systems and its Applications
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Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 3

(a) Carbon capture and storage (Fig. 2 (a)) is a recent strategy to mitigate the greenhouse
effect by capturing the greenhouse gas carbon dioxide that is emitted e.g. by coal power
plants and inject it directly into the subsurface below an impermeable caprock. Here, three
different storage mechanisms are relevant on different time scales: 1) The capillary barrier
mechanism of the caprock. This geologic layer is meant to keep the carbon dioxide in the
storage reservoir as a separate phase. 2) Dissolution of the carbon dioxide in the surrounding
brine (salty groundwater). This is a longterm storage mechanism and involves a mass
transfer process as carbon dioxide molecules are “transferred” from the gaseous phase to
the brine phase. 3) Geochemical reactions which immobilize the carbon dioxide through
incorporation into the rock matrix.

(b) Shown in Fig. 2 (b) is a cartoon of a light non-aqueous phase liquid (LNAPL)
soil contamination and its clean up by injection of steam at wells located around the
contaminated soil. The idea behind this strategy is to mobilize the initially immobile
(residual) LNAPL by evaporation of LNAPL component at large rates into the gaseous
phase. The soil gas is then extracted by a centrally located extraction well. It means that the
remediation mechanism relies on the evaporation of LNAPL component which represents a
mass transfer from the liquid LNAPL phase into the gaseous phase.

(c) In order to produce an additional 8-20% of oil after primary and secondary recovery,
carbon dioxide may be injected into an oil reservoir, e.g. alternatingly with water, see
Fig. 2 (c). This is called enhanced oil recovery. The advantage of injecting carbon dioxide lies
in the fact that it dissolves in the oil which in turn reduces the oil viscosity, and thus, increases
its mobility. The improved mobility of the oil allows for an extraction of the otherwise
trapped oil. Here, an interphase mass transfer process (dissolution) is responsible for an
improved recovery.

(d) The last example (Fig. 2 (d)) shows the upper part of the soil. The water balance of this part
of the subsurface is extremely important for agriculture or plant growth in general. Plants
do not grow well under too wet or too dry conditions. One of the very important factors
influencing this water balance (besides surface runoff and infiltration) is the evaporation of
water from the soil, which is again an interphase mass transfer process.

1.2 Purpose of this work

Mass transfer processes are essential in a large variety of applications—the presented
examples only show a small selection of systems. A common feature of all these applications is
the fact that the relevant processes occur in relatively large domains such that it is not possible
to resolve the pore structure and the fluid distribution in detail (left hand side of Fig. 3).
Instead, a macro-scale approach is needed where properties and processes are averaged over
a so-called representative elementary volume (right hand side of Fig. 3). This means that the
common challenge in all of the above-mentioned applications is how to describe mass transfer
processes on a macro scale. This transition from the pore scale to the macro scale is illustrated
in Fig. 3 where on the left side, the pore-scale situation is shown (which is impossible to be
resolved in detail) while on the right hand side, the macro-scale situation is shown.

2. Overview of classical mass transfer descriptions

2.1 Pore-scale considerations

In order to better understand the physics of interphase mass transfer, which is essential to
provide a physically-based description of this process, we start our considerations on the pore

3Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling
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4 Mass Transfer

s
solid
phase

w
wetting

fluid phase

n
non−wetting

fluid phase

pore scale macro scale

Fig. 3. Pore-scale versus macro-scale description of flow and transport in a porous medium.

scale. From there, we try to get a better understanding of the macro-scale physics of mass
transfer, which is our scale of interest.
In Fig. 1 we have seen that interphase mass transfer is inherently a pore-scale process as
it—naturally—takes place across fluid–fluid interfaces. Let us imagine a situation where two
fluid phases, a wetting phase and a non-wetting phase, are brought in contact as shown in
Fig. 4. Commonly, when the two phases are brought in contact (time t = t0), equilibrium is
quickly established directly at the interface. With respect to mass transfer, this means that
the concentration of non-wetting phase particles in the wetting phase at the interface as well
as the concentration of wetting-phase particles in the non-wettting phase at the interface are
both at their equilibrium values, C2

1,eq and C1
2,eq. At t = t0, away from the interface, there

is still no presence of α-phase particles in the β-phase. At a later time t = t1, concentration
profiles develop within the phases. However, within the bulk phases, the concentrations are
still different from the respective equilibrium concentration at the interface. Considering a
still later point of time, t = t2, the equilibrium concentration is finally reached everywhere in
the bulk phases.
These considerations show that mass transfer on the pore scale is inherently a kinetic process
that is very much related to phase-interfaces. But how is this process represented on the macro
scale, i.e. on a volume-averaged scale? This is what we will focus on in the next section.

C
1
2,eq

C
2
1,eq

C
1
2,eq

solid phase

fluid

phase 1
fluid phase 2

C

C
2
1,eq

1
2,eq

C

x

t = t0

solid phase

fluid

phase 1
fluid phase 2

C

x

t = t1

solid phase

fluid

phase 1
fluid phase 2

C

x

t = t2

C
2
1,eq

Fig. 4. Pore-scale picture of interphase mass transfer.
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Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 5

2.2 Current macro-scale descriptions

In Fig. 3, we illustrated the fact that when going from the pore scale to the macro scale,
information about phase-interfaces is lost. The only information present on the macro scale is
related to volume ratios, such as porosity and fluid saturations. But, as mentioned earlier,
mass transfer is strongly linked to the presence of interfaces and interfacial areas and all
the information about phase-interfaces disappears on the macro scale. This means that the
description of mass transfer on the macro scale is not straight forward. Classical approaches
for describing mass transfer generally rely on one of the following two principles:

1. assumption of local chemical equilibrium within an averaging volume or

2. kinetic description based on a fitted (linear) relationship.

These two classical approaches will be discussed in more detail in the following. An
alternative approach which accounts for the phase-interfacial area will be presented later in
Sec. 3.

2.2.1 Local equilibrium assumption

The assumption of local chemical equilibrium within an averaging volume means that the
equilibrium concentrations are reached instantaneously everywhere within an averaging
volume (in both phases). That means it is assumed that everywhere within the averaging
volume, the situation at t = t2 in Fig. 4 is reached from the beginning (t = t0). Thus, at each
point in the wetting phase and at each point in the non-wetting phase within the averaging
volume, the equilibrium concentration of the components of the other phase is reached.
This is an assumption which may be good in case of fast mass transfer, but bad in case of
slow mass transfer processes. To be more precise, the assumption that the composition of
a phase is at or close to equilibrium may be good if the characteristic time of mass transfer
is small compared to that of flow. However, if large flow velocities occur as e.g. during air
sparging, the local equilibrium assumption gives completely wrong results, see Falta (2000;
2003) and van Antwerp et al. (2008). We will investigate and quantify this issue later in Sec. 3.3
.
Local equilibrium models for multi-phase systems have been introduced and developed
e.g. by Miller et al. (1990); Powers et al. (1992; 1994); Imhoff et al. (1994); Zhang & Schwartz
(2000) and have been used and advanced ever since. Let us consider a system with a liquid
phase (denoted by subscript l) and a gaseous phase (denoted by subscript g) composed of
air and water components. Then, Henry’s Law is employed to determine the mole fraction
of air in the liquid phase, while the mole fraction of water in the gas phase is determined by
assuming that the vapor pressure in the gas phase is equal to the saturation vapor pressure.
Denoting the water component by superscript w and the air component by superscript a, this
yields

xa
l = pa

g · Ha
l−g (1)

xw
g =

pw
sat

pg
, (2)

where xa
l [−] is the mole fraction of air in the liquid phase, xw

g [−] is the mole fraction of water

in the gaseous phase, Ha
l−g

[

1
Pa

]

is the Henry constant for the dissolution of air in the liquid

phase, pw
sat [Pa] is the saturation vapor pressure of water, pa

g [Pa] is the partial pressure of air

5Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling
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6 Mass Transfer

in the gas phase while pg [Pa] is the gas pressure. The remaining mole fractions result simply
from the condition that mole fractions in each phase have to sum up to one,

xw
l = 1 − xa

l (3)

xa
g = 1 − xw

g . (4)

Note that while for a number of applications the equilibrium mole fractions are constants or
merely a function of temperature, in our case, they will be functions of space and time as
pressure and the composition of the phases changes.

2.2.2 Classical kinetic approach

Kinetic mass transfer approaches are traditionally applied to the dissolution of contaminants
in the subsurface which form a separate phase from water, the so-called non-aqueous phase
liquids (NAPLs). If such a non-aqueous phase liquid is heavier than water, it is called
“dense non-aqueous phase liquid” or DNAPL. When an immobile lense of DNAPL is present
at residual saturation (i.e. at a saturation which is so low that the phase is immobile) and
dissolves into the surrounding groundwater, the kinetics of this mass transfer process usually
plays an important role: the dissolution of DNAPL is a rate-limited process. This is also
the case when a pool of DNAPL is formed on an impermeable layer. In these relatively
simple cases, only the mass transfer of a DNAPL component from the DNAPL phase into
the water phase has to be considered. For these cases, classical models acknowledge the
fact that the rate of mass transfer is highly dependent (proportional to) interfacial area and
assume a first-order rate of kinetic mass transfer between fluid phases in a porous medium
on a macroscopic (i.e. volume-averaged) scale which can be expressed as (see e.g. Mayer &
Hassanizadeh (2005)):

Qκ
α→β = kκ

α→βaαβ(C
κ
β,s − Cκ

β), (5)

where Qκ
α→β

[

kg
m3s

]

is the interphase mass transfer rate of component κ from phase α to

phase β, kκ
α→β

[

m
s

]

is the mass transfer rate coefficient, aαβ

[

1
m

]

is the specific interfacial

area separating phases α and β, Cκ
β,s

[

kg
m3

]

is the solubility limit of component κ in phase

β, and finally, Cκ
β

[

kg
m3

]

is the actual concentration of component κ in phase β. The actual

concentration is not larger than the solubility limit, Cκ
β ≤ Cκ

β,s. The case Cκ
β = Cκ

β,s corresponds

to the local equilibrium case.
In the absence of a physically-based estimate of interfacial area in classical kinetic models, the
mass transfer coefficient kκ

α→β and the specific interfacial area aαβ are often lumped into one

single parameter (Miller et al. (1990); Powers et al. (1992; 1994); Imhoff et al. (1994); Zhang &
Schwartz (2000)). This yields, in a simplified notation,

Q = k(Cs − C). (6)

Here, Cs is the solubility limit of the DNAPL component in water and C is its actual

concentration. The lumped mass transfer coefficient k
[

1
s

]

is commonly related to a modified

Sherwood number Sh by

k = Sh
Dm

d2
50

, (7)

6 Mass Transfer in Multiphase Systems and its Applications
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Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling 7

where Dm

[

m2

s

]

is the aqueous phase molecular diffusion coefficient, and d50 [m] is the mean

size of the grains. The Sherwood number is then related to Reynold’s number Re and DNAPL
saturation Sn [−] by

Sh = pReqSr
n, (8)

where p, q, and r are dimensionless fitting parameters. This is a purely empirical relationship.
Although interphase mass transfer is proportional to specific interfacial area in the original
Eq. (5), this dependence cannot explicitly be accounted for as the magnitude of specific
interfacial area is not known.
An alternative classical approach for DNAPL pool dissolution has been proposed by Falta
(2003) who modeled the dissolution of DNAPL component by a dual domain approach
for a case with simple geometry. For this purpose, they divided the contaminated porous
medium into two parts: one that contains DNAPL pools and one without DNAPL. For
their simple case, the dual domain approach combined with an analytical solution for
steady-state advection and dispersion provided a means for modeling rate-limited interphase
mass transfer. While this approach provided good results for the case of simplified geometry,
it might be oversimplified for the modeling of realistic situations.

3. Interfacial-area-based approach for mass transfer description

3.1 Theoretical background

Due to a number of deficiencies of the classical model for two-phase flow in porous media
(one of which is the problem in describing kinetic interphase mass transfer on the macro
scale), several approaches have been developed to describe two-phase flow in an alternative
and thermodynamically-based way. Among these are a rational thermodynamics approach
by Hassanizadeh & Gray (1980; 1990; 1993b;a), a thermodynamically constrained averaging
theory approach by Gray and Miller (e.g. Gray & Miller (2005); Jackson et al. (2009)),
mixture theory (Bowen (1982)) and an approach based on averaging and non-equilibrium
thermodynamics by Marle (1981) and Kalaydjian (1987). While Marle (1981) and Kalaydjian
(1987) developed their set of constitutive relationships phenomenologically, Hassanizadeh &
Gray (1990; 1993b); Jackson et al. (2009), and Bowen (1982) exploited the entropy inequality
to obtain constitutive relationships. To the best of our knowledge, the two-phase flow models
of Marle (1981); Kalaydjian (1987); Hassanizadeh & Gray (1990; 1993b); Jackson et al. (2009)
are the only ones to include interfaces explicitly in their formulation allowing to describe
hysteresis as well as kinetic interphase mass and energy transfer in a physically-based way. In
the following, we follow the approach of Hassanizadeh & Gray (1990; 1993b) as it includes
the spatial and temporal evolution of phase-interfacial areas as parameters which allows
us to model kinetic interphase mass transfer in a much more physically-based way than is
classically done.
It has been conjectured by Hassanizadeh & Gray (1990; 1993b) that problems of the classical
two-phase flow model, like the hysteretic behavior of the constitutive relationship between
capillary pressure and saturation, are due to the absence of interfacial areas in the theory.
Hassanizadeh and Gray showed (Hassanizadeh & Gray (1990; 1993b)) that by formulating
the conservation equations not only for the bulk phases, but additionally for interfaces,
and by exploiting the residual entropy inequality, a relationship between capillary pressure,
saturation, and specific interfacial areas (interfacial area per volume of REV) can be derived.
This relationship has been determined in various experimental works (Brusseau et al. (1997);
Chen & Kibbey (2006); Culligan et al. (2004); Schaefer et al. (2000); Wildenschild et al. (2002);

7Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling
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8 Mass Transfer

Chen et al. (2007)) and computational studies (pore-network models and CFD simulations
on the pore scale, see Reeves & Celia (1996); Held & Celia (2001); Joekar-Niasar et al. (2008;
2009); Porter et al. (2009)). The numerical work of Porter et al. (2009) using Lattice Boltzman
simulations in a glass bead porous medium and experiments of Chen et al. (2007) show
that the relationship between capillary pressure, the specific fluid-fluid interfacial area, and
saturation is the same for drainage and imbibition to within the measurement error. This
allows for the conclusion that the inclusion of fluid–fluid interfacial area into the capillary
pressure–saturation relationship makes hysteresis disappear or, at least, reduces it down
to a very small value. Niessner & Hassanizadeh (2008; 2009a;b) have modeled two-phase
flow—using the thermodynamically-based set of equations developed by Hassanizadeh &
Gray (1990)—and showed that this interfacial-area-based model is indeed able to model
hysteresis as well as kinetic interphase mass and also energy transfer in a physically-based
way.

3.2 Simplified model

After having presented the general background of our interfacial-area-based model, we will
now proceed by discussing the mathematical model. The complete set of balance equations
based on the approach of Hassanizadeh & Gray (1990) is too large to be handled numerically.
In order to do numerical modeling, simplifying assumptions need to be made. In the
following, we present such a simplified equation system as was derived in Niessner &
Hassanizadeh (2009a).
This set of balance equations can be described by six mass and three momentum balance
equations. These numbers result from the fact that mass balances for each component of each
phase and the fluid–fluid interface (that is 2 × 3) while momentum balances are given for the
bulk phases and the interface. Governing equations were derived by Hassanizadeh & Gray
(1979) and Gray & Hassanizadeh (1989; 1998) for the case of flow of two pure fluid phases
with no mass transfer. Extending these equations to the case of two fluid phases, each made
of two components, we obtain the following equations.
mass balance for phase components (κ = w, a):

∂
(

φSl ρ̄l X̄
κ
l

)

∂t
+∇ · (φSl ρ̄l X̄

κ
l v̄l)−∇ ·

(

φSl j̄
κ

l

)

= ρ̄l Q
κ
l +

1

V

∫

Alg

[

ρl X
κ
l

(

vlg − vl

)

+ jκ
l

]

· nlg dA (9)

∂
(

φSg ρ̄gX̄κ
g

)

∂t
+∇ ·

(

φSg ρ̄gX̄κ
g v̄g

)

−∇ ·

(

φSg j̄
κ

g

)

= ρ̄gQκ
g +

1

V

∫

Alg

[

ρgXκ
g

(

vg − vlg

)

− jκ
g

]

· nlg dA (10)

mass balance for lg-interface components (κ = w, a):

∂
(

Γ̄lgX̄κ
lgalg

)

∂t
+∇ ·

(

Γ̄lgX̄κ
lgalg v̄lg

)

−∇ ·

(

j̄
κ

lg
alg

)

−

=
1

V

∫

Alg

[

ρl X
κ
l

(

vl − vlg

)

− jκ
l
− ρgXκ

g

(

vg − vlg

)

+ jκ
g

]

· nlg dA (11)

8 Mass Transfer in Multiphase Systems and its Applications
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momentum balance for phases:

∂ (φSl ρ̄l v̄l)

∂t
+∇ · (φSl ρ̄l v̄l v̄l)−∇ · (φSl Tl)

=
1

V

∫

Alg

[

ρlvl

(

vlg − vl

)

+ tl

]

· nlg dA (12)

∂
(

φSg ρ̄g v̄g

)

∂t
+∇ ·

(

φSg ρ̄g v̄g v̄g

)

−∇ ·

(

φSgTg

)

=
1

V

∫

Alg

[

ρgvg

(

vg − vlg

)

− tg

]

· nlg dA (13)

momentum balance for lg-interface:

∂
(

Γ̄lg v̄lgalg

)

∂t
+∇ ·

(

Γ̄lg v̄lgalg v̄lg

)

−∇ ·

(

Tlgalg

)

=
1

V

∫

Alg

[

ρlvl

(

vl − vlg

)

− tl − ρgvg

(

vg − vlg

)

+ tg

]

· nlg dA, (14)

where the overbars denote volume-averaged (macro-scale) quantities. Here, Xκ
α [−] is the

mass fraction of component κ in phase α, t is time, Qκ
α

[

m3

s

]

is an external source of component

κ in phase α, jκ
α

[

kg·m4

s

]

is the diffusive flux of component κ in phase α, V is the magnitude of

the averaging volume, Alg denotes the interfaces separating the l-phase and the g-phase in an

averaging volume, vlg

[

m
s

]

is the velocity of the lg-interface, and nlg is the unit vector normal

to Alg and pointing into the g-phase. Furthermore, Xκ
lg [−] is the mass fraction of component κ

in the lg-interface, jκ
lg

[

kg·m4

s

]

is the diffusive flux of component κ in the lg-interface, tα

[

kg
m·s2

]

is the α-phase micro-scale stress tensor, Tα

[

kg
s2

]

is the α-phase macro-scale stress tensor, and

Tlg

[

kg
s2

]

is the macro-scale lg-interfacial stress tensor.

In the following, we provide a simplified version of Eq. (9) through (14). First, we assume
that the composition of the interface does not change. This is a reasonable assumption as long
as no surfactants are involved. This reduces the number of balance equations to eight, as we
can sum up the mass balance equations for interface components. Furthermore, we assume
that momentum balances can be simplified so far that we end up with Darcy-like equations
for both bulk phases and interface. We further proceed by applying Fick’s law to relate the
micro-scale diffusive fluxes jκ

α
to the local concentration gradient resulting in the following

approximation:

jκ
α
· nlg = ±

ραDκ

dκ
alg

(

Xκ
α,s − Xκ

α

)

, (15)

where Dκ
[

m2

s

]

is the micro-scale Fickian diffusion coefficient for component κ, dκ [m] is the

diffusion length of component κ, Xκ
α,s [−] is the solubility limit of component κ in phase α

(i.e. the mass fraction corresponding to local equilibrium), and Xκ
α [−] is the micro-scale mass

fraction of component κ in phase α at a distance dκ away from the interface. Niessner &

9Mass and Heat Transfer During Two-Phase Flow in Porous Media - Theory and Modeling
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10 Mass Transfer

Hassanizadeh (2009a) obtained the following determinate set of macro-scale equations:

∂
(

φSl ρ̄l X̄
w
l

)

∂t
+ ∇ · (ρ̄l X̄

w
l v̄l)−∇ ·

(

j̄
w

l

)

= ρl Q
w
l −

Dw ρ̄g

dw
alg

(

Xw
g,s − Xw

g

)

(16)

∂
(

φSl ρ̄l X̄
a
l

)

∂t
+ ∇ · (ρ̄l X̄

a
l v̄l)−∇ ·

(

j̄
a

l

)

= ρl Q
a
l +

Da ρ̄l

da
alg

(

Xa
l,s − Xa

l

)

(17)

∂
(

φSg ρ̄gX̄w
g

)

∂t
+ ∇ ·

(

ρ̄gX̄w
g v̄g

)

−∇ ·

(

j̄
w

g

)

= ρgQw
g +

Dw ρ̄g

dw
alg

(

Xw
g,s − Xw

g

)

(18)

∂
(

φSg ρ̄gX̄a
g

)

∂t
+ ∇ ·

(

ρ̄gX̄a
g v̄g

)

−∇ ·

(

j̄
a

g

)

= ρgQa
g −

Da ρ̄l

da
alg

(

Xa
l,s − Xa

l

)

(19)

∂alg

∂t
+∇ ·

(

algvlg

)

= Elg (20)

v̄l = −K
S2

l

µl

(

∇pl − ρ̄l g
)

(21)

v̄g = −K
S2

g

µg

(

∇pg − ρ̄gg
)

(22)

v̄lg = −Klg∇alg (23)

pc = pg − pl (24)

Sl + Sg = 1 (25)

Xw
l + Xa

l = 1 (26)

Xw
g + Xa

g = 1 (27)

alg = alg(Sl , pc), (28)

The macro-scale mass fluxes j̄
κ

α
are given by a Fickian dispersion equation,

j̄
κ

α
= −ραD̄κ

α∇ (X̄κ
α) , (29)

where D̄κ
α is the macro-scale dispersion coefficient. Note that in Eq. (16) through (19), we

have acknowledged the fact that an internal source of a component in one of the phases
must correspond to a sink of that component of equal magnitude in the other phase. The
solubility limits Xw

g,s and Xa
l,s are obtained from a local equilibrium assumption at the

fluid–fluid interface. If, for example, we consider a two-phase–two-component air–water
system solubility limits with respect to mole fractions are given by Eqs. (1) and (2).
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3.3 Is a kinetic approach necessary?

Depending on the parameters, initial conditions, and boundary conditions of the system,
kinetics might be important for mass transfer. If so, then it may not be sufficient to use a
classical local equilibrium model instead of the more complex interfacial-area-based model.
To allow for a decision, Niessner & Hassanizadeh (2009a) make the system of equations (16)
through (28) dimensionless and study the dependence of kinetics on Damköhler number and
Peclet number.
To do so, they define dimensionless variables:

t∗ =
tvR

φL
, ∇∗ = L∇, v̄∗α =

v̄α

vR
, Qκ∗

α =
Qκ

αL

Xκ
α,svR

, (30)

a∗lg =
alg

aR,lg
, D̄κ∗

α =
D̄κ

α

DR,α
, v∗lg =

φ

vR
vlg, (31)

E∗
lg =

aR,lgφL

vR
Elg, g∗

α
=

ρ̄αgL

pR
, K∗

lg =
φKlg

LaR,lgvR
, (32)

p∗α =
pα

pR
, p∗c =

pc

pR
, ρ∗g =

ρ̄g

ρ̄l
µ∗

l =
µl

µg
. (33)

Here, ρ∗g is density ratio, µ∗
l is viscosity ratio, vR is a reference velocity, L is a characteristic

length, aR,lg is a reference specific interfacial area, DR,α is a reference dispersion coefficient,

and pR is a reference pressure. We assume that pR and vR can be chosen such that
KpR

µl vR L = 1.

Also, Peclet number Peα and Damköhler number Daκ are defined by

Peα =
vRL

DR,α
, Daκ =

Dκ LaR,lg

dvR
. (34)

These definitions lead to the following dimensionless form of Eq. (16) through (28):

∂

∂t∗
(Sl X̄

w
l ) +∇∗ · (X̄w

l v∗l )−∇∗ ·

(

Dw∗
l

Pel
∇∗X̄w

l

)

= Qw∗
l − Dawa∗lgρ∗g

(

Xw
g,s − X̄w

g

)

(35)

∂

∂t∗
(Sl X̄

a
l ) +∇∗ · (X̄a

l v∗l )−∇∗ ·

(

Da∗
l

Pel
∇∗X̄a

l

)

= Qa∗
l + Daaa∗lg

(

Xa
l,s − X̄a

l

)

(36)

∂

∂t∗

(

SgX̄w
g

)

+∇∗ ·

(

X̄w
g v∗g

)

−∇∗ ·

(

Dw∗
g

Peg
∇∗X̄w

g

)

= Qw∗
g + Dawa∗lg

(

Xw
g,s − X̄w

g

)

(37)

∂

∂t∗

(

SgX̄a
g

)

+∇∗ ·

(

X̄a
gv∗g

)

−∇∗ ·

(

Da∗
g

Peg
∇∗X̄a

g

)

= Qa∗
g − Daaa∗lg

1

ρ∗g

(

Xa
l,s − X̄a

l

)

(38)

∂a∗lg

∂t∗
+∇∗ ·

(

a∗lgv∗lg

)

= E∗
lg (39)

v∗l = −S2
l

(

∇∗p∗l − g∗
l

)

(40)

v∗g = −S2
gµ∗

l

(

∇∗p∗g − g∗
g

)

(41)
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v∗lg = −K∗
lg∇

∗a∗lg (42)

p∗c = p∗g − p∗l (43)

Sl + Sg = 1 (44)

X̄w
l + X̄a

l = 1 (45)

X̄w
g + X̄a

g = 1 (46)

a∗lg = a∗lg (Sl , p∗c ) . (47)

In order to investigate the importance of kinetics, we define Pe := Pel = Peg and Da := Daw =
Daa and vary Pe and Da independently over five orders of magnitude. Therefore, we consider
a numerical example where dry air is injected into a horizontal (two-dimensional) porous
medium of size 0.7 m × 0.5 m that is almost saturated with water (initial and boundary water
saturation of 0.9).
Fig. 5 shows a comparison of actual mass fractions X̄a

l and X̄w
g to solubility mass fractions Xa

l,s
and Xw

g,s for five different Damköhler numbers. Therefore, a cut through the domain is shown
and two different time steps are compared.
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Fig. 5. Solubility limits Xa
l,s and Xw

g,s and actual mass fractions X̄a
l and X̄w

g for two different
time steps (0.0035 s and 0.01 s) and 5 different Damköhler numbers.
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It can be seen that the system is practically instantaneously in equilibrium with respect to the
mass fraction X̄w

g (water mass fraction in the gas phase) for the whole range of considered
Damköhler numbers (see the second and forth row of graphs). With respect to the mass
fraction X̄a

l (air mass fraction in the water phase), for low Damköhler numbers and early times,
the system is far from equilibrium (see the first and third row of graphs). With increasing
time and with increasing Damköhler number, the system approaches equilibrium. As for
high Damköhler numbers mass transfer is very fast, an ”overshoot“ occurs and the system
becomes oversaturated before it reaches equilibrium.
One might argue that the considered time steps are extremely small and not relevant for the
time scale relevant for the whole domain. However, what happens at this very early time has
a large influence on the state of the system at all subsequent times.
It turned out that for different Peclet numbers, there is no difference in results. That means
that kinetic interphase mass transfer is independent of Peclet number, at least within the four
orders of magnitude considered here.

4. Extension to heat transfer

The concept of describing mass transfer based on modeling the evolution of interfacial areas
using the thermodynamically-based approach of Hassanizadeh & Gray (1990; 1993b) can
be extended to describing interphase heat transfer as well. The main difference between
interphase mass and heat transfer is that, in addition to fluid–fluid interfaces, heat can also be
transferred across fluid–solid interfaces, see Fig. 6.
Similarly to mass transfer, classical two-phase flow models describe heat transfer on the
macro scale by either assuming local thermal equilibrium within an averaging volume or
by formulating empirical models to describe the transfer rates. The latter is necessary
as classically, both fluid–fluid and fluid–solid interfacial areas are unknown on the macro
scale. And similiarly to mass transfer, we can use the thermodynamically-based approach
of Hassanizadeh & Gray (1990; 1993b) which includes both fluid–fluid and fluid–solid
interfacial areas in order to describe mass transfer in a physically-based way. We can

non−wetting

wetting

(1)

mass transfer

non−wetting

wetting

(2)

heat transfer

Fig. 6. Mass transfer takes place across fluid–fluid interfaces (left hand side) and heat transfer
across fluid–fluid as well as fluid–solid interfaces (right hand side)
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also perform a dimensional analysis and derive dimensionless numbers that help to decide
whether kinetics of heat transfer needs to be accounted for or whether a local equilibrium
model is sufficiently accurate on the macro scale. For more details on these issues, we refer
to Niessner & Hassanizadeh (2009b).

5. Macro-scale example simulations

For the numerical solution of the system of Eq.s (16) through (28), we use a fully-coupled
vertex-centered finite element method (an in-house code) which not only conserves mass
locally, but is also applicable to unstructured grids. For time discretization, a fully implicit
Eulerian approach is used, see e.g. Bastian et al. (1997); Bastian & Helmig (1999). The nonlinear
system is linearized using a damped inexact Newton-Raphson solver, and the linear system
is subsequently solved using a Bi-Conjugate Gradient Stabilized method (known as BiCGStab
method). Full upwinding is applied to the flux terms of the bulk phase equations, but in the
interfacial area flux term, central weighting is used.

5.1 Evaporator

As a simulation example, we consider a setup which is relevant in many industrial processes
where a product needs to be concentrated (e.g. foods, chemicals, and salvage solvents) or
dried through evaporation of water. The aqueous solution containing the desired product is
fed into the evaporator mostly consisting of micro-channels and then passes a heat source.
Heat converts the water in the solution into vapor and the vapor is subsequently removed
from the solution. We model the heating and evaporation process through a setup as shown
in Fig. 7.
This means we consider a horizontal domain that is closed along the sides (top and bottom
in the figure) and that is subjected to a gradient in wetting phase pressure from left to
right in the undisturbed situation. This system is assumed to be at the following initial
conditions: a temperature of 293 K, gas phase at atmospheric pressure, water saturation of 0.9,
a corresponding capillary pressure based on the primary drainage curve, and mass fractions
that correspond to the local chemical equilibrium conditions as prescribed by Henry’s Law
and Raoult’s Law (Lüdecke & Lüdecke (2000)). The porous medium is heated with a rate of
Qs in a square-shaped part of the domain, causing the evaporation of water (see Fig. 7). Note
that the heat source heats up only the walls of the microchannels (the solid phase) and the
heat is then transferred from the solid phase to the water phase.

Qs
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Fig. 7. Setup of the numerical example: water passes a heat source and is evaporated.
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For comparison, the same setup is used for simulations using a classical two-phase flow
model, where—in the absence of interfacial areas as parameters—local chemical and thermal
equilibrium is assumed. This means that the heat source cannot be defined for the solid phase
only; instead, the applied heat will instantaneously lead to a heating of all three phases.
The distribution of water saturation and water–gas specific interfacial area are shown in Fig. 8
at the time of 17 seconds after the heat source is switched on. The saturation distribution given
by the interfacial area-based model is compared to that of the classical model. Obviously,
water saturation decreases in the heated region due to the evaporation of water. Downstream
of the heated zone, water saturation increases indicating that in the colder regions, water
condenses again. Due to the decrease in water saturation, gas–water interfacial areas are
created. The classical model predicts a much lower decrease in water saturation in the heated
region.
Fig. 9 shows the mass fraction of air dissolved in the liquid phase after 17 seconds. There,
also the equilibrium value (solubility limit) predicted by the interfacial area-based model
is shown. Clearly, chemical non-equilibrium effects occur, but the classical model predicts
approximately the same result as the equilibrium values in the interfacial area-based model.
This is due to the fact that the classical two-phase flow approach always assumes local
equilibrium and can only represent mass fractions corresponding to the equilibrium values.
The analogous comparison is shown in Fig. 10 with respect to the mass fractions of vapor in
the gas phase.
Here, the mass fractions in the interfacial area-based model are very close to the equilibrium
values, but larger differences to the classical model can be detected.

Sw: 0.8 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.9 0.91 Sw: 0.8 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.9 0.91 awn: 380 400 420 440 460 480 500 520 540 560 580

S    from interfacial area modell lS   from classical model lga     from interfacial area model

S a     [1/m]l lg

Fig. 8. Water saturation and water–gas specific interfacial area after 17s.
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Fig. 9. Mass fraction of air in the liquid phase after 17s. Left: results using the interfacial
area-based model, middle: equilibrium values given by the interfacial area-based model,
right: results given by the classical model.
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Fig. 10. Mass fractions of vapor in the gas phase after 17s. Left: results using the interfacial
area-based model, middle: equilibrium values given by the interfacial area-based model,
right: results given by the classical model.

Fig. 11 shows the temperatures of the three phases (liquid l, gas g, solid s) after 17s using the
interfacial area-based model and the classical model. It can be seen that a lower temperature
rise is predicted by the classical model than by the interfacial area-based model.
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Fig. 11. Temperatures of the phases after 17s using the interfacial area-based model (three
pictures on left) and the classical model (right picture).

Fig. 12 shows the temperature differences between the phases using the interfacial area-based
model. We find that there are differences of up to 8 K between the phases. The classical
two-phase model assumes local thermal equilibrium, i.e. Tw = Tn = Ts. In reality, however,
the heat exchange between the phases is restricted by the respective interfacial areas and the
heat equalization does not take place instantaneously.
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Fig. 12. Temperatures differences between wetting and non-wetting phase (left hand side)
and between non-wetting and solid phase (right hand side) after 17s.
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5.2 Drying of a porous medium

As a second example, we consider the drying of an initially almost water-saturated porous
medium through injection of hot dry air (50 ◦C). This process is relevant in the textile,
construction, and paper industries as well as in medical applications. The setup is shown
in Fig. 13. For comparison, this setup is also simulated using the classical model. Note that
in the classical model, due to the assumption of local chemical and thermal equilibrium,
it is impossible to apply a source of hot dry air. Instead, the air supplied to the system
instantaneously redistributes among the phases in order to yield equilibrium composition.
The temperature of the air source will instantaneously heat up all three phases.
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Fig. 13. Setup of the numerical example: drying of a porous medium through injection of
warm dry air.

Fig. 14 shows the water saturation and the specific gas–water interfacial area after 12 seconds.
The water saturation decreases due to the gas injection and interfaces are produced. The
saturation distribution is different if the classical model is used. This may be due to the
fact that the source term needs to be specified differently for the two models (see the above
comments on the problem description).
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Fig. 14. Water saturation (using both interfacial area-based and classical model) and specific
fluid–fluid interfacial area using the interfacial area-based model after 12s.

In Fig. 15, the mass fraction of air disolved in the water phase is shown after 12s. The
actual mass fraction distribution using the interfacial-area-based approach is shown in the
left picture. The mass fraction corresponding to local chemical equilibrium is shown in the
middle figure. For comparison, the mass fraction distribution resulting from the classical
model is shown in the right figure. Obviously, significant deviations from equilibrium can be
detected. This implies that chemical non-equilibrium is very important in this example. The
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Fig. 15. Mass fractions of air in water. Left: interfacial-area-based model, actual mass
fractions; middle: equilibrium mass fractions. Right: classical model.

equilibrium mass fractions of the interfacial area-based model are also very different from that
predicted by the classical model, probably due to the differently specified source.
Fig. 16 shows the same for water vapor in the gas phase. Here, the deviation from chemical
equilibrium is also significant, but the equilibrium mass fractions using the interfacial
area-based model and the classical model are very similar.
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Fig. 16. Mass fractions of vapor in the gas phase. Left: interfacial-area-based model, actual
mass fractions; middle: equilibrium mass fractions. Right: classical model.

In Fig. 17, the temperatures of the three phases (liquid l, gas g, and solid phase s) resulting
from the interfacial area-based model are shown and compared to the temperature given
by the classical model. Unlike the mass fractions, the temperatures are not very far from
equilibrium (maximum difference in phase temperatures is approximately 0.17 K, see also
Fig. 18). An interesting aspect is that the temperature difference is lower in the middle of the
injection zone than in the surrounding area. This is due to the fact that specific interfacial area
is at a maximum in this middle part leading to higher heat transfer rates in this region and
phase temperature closer to each other and thus, closer to thermal equilibrium.

6. Summary and conclusions

In this chapter, the issue of interphase mass transfer during two-phase flow in a porous
medium has been discussed. Starting from pore-scale considerations, the classical approaches
for describing mass transfer have been presented which—due to the absence of interfacial area
as a parameter—either assume local equilibrium within an averaging volume or use empirical
approaches to describe the kinetics.
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Fig. 17. Temperatures of the phases using the interfacial area-based model (three pictures on
left hand side) and the classical model (right hand side picture).
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Fig. 18. Temperature differences between the phases.

As an alternative, a thermodynamically-based model was presented which explicitly accounts
for the presence of interfaces and describes their evolution in space and time. Due to
the knowledge of interfacial area, kinetic interface mass transfer can be modeled in a
physically-based way. In order to decide whether kinetics of mass transfer needs to be
accounted for or whether an equilibrium model would give sufficiently good results, a
dimensional analysis was carried through. Also, the concept was extended to kinetic
interphase heat transfer where in addition to fluid–fluid interfaces, fluid–solid interfaces are
important. Two examples have illustrated the issues presented: in our results, we could
observe that in the drying example, chemical non-equilibrium is significant. In the evaporator
example, contrarily, thermal non-equilibrium is very pronounced.
In order to advance the description of real life systems, such as those described in Sec. 1.1, an
important future step would be to apply the presented model concept to practical applications
and to verify the results by comparison to experimental data.
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