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1. Introduction

In this chapter nonlinear system identification utilising Total Least Squares (TLS) and Gener-
alised Total Least Squares (GTLS) methodologies in local model networks is addressed. These
Neuro-Fuzzy networks are based on the identification of subdomains of the system that can
reasonably accurately be described by local models. The aggregation of such subdomains in a
so-called local model network then yields a versatile description of the overall system. One of
the main challenges in the design of local model networks is the determination of the region
of validity for the local models. Some of the related methodologies completely leave the par-
titioning to the user so that a solid idea about the nature of the nonlinearity of the system is
required, cf. Johansen et al. (2000). Other methods make use of the input/output data of the
system to identify suitable subdomains, Jakubek & Keuth (2006); Nelles (2002).
The identification and partitioning algorithm presented in this contribution is based on an it-
erative decomposition that works in the partition space rather than in the input- or product
space. Thereby, in each step an axis-oblique partitioning is performed by multi-objective op-
timisation using an Expectation-Maximisation (EM) algorithm, Hametner & Jakubek (2007).
The discrimination between input space and partition space allows the incorporation of prior
knowledge into the partitioning process and reduces the complexity of the optimisation prob-
lem dramatically. In contrast to conventional clustering algorithms the number of rules is
determined during the training by adding new models to the hierarchical tree until no statis-
tically significant improvement is achieved.
The second important problem addressed in this work is the estimation of the local model
parameters in the presence of noise in measured input and output data. In this situation con-
ventional parameter estimation methods generally do not yield consistent estimates. Meth-
ods that are designed to cope with the case of noisy input and output channels are generally
called "errors-in-variables methods", Soderstrom (2007). The corresponding block diagram is
depicted in Fig. 1.
Various approaches for the identification of linear systems in a complex noisy environment
can be found in literature, e. g. Han et al. (1996); Vandersteen (1998). A well-suited estima-
tion procedure when all inputs are subject to noise is the Total Least Squares method (TLS).
This method has been studied in many different areas over the last 25 years, e. g. Golub &
Loan (1980); Huffel & Zha (1991); Markovsky et al. (2005). The main drawback of TLS is that
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Fig. 1. Errors-in-variables model

strongly different noise levels easily result in ill-posed problems. A proper extension to the
TLS method for such cases are Generalized Total Least Squares methods (GTLS). Generally,
GTLS algorithms are methods for linear parameter estimation, when some or all inputs are
subject to noise. There are various analyses and solution approaches to solve the GTLS prob-
lem, Huffel & Zha (1991); Nayak et al. (2006); Paige & Wei (1993); Van Huffel & J. (1989). For
the integration of the above mentioned methodologies in a local model network weighted TLS
and GTLS parameter estimation algorithms are presented in this work that allow for individ-
ual weighting of data records.
Recent local model network approaches utilise the prediction error for partitioning, Abonyi
et al. (2002); Hametner & Jakubek (2007); Jakubek & Keuth (2006). If some or all signals in-
volved in the parameter estimation process are corrupted by noise this approach is no longer
feasible. In this paper a more general residual is defined to determine the region of validity
of the local models. As a basis for the partitioning procedure mentioned above a suitable
formulation of the GTLS residual will be introduced.
This chapter is organised as follows: Section 2 describes the architecture and the construction
of the local model network. In section 3 weighted TLS and GTLS parameter estimation algo-
rithms and the associated residual are presented. In the last section 4 the applicability and
benefits of the proposed concepts are demonstrated by means of an illustrative example.

2. Construction of the local model network

Local model networks offer a versatile structure for the identification of nonlinear static and
dynamic systems. The construction of these Neuro-Fuzzy networks is based on the identifica-
tion of subdomains of the system that can reasonably accurate be described by local models.
The aggregation of such subdomains then yields the description of the overall system.
The architecture of a dynamic local model networks is depicted in Fig. 2. The physical inputs

are denoted by u =
[

u1 u2 . . . uq
]T

and the output by y, respectively. Each local model
(indicated by subscript i) consists of two parts: The validity function Φi and its model param-
eters θi.
The local estimate for the output y(k) is obtained by

ŷi(k) = x
T(k)θi, (1)

where x(k) denotes the input vector for the rule consequents at time k. For dynamic models
typically a local affine model structure is implemented and x(k) contains past inputs and
outputs and the offset term:
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2. Construction of the local model network

x(k) =





















u1(k − 1)
· · ·

uq(k − m)
y(k − 1)

· · ·
y(k − n)
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. (2)

In (2) m and n denote the system order of the numerator and denominator respectively. For
ease of demonstration the time delay of the system is neglected in (2). In case of static mod-
elling the regressor vector x(k) may contain arbitrary functions (e. g. polynomials) of the ele-
ments of u.
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Fig. 2. Architecture of a dynamic local model network

All local estimations ŷi(k) are used to form the global model output ŷ(k) by weighted aggre-
gation

ŷ(k) =
M

∑
i=1

Φi(k)ŷi(k), (3)

where
Φi(k) = Φi(x̃(k)) , ŷi(k) = x

T(k)θi (4)

and M denotes the number of local models.
Obviously, the input vector for the membership functions x̃(k) can be chosen differently to the
input vector for the local model, cf. Fig. 2. The discrimination between input arguments of the
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consequents and the premises is particularly useful if information about the structure of the
nonlinearity is available, Nelles (2002). Especially in dynamic identification the dimension
of the partition space and furthermore the complexity of the optimisation problem can be
reduced dramatically. Therefore, the elements of the partition space x̃(k) are chosen according
to the nonlinear behaviour of the system only.
The algorithm outlined here is based on the concept of decision trees, Breiman et al. (1984);
Theodoridis & Koutroumbas (1999). The growing tree can be described by a binary tree where
each node corresponds to a split of the partition space into two parts, e. g. Fig. 3. The free ends
of the branches represent the actual local models with their validity functions Φi and the
parameter vectors θi. The validity functions for the layout in Fig. 3 are obtained by

ϕ1

ϕ2ϕ2

ϕ1 1 − ϕ1

ϕ2ϕ2 1 − ϕ21 − ϕ2

Φ1,θ1Φ1,θ1 Φ2,θ2Φ2,θ2

Φ3,θ3

Fig. 3. Hierarchical discriminant tree

Φ1(x̃) = ϕ1(x̃)ϕ2(x̃), (5)

Φ2(x̃) = ϕ1(x̃)(1 − ϕ2(x̃)), (6)

Φ3(x̃) = 1 − ϕ1(x̃). (7)

The partitioning of these new models is that a partition of unity (
M

∑
i=1

Φi(x̃) = 1) throughout

the partition space (for all x̃) is guaranteed and no normalisation side effects like reactivations
can occur cf. Nelles (2002).
The main challenge with local model networks is to determine Φi in such a way that the local
estimate (1) sufficiently accurate describes the true process within the region of validity.
In each iteration step one local model of the growing tree is replaced by a new node and two
new models attached to this node. The selection of the particular local model to be replaced
is based on local accuracy which is assessed by the mean squared GTLS residual (see section
3.3). The partitioning of this new models is obtained considering a two-category classification
problem. The main advantage of this concept is that with each iteration step the number of
training data involved and thus the computational effort decreases.

2.1 Discriminant optimisation

−5 0 5
0

0.5

1
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2.1 Discriminant optimisation
In each step of the recursive decomposition of the partition space a nonlinear optimisation
is necessary. Considering the two-category classification problem each data point has to be
assigned to either class η1 or η2 depending on the value of the corresponding discriminants
ϕi(x̃(k), ψ):

ϕ1(x̃(k),ψ) =
1

1 + exp(−
[

1 x̃T(k)
]

ψ)
for class η1 (8)

ϕ2(x̃(k),ψ) = 1 − ϕ1(x̃(k),ψ) for class η2. (9)

Here, ψ =
[

ψ0 ψ1 . . . ψp
]T

denotes the weight vector. Each node of the model tree (see
Fig. 3) corresponds to a logistic sigmoid discriminant function which is depicted in Fig. 4.

−5 0 5
0

0.5

1
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g
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g

(a
)

Fig. 4. Logistic sigmoid discriminant function

Since the input argument into (8) is linear in its input x̃(k) the decision boundary is also linear
in the partition space, e. g. Fig. 5.

x̃1

x̃2

a(x̃) = 0

−ψ0

‖ψ̃‖

ψ̃

Fig. 5. Linear decision boundary of the nonlinear discriminant function

In order to find an optimal weight vector ψ for the two-category classification problem, an
Expectation-Maximisation based algorithm is applied, e. g. Dempster et al. (1977). The goal of
the iterative EM algorithm is to classify each data point in a way as to minimise the probability
of misclassification. The EM algorithm proceeds in two steps (see also Hametner & Jakubek
(2007)):

E-step: Based on the current estimate of the weight vector ψn the posterior probabilities
p(ηi|w

T(k),ψn) are calculated: The parameters of the two classes (local models) are
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computed using weighted TLS or GTLS. For the evaluation of the model error a nor-
mal density function based on the (G)TLS residual, which is defined in section 3.3, is
calculated. With the class-conditional residual distribution function (43), the posterior
probabilities are obtained using Bayes’ theorem.

M-step: The posterior probabilities are used to compute the new weight vector for the dis-
criminant function and parameters of the two classes. The maximisation aims at de-
termining the optimal weight parameters for the logistic discriminant function. Using
e. g. a Levenberg-Marquardt learning algorithm the parameter vector ψn is adjusted
such that the discriminant function (8) is optimally fit to p(ηi|wT(k),ψn).

Following, the steps of the iterative optimisation algorithm are reformulated:

2.1.1 Iterative optimisation algorithm
• Initial choice for ψ: ψini is ideally chosen such that the discriminant function bisects the

data to be modeled. Thus the robustness to outliers is improved because the generation
of two models with very unequal dimensions is avoided.

• Step 1: Compute the posterior probabilities p(ηi|wT(k),ψn).

• Step 2: Calculate/optimise the local model parameters θ1,2 of the two classes by weighted
(G)TLS.

• Step 3: Adjust ψ by Levenberg-Marquardt.

• Repeat steps 1-3 until a certain termination criterion is reached, e. g. ‖ ψn −ψn−1‖2 < ǫ,
where n denotes the iteration step and ǫ is a certain termination tolerance.

3. Local model parameter estimation

In many applications the inputs and outputs of a system are taken from measurements and
are thus subject to noise. In this situation conventional parameter estimation methods suffer
from the drawback that the parameter estimates are not consistent.
In this section weighted TLS and GTLS algorithms for the estimation of the local model
parameters are presented. The application of Total Least Squares for parameter estimation
from noisy inputs and outputs has been suggested repeatedly in recent years, Heij C. (1999);
Markovsky et al. (2005); Roorda (1995). Demonstrative introductions and derivations of TLS
are given in e. g. De Groen (1996); Golub & Loan (1980); Markovsky & Huffel (2007). While
TLS is limited to situations where all channels are subject to noise, the GTLS algorithm yields
consistent parameter estimates in the more general case when some (or all) channels are cor-
rupted by noise, see also Huffel & Zha (1991); Nayak et al. (2006); Paige & Wei (1993); Van Huf-
fel & J. (1989).
For the integration of the above mentioned methodologies in a local model network the algo-
rithms presented in this section allow for individual weighting of data records.

3.1 Weighted Total Least Squares
The estimation of the local model parameters by Least Squares (LS) is based on the minimisa-
tion of the prediction error at the training data:

J =
1

2N

N

∑
k=1

[y(k)− ŷ(k)]2. (10)
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2.1.1 Iterative optimisation algorithm

3. Local model parameter estimation

3.1 Weighted Total Least Squares

Here N denotes the number of data records used for the local model.
In the case that only target data are affected by noise the minimisation of (10) yields a bias-free
estimation of θi. Fig. 6 illustrates the problem by means of a simple linear map y(x) = β1x +
β0 where both x and y are corrupted by noise. For the parameter estimation only measured
data ym = y + ν and xm = x + µ are available. For the ease of demonstration the noise
variances σ2(ν) and σ2(µ) are assumed to be equal and uncorrelated. Fig. 6 compares the
model obtained by minimisation of (10) to the true process.
In order to obtain a bias-free parameter estimation in the case of noisy inputs and outputs it is
necessary to reconstruct both outputs and inputs. This means that instead of (10) the following
criterion has to be minimised:

J =
1

2N

{

N

∑
k=1

[x(k)− x̂(k)]2 +
N

∑
k=1

[y(k)− ŷ(k)]2
}

(11)

Since (11) entails that both inputs and outputs have to be reconstructed the underlying opti-
misation is called Total Least Squares (TLS). From a geometric point of view the optimisation of
(11) requires that the euclidean distances between data points and the model are minimised.
Fig. 7 shows that this approach significantly improves the accuracy of the model. It can be
shown that for N → ∞ TLS delivers bias-free parameter estimates, cf. Heij C. (1999).
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Fig. 6. Linear model, optimised by Least
Squares
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Fig. 7. Linear model, optimised by Total
Least Squares

Following, an exemplary explanation of Total Least-Squares for a linear dynamic system is
presented:
Let X ∈ IRN×M be the regressor matrix where every row contains all elements of xT(k) except
the constant offset term and let y ∈ IRN×1 be the observation vector. TLS aims at modifying
both y and X in such a way that the following condition is satisfied:

ŷ ∈ Image(X̂) and || y − ŷ |X − X̂ ||F = min . (12)

For the reconstructions ŷ, X̂ a linear affine model structure is chosen. For that purpose an
augmented regressor matrix is defined:

W = [ y |X ] (13)
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A linear affine reconstruction of wT is obtained from

ŵT = wT −
[

(w−m)Tb
]

bT with ||b||2 = 1 (14)

Here b denotes the unit normal vector to the affine hyperplane and m is a point the hyper-
plane passes through. This linear model structure also ensures that ŷ ∈ Image(X̂) holds. A
reconstruction of all N data records yields

Ŵ = W −
[

(W − 1mT)b
]

bT (15)

with the N × 1-vector 1 = [ 1 , 1 , . . . , 1]T. The difference between original data and their
reconstructions according to (12) is then given by

W − Ŵ =
[

(W − 1mT)b
]

bT. (16)

For weighted parameter estimation the estimation errors are weighted through the validity
function Φi. Let Qi denote a diagonal weighting matrix for the i-th local model. Its diag-
onal elements qi(k) represent the values of the validity function at the training data points.
Compared to (11) a modified criterion is defined:

Ji =
1

2N

{

N

∑
k=1

qi(k)[x(k)− x̂(k)]2 +
N

∑
k=1

qi(k)[y(k)− ŷ(k)]2
}

(17)

Minimisation of (17) corresponds to a weighted version of TLS. Instead of the Frobenius norm
in (12) one now has to minimise the following norm:

||Q1/2
i (W − Ŵ )||2F.

Since ||b||2 = 1 the Frobenius norm becomes

||Q1/2
i (W − Ŵ )||2F =

= bT(W T −m1
T)Qi(W − 1mT)b. (18)

For the determination of b and m a weighted centroid vector µW of all data records is defined:

µW i = W Tqi/sq. (19)

Here qi denotes the vector composed from the main diagonal of Qi and sq is the sum of its

elements: sq = 1
Tqi.

If all data records are referenced to the centroid (19) according to W̃ = W − 1µT
W and if one

further observes that referencing to the centroid yields qT
i W̃ = 0 the minimisation of (18)

yields

||Q1/2
i (W − Ŵ )||2F = bT(W̃

T
QiW̃ )b+

+ sq[(m−µW i)
Tb]2 = min . (20)

3.1.1 Decorrelation of identification data
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The optimal choice for m is apparently m = µW i. The matrix W̃
T
QiW̃ is symmetric and

positive semidefinite, the unit normal vector b is consequently obtained as the eigenvector

associated to the smallest eigenvalue of W̃
T
QiW̃ .

After partitioning of b according to b = [b1 , β]T TLS offers the following difference equation:

ŷi(k) =
1

b1

[

−xT(k)β +mTb
]

. (21)

3.1.1 Decorrelation of identification data
In the minimisation of (11) it was assumed that all measurements in wT are equally corrupted
with noise and that the individual noise sources are uncorrelated. In practical applications
these prerequisites are almost never fulfilled which can lead to a misinterpretation by the TLS
parameter estimation concept, cf. Abonyi et al. (2002). In these cases the identification data
must be decorrelated prior to parameter identification.
Let ν(k) denote the noise signal that is superimposed to the true output y0(k) and let µ(k) be
the noise signal belonging to the true input u0(k). The data record w(k) is the obtained from
its unperturbed equivalent w0(k) from

wT(k) = wT
0 (k) +nT(k),

with the noise vector
n(k) = [ ν(k) , ν(k − 1) , . . .

| µ(k − d − 1) , µ(k − d − 2) , . . .]T. (22)

The covariance matrix Rn = E{n(k)nT(k)} contains all the above mentioned correlations
and is assumed to be known. In practical applications it can be determined from data records
W̃ s from steady-state phases according to

Rn ≈
1

N − 1
(W̃

T
s W̃ s). (23)

For N → ∞ the approximation (23) converges to the expectation E{n(k)nT(k)}. In the practi-
cal tests conducted in connection with the presented method it turned out that (23) always led
to good results. For a correct application of TLS the following statistical property must hold:

1

N − 1
E{(W̃ −W 0)

T(W̃ −W 0)] = I ,

where

W 0 =











wT
0 (1)

wT
0 (2)
...

wT
0 (N)











. (24)

In order to accomplish this b is substituted by b = T b̃. The new relevant noise covariance
matrix then becomes

R̃ = T TRnT . (25)

A correct optimisation of b̃ through TLS can thus be assured if the transformation matrix T is
chosen such that

T TRnT = I (26)
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holds. The transformed unit normal vector b̃ then turns out as the eigenvector belonging to

the smallest eigenvalue of the matrix T TW̃
T
QiW̃T .

In the case of pure measurement noise Rn is a diagonal matrix so that T = R−1/2
n is a solution

to (26). Otherwise T can be obtained from the inverse of the Cholesky factorization of Rn.

3.2 Weighted Generalised Total Least Squares
The GTLS algorithm described in this paper is based on the idea that conventional TLS inher-
ently reconstructs all noisy inputs and the output.
As stated above the minimisation of (11) only leads to a consistent parameter estimate if all
signals are corrupted by noise with equal variance and zero cross-correlations. If single vari-
ances are very different or if some signals are noise free the necessary decorrelation (see section
3.1.1) can easily result in an ill-posed problem. The GTLS algorithm overcomes these difficul-
ties by excluding such signals from the reconstruction and treating them as noise-free. It is
worth mentioning that the algorithm does not discriminate between inputs (regressors) and
the output (observation). Consequently even the observation vector itself can be regarded as
noise-free in the parameter estimation process.
As opposed to TLS, for GTLS parameter estimation noisy components in the augmented re-
gressor W (see equation (13)) are indicated by a subscript "n" and noise-free components by
an "o". Accordingly, W is partitioned into a part containing only noisy components W n and
another part containing only noise-free components W o:

W =
[

W n W o

]

. (27)

Without loss of generality, (27) is obtained from (13) by appropriately reordering its columns.
In the sequel, W (and its estimates) always refer to the definition given by (27).
Similarly to TLS it is assumed that the noise signal nT(k) that corrupts the rows of W n is
Gaussian with unity variance and zero cross-correlations. In most practical cases this has to
be ensured by decorrelation of the noisy regressors, see section 3.1.1.
As opposed to TLS, GTLS only reconstructs noisy components:

Ŵ = Ŵ n. (28)

In the algorithm presented here, the reconstruction is based on ordinary TLS estimation where
the original noisy data are projected on the TLS hyperplane using a reference point m and a
unit normal vector b, see equation (14). GTLS uses as an augmentation a linear combination
of the noise-free regressors, given by CTwo. Here wT

o denotes the noise-free regressor which
is one row vector of W o in (27).
The number of rows in C corresponds to the number of noise-free signals whereas the number
of columns is the number of noisy signals.
Thus the GTLS reconstruction becomes

ŵT
n (k) = wT

n (k)−
[

(wn(k)−m−CTwo(k))
Tb

]

bT (29)

and re-written for all data records (k = 1, 2, . . . N)

W n − Ŵ n =
[

(W n − 1mT −W oC)b
]

bT, (30)

with the (N × 1)-vector 1 =
[

1 1 . . . 1
]T

. Optimisation of parameters yields

‖W n − Ŵ n‖
2
F
= min subject to ŷ ∈ Image(X̂). (31)
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3.2 Weighted Generalised Total Least Squares

According to (31) the weighted optimisation of parameters yields

‖Q1/2
i (W n − Ŵ n)‖

2

F
= min subject to ŷ ∈ Image(X̂), (32)

with the weighting matrix Qi. In the sequel, the index i of the weighting matrix is dropped
for the ease of notation. Evaluating (32) using (30) then yields

‖Q1/2(W n − Ŵ n)‖
2
F =

= bT(W n − 1mT −W oC)TQ(W n − 1mT −W oC)b.
(33)

Next, both W n and W o are referenced to their weighted centroids:

W n = W̃ n + 1µT
n (34)

with

µT
n =

1

sq
qTW n. (35)

and
W o = W̃ o + 1w̄T

o (36)

with

w̄T
o =

1

sq
qTW o. (37)

Thereby q is defined as the main diagonal of Q and sq is the sum of all weights:

q = diag(Q), sq = 1
Tq.

This makes (33)

‖Q1/2(W n − Ŵ n)‖
2
F = bT{W̃

T
nQW̃ n + sq(µn −m)(µn −m)T−

−2CT(W̃
T
o QW̃ n − sqw̄om

T + sqw̄oµ
T
n ) +CT(W̃

T
o QW̃ o + sqw̄ow̄

T
o )C}b = min

(38)

Collecting terms (qTW̃ o = 0 and qTW̃ n = 0) and using the abbreviation co = CTw̄o leads
to

‖Q1/2(W n − Ŵ n)‖
2
F = bT{(W̃ n − W̃ oC)TQ(W̃ n − W̃ oC)+

+sq[(µn −m− co)(µn −m− co)T ]}b = min
(39)

The minimisation of (39) now has to be carried out with respect to C, m and b. The centroid m

only appears in the second term of (39) which is a positive semidefinite expression. Therefore,
m has to be chosen such that the second term in (39) vanishes:

m = µn −CTw̄o. (40)

The first term in (39) is independent of m and has to be minimised separately. Its minimisation
can be re-written as

bT(W̃ n − W̃ oC)TQ(W̃ n − W̃ oC)b =

‖Q1/2(W̃ n − W̃ oC)b‖
2
F = min

C ,b
.

The above Frobenius norm can be expanded in the following way:

‖Q1/2(W̃ n − W̃ oC)b‖
2
F =
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‖Q1/2(w̃n,1 − W̃ oc1)b1‖
2

2 + ‖Q1/2(w̃n,2 − W̃ oc2)b2‖
2

2 + . . .

where w̃n,j and cj denote the j-th column vectors of W̃ n and C, respectively and bj denotes
the j-th element of the vector b.
The minimisation of the Frobenius norm with respect to the two arguments C, b can now be
split into two subtasks:

1. The norms ‖Q1/2(w̃n,j − W̃ ocj)‖
2

2
of every single column vector have to be minimised

which determines every column vector cj of C independently. This can be summarised
in one matrix operation:

Tr{(W̃ n − W̃ oC)TQ(W̃ n − W̃ oC)} = min
C

.

∂Tr

∂C
= −2W̃

T
o Q(W̃ n − W̃ oC) = 0 (41)

C = (W̃
T
o QW̃ o)

−1W̃
T
o QW̃ n (42)

Note that (42) is the solution of the overdetermined system W̃ oC = W̃ n where every
row is weighted individually by the elements of q.

2. Vector b becomes the unit eigenvector corresponding to the minimal eigenvalue of
(W̃ n − W̃ oC)TQ(W̃ n − W̃ oC).

Remark: The special case when only y(k) is noisy leads to a partitioning W n = [y] and
W o = [X] which essentially makes (42) a conventional LS solution. If, on the other hand
all components are noisy then C vanishes and one obtains the TLS solution.

3.3 The GTLS residual
In this section a statistical criterion is derived that enables the statistical assessment of the
residual error. This is an important prerequisite in a local model network with data-based
partitioning. The GTLS residual is used to discriminate between unsystematic errors from
measurement noise and systematic errors from truncation.
If the weights contained in Qi are referred to a local model ηi a class-conditional GTLS-residual
can be defined:

r(wT(k), ηi) = [w̃T
n (k)− w̃T

o (k)C ]b (43)

The argument ηi for r was instanced in order to emphasize that for the given model (indexed
by i) all parameters (b, m and C) and consequently also the residual r essentially depend on
the weight qi(k) at which every single training data record influences the parameters. Given
the weights qi(k) the weighted GTLS parameter estimation (32) can be formally written as

N

∑
k=1

qi(k) r(wT(i), ηi)
∂r

∂θi
= 0. (44)

Note that for the special case that only y(k) is noisy (43) simply reduces to the prediction error
and (44) results in WLS parameter estimation.
If the noise signals in W n are Gaussian with variance one and zero cross-correlations then
the GTLS-residual r also follows a Gaussian distribution with zero mean and unit variance.
Consequently, a class-conditional residual distribution function can be defined:

p(wT(k), ηi) =
1√
2π

exp

(

−
r2(wT(k), ηi)

2

)

, (45)
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3.3 The GTLS residual

with r from (43).
The residual distribution function always refers to a linear model with parameters obtained
from weighted GTLS with the weights chosen according to the class ηi.
It describes the probability density of a data record (y(k),x(k)), belonging to model ηi and
having a GTLS residual r. For an increasing number of data records used for training the
empirical distribution of the residual should follow (45) if the model is actually linear or -
more generally - if the data can be described by the chosen model structure. If there are
nonlinearities that cannot be described by the model then the actual residual distribution will
deviate from (45) in size and shape.
For illustration Fig. 8 compares the histograms of actual GTLS residual distributions to the
ideal distribution (45). The upper figure shows an adverse situation which is caused by non-
linearities which cannot be properly modeled by the GTLS model structure (note the outlier
at r = 8) whereas the lower figure shows a result, where the training data originate from a
suitable (linear) process.
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0

0.5
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0

0.5

p
(r
)

p
(r
)

r

r

Fig. 8. Residual distribution for an adverse (top) and proper (bottom) model structure

4. Illustrative example

A simulation example is chosen to demonstrate the applicability and the benefits of the pro-
posed concepts. For that purpose a nonlinear dynamic MISO system with three inputs was
chosen from Treichl et al. (2002), where it is used to validate another MISO identification
scheme. The block diagram is depicted in Fig. 9.
The transfer functions F1(z

−1), F2(z
−1) and F3(z

−1) and the nonlinear static characteristics are
chosen very similar to Treichl et al. (2002):

F1(z
−1) = 0.1092z−1+0.09552z−2

1−1.605z−1+0.6703z−2

F2(z
−1) = 0.2183z−1+0.191z−2

1−1.605z−1+0.6703z−2

F3(z
−1) = 0.1092z−1+0.09552z−2

1−1.605z−1+0.6703z−2

NL1 : v1 = − 1
2 u1 +

1
2 u2

1 − u3
1

NL2 : v2 = − 1
2 u2 − u2

2 +
1
2 u3

3
NL3 : v3 = 1

2 − 1
2 u3 − u3

2
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NL1

NL2

NL3

F1(z
−1)

F2(z
−1)

F3(z
−1)

u1

u2

u3

v1

v2

v3

y1

y2

y3

y

Fig. 9. Structure of the nonlinear MISO model

LS GTLS
Data R2 MSE R2 MSE

identification 0.97924 0.13289 0.99193 0.051672

validation 0.97706 0.15699 0.99331 0.045785

Table 1. Simulation results

In this example, the input u1 and the output are corrupted by Gaussian noise. For the ex-
citation of the system, i. e. for the simulation of the training and generalisation data record,
respectively, APRB-signals are selected. Their amplitudes and bandwidths are designed such
that the whole static and dynamic operating range of the MISO system is covered.
In table 1 a comparison of the simulation results with LS and GTLS parameter estimation with
eight local models is presented. It is clearly visible that the performance model with GTLS
parameter estimation and partitioning based on the GTLS residual is considerably better than
the LS model. This result is reflected in Fig. 10 where the autocorrelation function of the
prediction error of the validation data record for LS and GTLS parameter estimates is depicted.
The validation data record is chosen to be noise-free in this example to separate the model
error from measurement error.
In Fig. 11 the simulation results with validation data are presented.

5. Conclusion

In this chapter the problem of noise in measured data in nonlinear system identification is ad-
dressed. First, a robust and efficient partitioning strategy using an EM algorithm is proposed.
Second, weighted TLS and GTLS algorithms are presented which yield consistent parameter
estimates of the local model parameters when some (GTLS) or all (TLS) input channels are
turn out as special case of GTLS.
The GTLS residual is defined, which allows the statistical assessment of the residual error.
This is an important prerequisite in a local model network with data-based partitioning.
The benefits of the proposed concepts are demonstrated by means of a simulation exam-
ple. The performance of the resulting nonlinear model with local parameters estimated by
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5. Conclusion
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Fig. 10. Autocorrelation function of the prediction error for validation data with LS and GTLS
parameter estimates, respectively.
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Fig. 11. Comparison of validation data to nonlinear models with GTLS parameter estimates

weighted GTLS is a product both of the parameter estimation itself and the associated resid-
ual used for the partitioning process.
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