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1. Introduction

Many routing protocols have been designed for wireless sensor networks considering nodes
that operate in a mesh topology. For specific application scenarios, however, a mesh
topology may not be appropriate or simply not corresponding to the natural node
deployment. Bridge (Kim et al, 2007) or pipeline (Jawhar et al, 2007) monitoring
applications are examples where the position of sensor nodes is predetermined by the
physical structure and application requirements. In this applications, where is clearly
present a privileged dimension, it is quite natural to take advantage of it. Similar
consideration can be made in more dynamic applications like the one of vehicular
communication since the network can be approximated to have a linear topology without
loss of accuracy.

This chapter will go through a description of the strategies developed so far to handle the
problem of communication in strip-like topologies. For this specific problem several studies
can be found in literature. Few research directions can be outlined: strip oriented routing,
physical device design and specific MAC protocols. In the following four approaches are
presented in order to describe how each direction can be investigated. The first two are
related to the network layer of ISO/OSI protocol stack, the third one proposes use of devices
with directional antennas while the fourth one designs a MAC protocol based on
synchronous transmit-receive patterns. These approaches are somewhat complementary,
each better suited for different scenarios.

2. Routing Layer Strategies

2.1 MERR

MERR (Minimum Energy Relay Routing) is a routing protocol which aims to address the
problem of an economical use of power in wireless sensor networks. The goal is to minimize
power consumption during communications in order to build networks for long-lasting
operations. Its reference scenario is that of networks where sensors are deployed over a
linear topology and have to send data to a single control center.

Assuming homogeneous sensor nodes deployed in an arbitrary linear sensor network,
MERR permits every node to independently find a route to the base station that
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28 Mobile and Wireless Communications: Network layer and circuit level design

approximates the optimal routing path. Finding a route means selecting appropriate relays
between a sensor and the base station.

The problem of relaying data from nodes to the control center can be approached in two
ways. The first is direct transmission, where every node transmits its packets directly to the
base station. This approach suffers from important problems: first of all, in an environment
with many obstacles or if the distance is too large, successful reception at the base station
might not be feasible. Secondarily, with direct transmission, since the effort related with
transmission increases as a power function of the distance, nodes far away from the base
station will suffer greater power consumption and thus exhaust quickly their battery. From
this considerations becomes clear that direct transmission is ideal only for scenarios where
nodes are close to the base station or when the energy required for reception is large. In that
case transmitting data directly to the control center, limits energy dissipation due to
reception at the base station (which usually have unlimited power supply).

The second approach consists in taking advantage of the other nodes by using them as
routers to forward data packets to the control center. MERR follows this method and in
particular states the rules for router choice. MERR authors (Zimmerling et al., 2007) take
distance from the MTE policy of routing where routers are chosen in order to minimize
transmit energy. Minimizing transmit energy means choosing the nearest neighbor as
router, with the evident drawback that a huge amount of energy is wasted if nodes are close
to each other or the energy required for reception is high. MERR tries to respond to the
question concerning which node must be chosen as router in order to obtain an energy
efficient network. Zimmerling et al. based their work on that presented by Bhardwaj et al.
(2001) where it is demonstrated that the optimal number of hops to reach a base station
situated at a distance D is always:

Kopt = l&] or Kopt = [dL] 1)

char

where dchar is the characteristic distance, given by

dchar = " )

ay(n-1)

where ay, az and ¢ are parameters related to node’s transceiver circuitry such that the power
consumption involved in relaying r bit per second to a distance d meters onward (assuming
a path loss of 1/dn) is

Prelay(d) = (oq + apd™)r 3)

These results show that best performances are reached when packets perform (Kope — 1)
relays by means of nodes equally spaced in intervals of D/Kgp¢.

Based on these assumptions, MERR states that every node should decide independently
which will be its relay node. The choice is made seeking the down-stream node within the
maximum transmission range whose distance is closest to the characteristic distance. After
this decision is made by every node in the network, transmission power is independently
reduced to the lowest possible level so that the radio signal can be received by the next-hop
node without any errors. During normal functioning, a node will transmit data always to
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the chosen relay node, regardless that this data comes from internal sensors or from another
node.
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Fig. 1. Characteristic distance influences packets routing path.
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Fig. 2. Expected power consumption depending on Poisson rate A for a constant number of
sensors (n = 100) and path loss exponent 2.
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In order to chose its own relay node, every sensor must know the characteristic distance
(which is the same for all node if they are of the same kind) and the distance of all its
neighbors (which can be manually measured during deployment or estimated using one of
the methods present in literature such as Received Signal Strength or Time of Arrival).
Zimmerling et al. offer a comparison in terms of expected power consumption between
MERR, optimal transmission, MTE and direct routing. For the sake of generality, the
comparison is made using a one-dimensional homogeneous Poisson process with constant
rate A to model the distribution of nodes. The comparison, drown from a stochastic analysis
made by the authors of MERR, clearly shows that energy consumption of MERR is always
upper bounded by that of MTE. In particular MERR require less energy if the mean distance
between nodes is lower than the characteristic distance.

2.2 Load Balanced Short Path Routing

Although not directly focused on strip-like topologies, the work presented by Gao et al.
(2006) is worth mentioning because it covers the special case of a network where nodes are
located in a narrow strip with width at most V3/2 ~ 0.86 times the communication range of
each node.

Gao et al. tried to harness the main problem afflicting wireless networks, i.e. energy
constraints. In particularly they focused on routing layer pointing out that, by minimizing
path length, shortest path routing approaches minimize latency and overall energy
consumption but may ignore fairness. In fact a protocol that searches the shortest path to
route packets, will tend to abuse of some set of hops not exploiting all network resources.
This behavior will quickly drain the batteries of involved nodes, causing the creation of
holes within the network.

On the other hand load balanced routing strategies aim to use all available network
resources in order to even the load, not regarding about communication performances.

Gao et al. in their work combined greedy strategies used to minimize path length and those
used to evenly distribute load with the aim to achieve good performances in both metrics of
latency and load balance. The problem of finding the most balanced routes is NP-hard even
for a simple network and that is why Gao et al. firstly concentrated their efforts on a
particular topology. The basic idea of their work is to maintain for each node a set of edges,
called bridges, that are guaranteed to make substantial progress. In addiction their paper
shows that, when a node has many neighbors, by distributing a collection of binary search
trees on the nodes, memory needed on each node and routing/update cost can be reduced
significantly.

The routing algorithm relies on two assumptions. The first is that each node knows its
location, the second is that the rough location of the destination is known such that the
source node knows whether it should send the packet toward its left or right.

For each node p, bc is a right (left) bridge if b and c are a couple of nodes visible to each
other such that b is directly reachable by p, while c lies outside the communication range in
a position that is right (left) to that of p (see Fig. 3). The load associated to the bridge is
defined as maximum between the loads of b and c.

The routing is organized as follows: when p receives a packet, it first checks if the
destination is a direct neighbor. In that case, it sends the packet to the destination.
Otherwise, p chooses the lightest bridge, say bc, that forward the packet toward the
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destination. Then p send the packet to b, where the process is repeated and so on till the
destination is reached.

Gao et al provided a thorough demonstration that the algorithm works under the condition
that strip width is equal or minor times the communication range of nodes.
Additionally they presented simulation results over different network and traffic conditions.

Fig. 3. Communication over a bridge.

3. MAC Layer Strategies

3.1 DiS-MAC

DiS-MAC (Directional Scheduled MAC) has been developed for wireless sensor networks
that show a linear topology. It bases its functioning on a particular use of antennas. The
premises that lead to this protocol is that directional or smart antennas have the potential to
offer increased spatial reuse, longer communication ranges and the ability to point the radio
beam toward a desired direction, properties that if properly exploited could potentially
lessen the problem of interferences between nodes. Authors of DiS-MAC (Karveli et al.,
2008) pointed out that current advances in antenna miniaturization techniques will open the
doors of wireless sensor networks world to this kind of radiating systems.

The reference scenarios is that of highway and roadside monitoring sensors networks. Since
roadsides and highways can be approximated to have a linear topology without loss of
accuracy, Karveli et al. concentrated their effort on a sensor network deployed in such
topology and consisting of N static nodes generating data packets of equal length with an
arbitrary traffic rate. Every node is equipped with a directional antenna that can concentrate
the main-beam to a particular direction and presents a some low gain side-lobes in other
directions.

RT
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\

Fig. 4. Model of the antenna system radiation pattern.
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Figure 4 shows the model for the radiation pattern used to develop the protocol. Other
assumption for this protocol are that nodes are synchronized and that the traffic flows only
in one direction.

Network synchronization permits to divide channel access in two phases of equal length. In
the first phase every node occupying a odd position ( 2n — 1) directs its radiation beam in
order to point to the subsequent node and then transmits its data. In this phase nodes
occupying a even position ( 2n ) switch their transceiver in reception mode. During the
second phase roles are inverted: this time even nodes transmit data to their next node, while
odd nodes perform reception. The alternation of phase I and phase II will continue

indefinitely.
Phasel 5 4 2n 2n+1 2n+2
® & % /'
Phase Il 54 2n 2n+1 2n+2

Fig. 5. Two phases scheduling.

This scheduled system provides a great efficiency, since it remove the possibility of
collisions and the hidden terminal problem. In fact, since there is no contention, there is no
need of control packets and thus it doesn’t suffer from the overhead produced by them. This
neatly configured system deterministically reaches a channel utilization equal to 1/2. This is
quite impressive since in literature (Li et al, 2001) it is shown (both by simulations and
experiments) that the capacity of a IEEE 802.11 network deployed in chain topology is
limited to only 1/7. Additionally, thanks to the absence of channel contention, per hop
latency, i.e. the time spent from packet generation at one node to its reception at the next
node, is minimized and can be approximated by the duration of two phases.

Moreover the protocol is intrinsically robust because it limits interference between nodes, in
fact when a node transmits, the first downstream node that can eventually suffer from this
transmission is 3 hops ahead. Thus even considering the common assumption that the
interference radius is twice the nominal transmission one, as shown in Fig. 6, DiS-MAC
grants the avoidance of intra-network interference problems.

Authors of DiS-MAC outlined two extensions for their protocol. The first is a minor one,
which states that if a node has no packet to transmit, it can enter into a sleeping mode. If
another node have to transmit a packet to this sleeping node, it have to generate a short
wake up radio signal in order to warn about the imminent transmission.

The second enhancement consist in the introduction of ACK packets to confirm that the
transmitted packet has reached its destination without errors. Thanks to the contention-free
nature of DiS-MAC, the repeated absence of ACK reception can be used as a marker of node
failure. In this case, Karveli et al. have thought a strategy to react to the topology change. If
node 2n fails, neither node 2n — 1 nor node 2n + 1 will receive its packets (the first one will
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receive no ACK packet, while the second will receive no data packet). After a predefined
counter expires, node and node will consider their neighbor failed and will
start a recovery procedure. The first will extend its transmission range in order to reach the
second one and then it will send a phase change request, which will propagated to all
subsequent nodes. Phase change request is made through a special control packet and warns
a node that its position into the chain is changed (e.g. node is become node

) and that it have to modify its behavior according to new topology. To avoid false failure
detection, this protocol extension requires the transmission of periodical keep-alive packets.

/
N

Fig. 6. Interference radius (dashed line) and transmit radius (solid line).

3.2 WiWwi

The purpose of WiWi (De Caneva et al., 2008) is to emulate a wired link by means of an ad
hoc network constituted by nodes distributed along a strip. The purpose of this wired link
virtualization is that to handle scenarios where a single hop wireless link is not feasible and
a wired link is not practical. An example could be given by a speleologist going deep down
into the bowels of the earth, which can deploy the wireless network while it goes further
with the exploration in order to maintain a communication channel with the outside world.
Other examples can be found in all those situation where a multi-hop link is required.
Moreover WiWi can be successfully used in monitoring applications.

Results presented in (Min & Chandrakasan, 2003) regarding power consumption over multi-
hop networks demonstrated that the number of hops used to route a packet from source to
destination should not be too high. In fact in such situation the portion of power
consumption which is independent by the transmission distance becames predominant,
thus causing energy saving obtained by shorter transmission hops to be nullified. Moreover,
the higher the hops number, the higher the latency. Nevertheless, the coverage range is
limited by nodes’ architectural characteristics and this define a lower bound for the hops
number. This considerations led WiWi developers to choose a non-uniform node
displacement and thus a cluster chain topology.

Fig. 7. WiWi topology.

Cluster 1 Cluster 2 Cluster 3 Cluster N
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De Caneva et al. made no assumptions over node deployment within the clusters, but full
inter-cluster graph connection as well as complete radio coverage between nodes belonging
to adjacent clusters.

WiWi protocol follows a synchronous full-duplex communication with fixed-side packets
where clusters act as single nodes. In particular there exists two data stream which proceed
along the chain in two different manners, depending on the direction. The first is a
downward stream that relays packets from the head of the strip to the tail (gray packets in
Fig. 8). This stream, which is responsible of maintaining network synchronization, follows a
staggered pattern, i.e. a cluster sends a packet to the next cluster, which in turn immediately
forwards it further down along the chain. This stream shows a latency equal to Lgowniink =
hops Ty, where T is the length of a time slot. The throughput associated with this stream can
be expressed as the ratio between the number of bits forming a packet and the time
interleaving two consecutive downstream transmissions (i.e. o Ty, where o is the number of
slots by which spaces two consecutive transmissions).

The opposite stream follows the same principle of passing messages along the cluster chain,
but between the reception of the packet and its forwarding, the cluster waits four time slots
in order not to collide with the downward (Fig. 8 shows in different colors the steps taken
by different upward packets). The latency affecting the upward stream is ¢ — 1 times the
one of the downward, while the throughput is the same.

WIiWi protocol is based on datagram transmission, in fact does not provide ACK packets to
guarantee the correct packet exchange. Authors of WiWi point out that, if needed, the use of
error correction codes could be introduced as well as acknowledgement mechanisms at
higher level protocols.

space
A
< ) >
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IR R
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| |
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Fig. 8. Bidirectional, staggered transmission with symmetric throughput and asymmetric
latency over a WiWi link.
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As previously mentioned WiWi clusters act as a single node. This is done in order to reach
redundancy as well as load balance. In fact WiWi requires that each cluster independently
organize itself by ordering its nodes. By ordering a node belonging to the cluster can be
elected as node on duty, i.e. the node that have to perform the packet relaying operations
that compete to the cluster. The other nodes act as backup nodes. Operatively, during the
reception slot every node of the cluster receives and stores the packet arriving from the
previous cluster in the chain. In the subsequent transmission slot, the node on duty
forwards the packet, while at the same time all backup nodes perform a sensing of the
wireless channel. If the backup nodes perceive the loss of the duty node, they react
autonomously by redefining their order within the cluster. This way the backup node,
which would have its turn next to the current duty node, takes the role of forwarding the
packet. The remaining backup nodes perform the sensing again in order to be sure that a
backup node has reacted and the forwarding has occurred (Fig. 9). WiWi protocol grants an
immediate redundancy equal to the number of backup nodes, which is the total number of
active nodes in a cluster minus one. This means that the slot time upon which WiWi is based
must have a duration capable to conserve this redundancy mechanism, which lead to a
minor loss in throughput and latency performances. In the packet header could be inserted
a notification flag to inform subsequent clusters of the failure event.

Clearly the node on duty is burdened with a higher power consumption, that is why nodes
in turn cover this role following a round robin schedule. Additionally the scheduling of the
duty evenly shares the load among cluster nodes extending the network lifetime and
opening the door to the use of energy scavenging techniques.

The bandwidth unused by the redundancy mechanism, in normal conditions could be
periodically exploited to reorganize each cluster on the run, in order to take care of the post-
deployed nodes, if any.

oy gy

TH frama

1

SErEIng

Fig. 9. Cluster redundancy management.

7. Conclusion

In this chapter were presented four algorithms whose aim is to manage packet relaying
within an ad-hoc wireless network formed by nodes deployed over a strip. This algorithms
are not exactly competing, instead they are focused on somewhat different scenarios which
are related to different applications and hardware capabilities. In a field like the one of
wireless sensor networks, where hardware constraints and application needs arise
extremely challenging problems, taking every possible advantage is crucial. From this point
of view it is clear that research have to develop new algorithms and protocols which exploit
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network topology. Algorithms for linear and strip topologies represent the first steps toward
this new trend of topology-oriented protocols.
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