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Speaker Vector-Based Speaker Recognition 
with Phonetic Modeling 

Tetsuo Kosaka, Tatsuya Akatsu, Masaharu Kato and Masaki Kohda 
Yamagata University 

 Japan 

1. Introduction  

This chapter describes anchor model-based speaker recognition with phonetic modeling. 
Gaussian Mixture Models (GMMs) have been successfully applied to characterize speakers 
in speaker identification and verification when a large amount of enrolment data to build 
acoustic models of target speakers is available. However, a small amount of enrolment data 
of as short as 5 sec. might be preferred for some tasks. A conventional GMM-based system 
does not perform well if the amount of enrolment data is limited. In general, 1-minute or 
more of enrolment data are required in the conventional system. 
In order to solve this problem, a speaker characterization method based on anchor models 
has been proposed. The first application of the method was proposed for speaker indexing 
(Sturim et al., 2001). And the method has been also used for speaker identification (Mami & 
Charlet, 2003) and speaker verification (Collet et al., 2005).  
In the anchor model-based system, the location of each speaker is represented by a speaker 
vector. The speaker vector consists of the set of the likelihood between a target utterance 
and the anchor models. It can be considered as a projection of the target utterance in a 
speaker space. One of the merits of this approach is that it is not necessary to train a model 
for a new target speaker, because the set of anchor models does not include the model of 
target speaker. It can save users time to utter iteratively for model training.  
However, there is a significant disadvantage in the system because the recognition 
performance is insufficient. It has been reported that an identification rate of 76.6% was 
obtained on a 50-speaker identification task with 16-mixture GMMs as anchor models 
(Mami & Charlet, 2003).  Also, an equal error rate (EER) of 11.3% has been reported on 
speaker verification task with 256-mixture GMMs (Collet et al., 2005). Compared with the 
conventional GMM approach, the performance of anchor model-based system is remarkably 
insufficient. 
The aim of this work is to improve the performance of the method by using phonetic 
modeling instead of the GMM scheme as anchor models and to develop text-independent 
speaker recognition system that can perform accurately with very short reference speech.  A 
GMM-based acoustic model covers all phonetic events for each speaker. It can represent an 
overall difference in acoustic features between speakers, however, it cannot represent a 
difference in pronunciation. Consequently, we propose the method to detect the detailed 
difference in phonetic features and try to use it as information for speaker recognition. In 
order to detect the phonetic features, a set of speaker-dependent phonetic HMMs is used as 
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the anchor models.  The likelihood calculation between the target utterance and the anchor 
models is performed with an HMM-based phone recognizer with a phone-pair grammar. 
In order to evaluate the proposed method, we compare the phonetic-based system with the 
GMM-based system on the framework of the anchor model. The number of dimensions in 
speaker space is also investigated. For this purpose, a large-size speech corpus is used for 
training the anchor models (Nakamura et al., 1996). Furthermore, another anchor model-
based system in which phonetically structured GMMs (ps_GMMs) are used is compared to 
show the reason why phonetic modeling is effective in this method. Phonetically structured 
GMMs have been proposed by Faltlhauser (Faltlhauser & Ruske, 2001) to improve speaker 
recognition performance. In the method, ‘phonetic’ mixture components in a single state are 
weighted in order to improve speaker recognition performance. 
The rest of this introduction reviews some related work. Recently, some phonetic based 
methods have been proposed. Hebert et al. have proposed the speaker verification method 
based on a tree structure of phonetic classes (Hebert & Heck, 2003). This paper reported that 
the proposed phonetic class-based system overcame a conventional GMM approach. Park et 
al. have proposed a speaker identification method in which phonetic class GMMs for each 
speaker were used (Park & Hazen, 2002). Both two methods differ from our approach in that 
a model for a target speaker is needed.  Kohler et al. have developed a speaker-recognition 
system based only on phonetic sequences instead of the method based on acoustic feature 
vectors (Kohler et al., 2001). In this method, a test speaker model is not an acoustic model 
and it is generated by using n-phone frequency counts. The work which has a similar 
motivation of reducing enrolment data has been proposed by Thyes (Thyes et al., 2000). In 
this work, the concept of ‘eigenvoice’ was used for representing a speaker space. The 
method of ‘eigenvoice’ was proposed for speaker adaptation on earlier work (Kuhn et al., 
1998). A phonetic information was not used for speaker discrimination in that work. 
This chapter is organized as follows. Section 2 describes the method of speaker recognition. 
Section 3 shows the results of speaker identification experiments. Finally, we conclude the 
paper and suggest future research in Section 4. 

2. Speaker recognition with phonetic-based modeling 

2.1 Conventional speaker recognition 

The technology of the speaker recognition can be categorized into two fields: one is speaker 
identification, and the other is speaker verification. Speaker identification is a technique for 
assigning the input utterance to one person of a known speaker set, while speaker verification 
is a technique for confirming the identity of the input speaker. Although the anchor model-
based method can be applied to both techniques, a speaker identification method is described 
mainly in the following sections. Since it is difficult to separate the speaker information from 
the phonetic one, many speaker recognition systems perform in a text dependent way. In those 
systems, users must utter a predefined key sentence. However, sometimes that is not 
acceptable to users.  In this work, we have developed the speaker recognition system which 
behaves in a text independent way. In that system, users can utter an arbitrary sentence. 
In conventional speaker recognition systems, GMMs have been successfully used to 
characterize speakers.  The characteristics of a reference speaker are modeled by GMM, 

 ( | ) ( )
t k k t

k

p o w b oλ =∑ ,  (1) 
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with mixture weights kw  and Gaussian densities )( tk ob . The average log-likelihood of a 

model given an utterance },,{ 1 Too A=o  is calculated as 

 ∑
=

=
T

t
top

T
L

1

)|(log
1

)|( λλo .  (2) 

 

The average log-likelihood scores are compared to determine an input speaker in speaker 
identification system. For speaker verification system, those scores are normalized to reduce 
the variation of utterances, 

 )|()|()|(
~

UBMLLL λλλ ooo −= , (3) 

where UBMλ  is the Universal Background Model which is derived from training data of all 

or selected speakers to normalize the variation. For the tasks of speaker identification or 

verification, a reference speaker model λ  must be trained by using 60 sec. or more of 

enrolment speech in advance. It causes users the loss of taking time to utter iteratively. Since 

acoustic models of reference speakers are not required in anchor model-based system, the 

user has only to utter just one sentence in advance. 

2.2 Speaker space representation using anchor models 

In the anchor model-based system, the speaker is characterized by a vector consisted of the 

set of the likelihood between the target utterance and the anchor models. The speech 

utterance is represented by the following vector: 
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)|(log nMP o  is the log-likelihood of the input utterance o  for the anchor model nM .  The 

vector is normalized to have zero mean and unit variance to reduce the likelihood variation 

among utterances (Akita & Kawahara, 2003). N  is the number of anchor models and 

denotes the number of dimensions of speaker space. In the identification step, a measure 
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between each reference speaker vector ir  and the input vector is calculated in speaker space. 

We used Euclidean metric for distance calculation.  Input speaker is identified by: 

 ),(minargˆ
i

i

Di rv=  ,  (7) 

where i  is a reference speaker index and input vector v  is determined to be uttered by 

speaker î . Note that the target speaker is not included in N  speakers of anchor models. 

Since the method doesn't require the model training for the target speaker, only about single 
utterance is needed for reference vector.  

2.3 Phonetic representation of anchor models 

In the previous works, GMMs were used as the anchor models (Sturim et al., 2001; Mami  & 
Charlet, 2003). A GMM covers all phonetic events for each speaker, however it does not 
directly consider phonetic information. It can cause the degradation in the performance of 
speaker discrimination. For example, the vowel /a/ of speaker A is sometimes confused 
with the vowel /o/ of speaker B in a phoneme recognition task. The GMM-based system 
cannot represent such a difference. Consequently, we propose the method to detect the 
detailed difference in phonetic features and try to use it as information for speaker 
recognition. 
In order to improve the performance of the method, phonetic HMMs or phonetically 
structured GMMs are used. In this section, phonetic HMM based system is described. This 
approach requires a phonetic speech recognizer in order to calculate the log-likelihood 

)|(log nMP o  shown in Eq. (4). The log-likelihood for the speaker n  is obtained by a 

phoneme recognizer with speaker dependent phonetic HMMs. Since the recognizer can 
decode an unknown utterance, the identification system can be performed in a text 
independent way.  
Figure 1 indicates the examples of speaker vector composed of 1000 dimensions with both 
HMMs and GMMs. The horizontal axis represents the values of speaker vector for the 
utterance number 26, and the vertical axis represents the values for the utterance number 27. 
Both utterances are given by the same speaker (female), however, the contents of utterances 
are different.  Each point represents the values of one of the 1000 anchor models. The left 
figure shows the vector values with HMMs as anchor models, and the right one shows the 
vector values with GMMs as anchor models. Even though contents are not same between 
horizontal axis and vertical axis, two sets of values indicate a similar tendency in these 
figures. This observation suggests that the speaker identification in text independent way 
can be performed with this method.  In the left figure, the correlation between two is smaller 
than that of the right one. This suggests that speaker recognition performs well by using 
HMMs as anchor models. 
Figure 2 also indicates the examples of speaker vector composed of 1000 dimensions with 

both HMMs and GMMs. In this figure, the horizontal axis and the vertical axis represent the 

different speakers (F.AIFU and F.HAHZ are speaker IDs. Both speakers are female). 

However, the contents of utterances are same. 

In contrast to the results of Fig. 1, a correlation between two axes is small. This means that 

the values of speaker vector differ too much between different speakers even if the contents 

of utterances are same. 
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Values of speaker vector for utterance #26

Anchor model: HMM
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Fig. 1. Example of values of speaker vector. The horizontal and vertical axes represent the 
same speaker. (the left figure: HMMs are used as anchor models, the right figure: GMMs are 
used as anchor models) 
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Fig. 2. Example of values of speaker vector. The horizontal and vertical axes represent the 
different speakers. (the left figure: HMMs are used as anchor models, the right figure: 
GMMs are used as anchor models) 

2.4 Phonetically structured GMMs as anchor models 

In our approach, phonetically structured GMMs (ps_GMMs) (Faltlhauser & Ruske, 2001) are 
also used as anchor models to find the reason why phonetic modeling is effective in the 
proposed method. In the method, ‘phonetic’ mixture components in a single state are 
weighted in order to create a GMM based on phonetic classes. In our work, PDFs obtained 
from monophone HMMs are used for ‘phonetic’ mixture components.  
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Assume that S -state and K -mixture monophone HMM for phoneme j  is trained in 

advance. Total number of PDFs in monophone HMMs is KSJ ××  when the number of 

phonemes is J . Those PDFs are gathered to make a single state model psλ , 

 ∑∑∑
= = =

Σ=
J

j

S

s

K

k
jskjsktjskpst oNwop

1 1 1

),,()|( μλ ,  (8) 

where ),,( jskjsktoN Σμ  is a Gaussian distribution of the k th density in the mixture at state s  

of phoneme j  and jskw  is a mixture weight. 

After producing psλ , parameters of psλ  are re-estimated. Three types of methods were 

compared in a speaker identification task in order to find the best re-estimation method. 
No re-estimation  Re-estimation is not conducted. All PDFs from monophone 

HMMs are used as they are. New mixture weight jskŵ  is simply given as follows: 

 
JS

w
w

jsk

jsk =ˆ .  (9) 

Weight re-estimation Only mixture weights are re-estimated to obey the probabilistic 
constraint as follows: 

 ∑∑∑
= = =

=
J

j

S

s

K

k
jskw

1 1 1

1 .  (10) 

PDF and weight re-estimation Both all of PDFs and weights are re-estimated.  In this 
case, phonetic information is only used as an initial model. Then the method is not exactly a 
phonetic modeling. 
In the experiment of a 30-speaker identification task, ‘weight re-estimation’ and ‘PDF and 
weight re-estimation’ obtained similar identification rates. The identification rates were 
89.88% and 89.99%, respectively. The performance of ‘no re-estimation’ was insufficient and 
the identification rate was 82.64%. The method of ‘weight re-estimation’ is used in the 
following experiments. 
In terms of model topology, ps_GMM consists of a single state just like the conventional 
GMM, however, each group of PDFs in ps_GMM is trained with the data of each phoneme 
class. Then comparing conventional GMM with ps_GMM, the model topology is same but 
PDFs are different.  Also comparing ps_GMM with phonetic HMM, PDFs are same but the 
model topology is different. 

3. Speaker identification experiments 

3.1 Speaker identification system 

An experimental system of speaker identification has been developed and used for 
evaluation. In this section, we describe the overview of the system. Fig. 3 shows the block 
diagram of the proposed speaker identification system.  
Since we are planning to develop a speaker identification method in noisy conditions, the 
analysis is processed by the ETSI advanced front-end (AFE-WI008) in which noise robust 
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algorithms are used (ETSI, 2002). In this front-end, noise reduction for additive noise and 
blind equalization for channel distortion are applied. The blind equalization process is 
omitted for our experiments, because we found that it had a bad influence on the 
performance of speaker identification from the results of comparative experiments. In this 
front-end, a speech signal is digitized at a sampling frequency of 16kHz and at a 
quantization size of 16bits. The length of the analysis frame is 25ms and the frame period is 
set to 10ms. The 13-dimensional feature (12-dimensional MFCC and log power) is derived 
from the digitized samples for each frame. Additionally, the delta and delta-delta features 
are calculated from MFCC feature and the log power. Then the total number of dimensions 
is 39. The delta and delta-delta coefficients are useful for the system of HMM-based anchor 
models. After speech analysis is carried out, an input features are transformed into a 
speaker vector by Eq. (4).  A value of log-likelihood in Eq. (4) is obtained by a phoneme 
recognizer with a phone-pair grammar. In the recognizer, one-pass frame-synchronous 
search algorithm with beam searching has been adopted. The speaker vector derived from 
the input utterance is used for calculating distances from reference speaker vectors, which 
are computed in advance. The reference speaker of minimal distance is determined to be an 
identified speaker by Eq. (7). 
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Fig. 3. Block diagram of speaker identification system 

3.2 Experimental set-up 

For evaluation of the proposed method, we used ATR SDB-I as a speech corpus (Nakamura 
et al., 2001). This corpus was designed to cover speaker variations with a large number of 
speakers' read speech and dialogue speech. For representing the anchor models, 
phonetically-balanced speech data uttered by 2032 speakers composed of 744 male and 1288 
female were used.  Then the maximum number of dimensions of speaker space was 2032. 
Since a limited amount of speech data from each speaker was available, we used the 
maximum a posteriori (MAP) estimation instead of the ML (Maximum Likelihood) 
estimation for training of the anchor models. MAP estimation is successfully used for 
adaptation of CHMM parameters (Lee & Gauvain, 1993). It uses information from an initial 
model as a priori knowledge to complement the training data. This a priori knowledge is 
statistically combined with a posteriori knowledge derived from the training data. When the 
amount of training data is small, the estimates are tightly constrained by the a priori 
knowledge, and the estimation error is reduced. 
The evaluation data sets consisted of 30 speakers, each of which contains 25 utterances. The 
average length of utterances in test set was 5.5 sec. 
In order to avoid variations in identification performance with reference speech, the 
following evaluation method was adopted. 24 out of the 25 utterances by each evaluation 
speaker were tested, and the rest of one utterance was used as a reference speech. Then the 
25 different references were used in the same way and the average identification rate of 
those results was calculated. Thus, the average length of test speech and that of reference 
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speech were same and were only 5.5 sec. In general, 1-minute or more of enrolment data are 
required in the conventional speaker recognition systems. Compared with those systems, 
the proposed system can be performed with a very short utterance. It can save users time to 
utter iteratively. 
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Fig. 4. Reduction of number of dimensions with PCA trans. 

3.3 Influence of the number of dimensions 

First, we evaluated the influence of the number of dimensions on a speaker space. In  (Mami 
& Charlet, 2003),  the speaker space was composed of 500 dimensions each of which was 
calculated with 16-mixture GMM.  Since the detailed study is not carried out until now, an 
adequate number of parameters for representing speaker space is not clear. In the 
experiments, various numbers of dimensions from 200 to 2032 were compared. The result 
shows that the performance is saturated around 1000-dim. In order to study an influence of 
the number of dimensions further, we apply a technique of PCA (Principal Component 
Analysis) to reduce a redundancy of a speaker space. Since speakers for anchor models are 
selected randomly from speaker list, features of some speakers are similar and may be 
redundant. Fig. 4 shows the results of reduction of number of dimensions on a 30-speaker 
identification task. Three types of experiments were conducted. The number of dimensions 
before PCA was 200, 400 and 1000, respectively. The results show that the degradation of 
recognition performance was not observed at the range of 400 to 1000-dim.  This means that 
there is some redundancy in representing the speaker space. 

3.4 Comparison of anchor models 

In this section, three types of anchor models are compared on 30-speaker identification task: 
3-state 10-mixture phonetic HMMs (the number of phonemes is 34), 1020-mixture 
phonetically structured GMMs (ps_GMMs) and 1024-mixture conventional GMMs. For the 
phonetic HMMs, total number of PDFs is 3state ×  10mixture ×  34phonemes = 1020. Then 
the similar number of PDFs is used for three types of models, and they are comparable. The 
number of model parameters was determined experimentally. The details of the relation 
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between the number of the mixture components and the identification rate have been 
reported in (Kosaka et al., 2007). The ps_GMMs in this experiment are composed as follows. 
All PDFs except those in silence model are extracted from the phonetic HMMs to form a 
single state GMM. After producing the GMM, only mixture weights are re-estimated. 
Table 1 shows the speaker identification result. The number of dimensions was 1000 and the 

number of test speakers was 30. The HMM-based system showed significant improvement 

over the GMM-based system, although the number of PDFs was nearly same in those 

systems. The performance of ps_GMMs is in between two. Comparing conventional GMM 

with ps_GMM, the model topology is same but PDFs are different.  Also comparing 

ps_GMM with phonetic HMM, PDFs are same but the model topology is different. This 

means that both the model topology and the PDFs derived from phonetic models 

contributed to improve the performance of speaker identification. Finally, the identification 

rate of 94.21% could be obtained with 3-state 10-mixture HMM system in 30 speaker 

identification task. By comparison with the GMM-based system, the relative improvement 

of 62.9% was achieved.  

We also investigated the comparison between an anchor model-based system and a 
conventional GMM-based system described in Sect. 2.1. In our experiments, the average 
length of reference speech was only 5.5 sec. and it is difficult to train GMMs accurately by 
using the ML (Maximum Likelihood). Thus, we used the maximum a posteriori (MAP) 
estimation instead of the ML estimation for training of conventional GMMs. The number of 
mixture components was varied to find the most appropriate one. The speaker identification 
rate of 77.14% was obtained with 8-mixture GMMs. This indicates that conventional GMM-
base system does not work well with such a small amount of enrolment data. 
 

Anchor model HMM ps_GMM GMM 

Identification rate (%) 94.21 89.88 84.41 

Table 1. Performance comparison of three types of anchor models (#test speakers = 30) 

4. Conclusions 

This chapter proposed the method of anchor model-based speaker recognition in text-
independent way with phonetic modeling. Since the method doesn't require model training 
for the target speaker, only about single utterance is needed for reference speech. In order to 
improve the recognition performance, phonetic modeling was used instead of Gaussian 
Mixture Model (GMM) scheme as anchor models. The proposed method was evaluated on 
Japanese speaker identification task. Compared with the performance of GMM-based 
system, significant improvement could be achieved. The identification rate of 94.21% could 
be obtained with 3-state 10-mixture HMMs in 30-speaker identification task. In the 
experiments, the average length of reference speech was only 5.5 sec. By comparison with 
the GMM-based system, the relative improvement of 62.9% was achieved. The results show 
that the phonetic modeling is effective for anchor model-based speaker recognition. 
We are now conducting the evaluation of the method on speaker verification task. We are 

also conducting the evaluation of speaker identification in noisy conditions. Some results in 

noisy conditions have been reported in (Goto et al., 2008). The merit of this method is that 

the system can detect speaker characteristics with a very short utterance as short as 5 sec. 

Then the method can be used in the tasks of speaker indexing or tracking. 
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