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1. Introduction 

The growing demand to shift content-based information retrieval from text to various 
multimedia sources means there is an increasing need to deal with large amounts of 
multimedia information. The data provided from television and radio broadcast news (BN) 
programs are just one example of such a source of information. In our research we focus on 
the processing and analysis of audio BN data, where the main information source is 
represented by speech data. The main issues in our work relate to the preparation and 
organization of BN audio data for further processing in information audio-retrieval systems 
based on speech technologies. 
This chapter addresses the problem of structuring the audio data in terms of speakers, i.e., 
finding the regions in the audio streams that belong to a single speaker and then joining 
each region of the same speaker together. The task of organizing the audio data in this way 
is known as speaker diarization and was first introduced in the NIST project of Rich 
Transcription in the “Who spoke when” evaluations (Fiscus et al., 2004; Tranter & Reynolds, 
2006). The speaker-diarization problem is composed of several stages, in which the three 
main tasks are performed: speech detection, speaker- and background-change detection, 
and speaker clustering. While the aim of the speech detection and the speaker- and acoustic-
segmentation procedures is to provide the proper segmentation of the audio data streams, 
the purpose of the speaker clustering is to join or connect together segments that belong to 
the same speakers, and this is usually applied in the last stage of the speaker-diarization 
process. In this chapter we focus on speaker-clustering methods, concentrating on 
developing proper representations of the speaker segments for clustering, and research 
different similarity measures for joining the speaker segments and explore different 
stopping criteria for the clustering that result in a minimization of the overall diarization 
error of such systems. 
The chapter is organized as follows: In Section 2, two baseline speaker-clustering 
approaches are presented. The first is a standard approach using a bottom-up agglomerative 
clustering principle with the Bayesian information criterion as the merging criterion. In the 
second system an alternative approach is applied, also using bottom-up clustering, but the 
representations of the speaker segments are modeled by Gaussian mixture models, and for O
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the merging criteria a cross log-likelihood ratio is used. Section 3 is devoted to the 
development of a novel fusion-based speaker-clustering system, where the speaker 
segments are modeled by acoustic and prosody representations. By adding prosodic 
information to the basic acoustic features we have extended the standard clustering 
procedure in such a way that it will work with a combination of both representations. All 
the presented clustering procedures were assessed on two different BN audio databases and 
the evaluation results are presented in Section 4.  Finally, a discussion of the results and the 
conclusions are given in Sections 5 and 6.   

2. Speaker clustering in speaker-diarization systems 

Speaker diarization is the process of partitioning the input audio data into homogeneous 
segments according to the speaker’s identity. The aim of speaker diarization is to improve 
the readability of an automatic transcription by structuring the audio stream into speaker 
turns, and in cases when used together with speaker-identification systems, by providing 
the speaker’s true identity. Such information is of interest to several speech- and audio-
processing applications. For example, in automatic speech-recognition systems the 
information can be used for unsupervised speaker adaptation (Anastasakos et al., 1996, 
Matsoukas et al., 1997), which can significantly improve the performance of speech 
recognition in large vocabulary, continuous speech-recognition systems (Gauvain et al., 
2002; Woodland, 2002; Beyerlein et al., 2002). This information can also be applied for the 
indexing of multimedia documents, where homogeneous speaker or acoustic segments 
usually represent the basic units for indexing and searching in large archives of spoken 
audio documents, (Makhoul et al., 2000). The outputs of a speaker-diarization system can 
also be used in speaker-identification or speaker-tracking systems, (Delacourt et al., 2000; 
Nedic et al., 1999).  
Most speaker-diarization systems have a similar general architecture to that shown in Figure 
1. First, the audio data, which are usually derived from continuous audio streams, are 
segmented into speech and non-speech data. The non-speech segments are discarded and 
not used in subsequent processing, which  is done in a speech-detection module. The speech 
data are then chopped into homogeneous segments in an audio-segmentation module 
(marked as acoustic change detection in Figure 1). The segment boundaries are located by 
finding the acoustic changes in the signal, and each segment is, as a result,  expected to 
contain speech from only a single speaker. The resulting segments are then clustered so that 
each cluster corresponds to just a single speaker. This is done in a speaker-clustering 
module and usually represents the final stage in speaker-diarization systems. At this stage, 
each cluster is labeled with relative speaker-identification names. Additionally, speaker 
identification or gender detection can be performed. In the first case, each of the speaker 
clusters can be given a true speaker name, or it is left unlabelled if the speech data in the 
cluster do not correspond to any of the target speakers. In the case of gender detection, each 
cluster gets an additional label to indicate to which gender it belongs. As such the speaker 
diarization of continuous audio streams is a multistage process made up of four main 
components: speech detection, speaker audio segmentation, speaker clustering, and speaker 
identification. The latest overview of the approaches used in speaker-diarization tasks can 
be found in (Tranter & Reynolds, 2006).  
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Fig. 1. The main building blocks of a typical speaker-diarization system. Most systems have 
components to perform speech detection, speaker- or acoustic-based segmentation and 
speaker clustering, which may include components for gender detection and speaker 
identification. 

We built a speaker-diarization system that is used for speaker tracking in BN shows (Žibert, 
2006b; Žibert et al., 2007). The system was designed in the standard way by including 
components for speech detection, audio segmentation and speaker clustering. Since we 
wanted to evaluate and measure the impact of speaker clustering on the overall speaker-
diarization performance, we built a system where the components for speech detection and 
audio segmentation remained fixed during the evaluation process, while different 
procedures were implemented and tested in the speaker-clustering task.  
The component for speech detection was derived from the speech/non-speech segmentation 
procedure, which was already presented in (Žibert et al., 2007). The procedure aimed to find 
the speech and non-speech regions in continuous audio streams represented by phoneme-
recognition features (Žibert et al., 2006a). The features were derived directly from phoneme 
transcripts that were produced by a generic phone-recognition system.  A speech-detection 
procedure based on these features was then implemented by performing a Viterbi decoding 
in the classification network of the hidden Markov models, which were previously trained 
on speech and non-speech data. This rather alternative approach to deriving speech-
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detection features proved to be more robust and accurate for detecting speech segments 
(Žibert et al., 2006a; Žibert et al., 2007). 
 Further segmentation of the speech data was made by using the acoustic-change detection 
procedure based on the Bayesian information criterion (BIC), which was proposed in (Chen 
& Gopalakrishnan, 1999) and improved by (Tritchler & Gopinath, 1999). The applied 
procedure processed the audio data in a single pass, with the change-detection points found 
by comparing the probability models estimated from two neighboring segments with the 
BIC. If the estimated BIC score was under the given threshold, a change point was detected. 
The threshold, which was implicitly included in the penalty term of the BIC, has to be given 
in advance and was in our case estimated from the training data. This procedure is widely 
used in most current audio-segmentation systems (Tranter & Reynolds, 2006; Fiscus et al., 
2004; Reynolds & Torres-Carrasquillo, 2004; Zhou & Hansen, 2000; Istrate et al., 2005; Žibert 
et al., 2005).   
While the aim of an acoustic-change detection procedure is to provide the proper 
segmentation of the audio-data streams, the purpose of speaker clustering is to join together 
the segments that belong to the same speakers. In our system we realized three different 
speaker-clustering procedures, which are described in detail in the following sections.  
The result of such a speaker-diarization system is segmented audio data, annotated 
according to the relative speaker labels (such as ‘spk1’, ‘spk2’, etc.). Each such speaker 
cluster can be additionally processed through the speaker-identification module to find the 
true identities of the speakers who are likely to be in the processing audio data (such as 
prominent politicians or the main news anchors and reporters in the BN data). This can be 
achieved by a variety of methods that can be performed during the speaker-clustering stage. 
However, finding the true identities of the speakers was not within the scope of this 
research. 

2.1 Speaker clustering  

The aim of speaker clustering in speaker-diarization systems is to associate or cluster 
together the segments from the same speaker. Ideally, this clustering produces one cluster 
for each speaker, with all the segments from a given speaker in a single cluster. The 
dominant approach used in diarization systems is called hierarchical agglomerative 
clustering (Theodoridis & Koutroumbas, 2003); it consists of the following steps (Tranter & 
Reynolds, 2006): 
1. Initialization: each segment represents a single cluster; 
2. Similarity measure: compute the pair-wise distances between each cluster; 
3. Merging step: 

a. merge the closest clusters together; 
b. update the distances of the remaining clusters to the new cluster; 

4. Stopping criterion: iterate step 3 until some stopping criterion is met. 
The main issues concerning the above speaker-clustering approach include the choice of a 
proper similarity measure, the proper representations of the cluster data and finding a 
suitable stopping criterion. The audio data used for the speaker clustering is in general 
represented by acoustic features consisting of either mel-frequency cepstral coefficients 
(MFCCs) or perceptual linear-prediction coefficients (PLPCs), (Picone, 1993). The cluster 
data represented by these features are then usually modeled by Gaussian distributions, and 
the resulting similarity measures are computed as the likelihood functions from these 
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models (Moh et al., 2000; Reynolds & Torres-Carrasquillo, 2004; Sinha et al., 2005). The most 
common approach is to represent the clusters by single full-covariance Gaussian 
distributions, whereas for the similarity measure a Bayesian information criterion is used 
(Chen & Gopalakrishnan, 1999). For good performance of the clustering, the stopping 
criterion also needs to be properly chosen. A suitable stopping criterion should end the 
merging process at the point where the audio data from each speaker is concentrated mainly 
in one cluster, and in general it is set according to a similarity measure and cluster models 
that are used in the merging process of the speaker clustering. 
In our research we implemented the same clustering approach, but we experimented with 
different similarity measures, different representations of the audio data and different 
cluster models. Three approaches were investigated. In the first one we followed the 
standard procedure of speaker clustering, based on the Bayesian information criterion. The 
alternative approach, which is also widely used in speaker-diarization systems and was also 
implemented in our study, aims to incorporate Gaussian mixture models into the speaker-
clustering process. The audio data in both approaches are usually represented by a single 
stream of acoustic features (MFCCs, PLPs), which result in an acceptable performance of the 
speaker clustering in cases when the acoustic conditions do not change. But this is not the 
situation when dealing with BN data, since BN news is composed of audio data from 
various acoustic environments (different types of acoustic sources, different channel 
conditions, background noises, etc.). To improve speaker clustering in such cases we 
proposed an alternative representation of speech signals, where the acoustic 
parameterizations of the clusters were extended by prosodic measurements.  
When speaker clustering is used as one stage in a speaker-diarization system, several 
improvements can be made to increase the performance of the speaker diarization, like joint 
segmentation and clustering (Meignier et al., 2000) and/or cluster re-combination (Zhu et 
al., 2005). Both methods aim to improve the base speaker-clustering results by integrating 
several speaker-diarization tasks together or re-running the clustering on under-clustered 
fragments of audio data. In our research we focused mainly on an evaluation and a 
development of the base speaker-clustering approaches, and did not implement any of these 
methods, even though they could be easily applied in the same manner as they are applied 
in other systems.  
Also note that the presented agglomerative clustering approach is not the only possible 
solution for speaker clustering. This kind of approach is suitable in cases when all the audio 
data are available in advance. When the data need to be processed simultaneously, e.g., in the 
online processing of BN shows, other approaches need to be applied. The most common 
approach in this case is a sequential clustering, which needs to resolve the same operating 
issues as are present in an agglomerative clustering: what kind of data representation should 
be applied, how should the clusters be modeled, and what similarity measure should be used? 
Therefore, we decided to focus our research only on those components that are essential for 
the good performance of the speaker clustering, regardless of the approach that is being used.  

2.2 Speaker clustering via the Bayesian Information Criterion 

The most common approach for speaker clustering in speaker-diarization systems is 
agglomerative (bottom-up) clustering, where the Bayesian Information Criterion (BIC) is used 
as a similarity measure (Chen & Gopalakrishnan, 1999). The approach can be described in 
three main steps by following the agglomerative scheme presented in the previous section: 
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1. initialization step:   

• each segment Ci represents one cluster; 
• the initial clustering is    

2. merging procedure: 
    Repeat: 

• From among all the possible pairs of clusters (Cr,Cs) in ϑt-1 find the one, say (Ci,Cj)), 
such that 

 (1) 

• Define Cq = Ci ∪ Cj and produce new clustering 

 (v) 

3. stopping criterion: 

• The merging procedure is repeated until in ϑt there exists such pairs (Cr,Cs), for which 

 (3) 

In the merging procedure the joining of clusters is performed by searching for the minimum 
ΔBIC score among all the possible pair-wise combinations of clusters. The ΔBIC measure is 
defined as: 

 

(4) 

where the clusters  Ci,Cj and Ci ∪ Cj are modeled by the full-covariance Gaussian 
distributions 

 
respectively. 

iC
K  and 

jC
K  are 

the number of sample vectors in the clusters Ci and Cj, respectively, and d is a vector 
dimension. λ is an open parameter, the default value of which  is 1.0.  Note that the term 
log⏐Σ⏐corresponds to the log of a determinant of a given full-covariance matrix Σ.  
The ΔBIC(Ci, Cj) , defined in equation (4), operates as a model-selection criterion between two 
competing models, estimated from the data in clusters Ci and Cj. The first model is 
represented by a single Gaussian distribution, estimated from the data in Ci ∪ Cj, while the 
second model is represented by two Gaussians, one estimated from the data in cluster Ci 
and the other from the data in cluster Cj. The first model assumes that all the data are 
derived from a single Gaussian process and therefore belong to one speaker, while the 
second model assumes that the data are drawn from two different Gaussian processes, and 
therefore belong to two different speakers. As such, the ΔBIC represents the difference 
between the BIC scores of both models, where the first term in equation (4) corresponds to 
the difference in the quality of the match between the models and the data, while the second 
term is a penalty for the difference in the complexities of the models, with λ allowing the 
tuning of the balance between the two terms. Consequently, ΔBIC scores above 0.0 
correspond to better modeling with one Gaussian and thus favor one speaker, while ΔBIC 
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scores below 0.0 favor the model with two separate Gaussians and thus support the 
hypothesis of two speakers.  
While using the ΔBIC measure in the merging process of speaker clustering, those clusters 
that produce the biggest negative difference in terms of ΔBIC among all the pair-wise 
combinations of clusters are joined together. The merging process is stopped when the lowest 
BIC score from among all the combinations of clusters in the current clustering is higher 
than a specified threshold, which in our case was set to 0.0.  
The most important role in such clustering is played by the penalty term in the BIC measure, 
which is weighted by the open parameter λ. In the original definition of BIC the parameter  λ 
is set to 1.0 (Schwartz, 1976), but it was found that the speaker clustering performed much 
better if λ is considered as an open parameter that is tuned on the development data.  The λ 
influences both the merging and the stopping criteria and needs to be chosen carefully to 
have the optimum effect. To avoid this, several modifications of the above approach have 
been proposed, but they all had only moderate success, since they either introduced a new 
set of open parameters (Ajmera & Wooters, 2003)  or increased the computational cost of the 
speaker clustering (Zhu et al., 2005).  

2.3 Speaker clustering with Gaussian Mixture Models 

An alternative approach, which does not rely only on the BIC measure, was introduced in 
(Barras et al., 2006). The main idea was to improve the initial clustering with the BIC 
measure by introducing another stage of agglomerative clustering with Gaussian Mixture 
Models (GMMs).   
This approach tends to stop the initial clustering stage (the BIC stage) early, and use the 
results to seed a second clustering stage with more initial data per cluster. As a result, the 
second stage can estimate more complex models for the speakers. In (Barras et al., 2006) they 
modeled clusters at this stage with GMMs by using methods from speaker-recognition 
tasks.  
In this case the initial clustering is performed using the BIC method, described in the 
previous section, which is then continued by introducing the GMMs in the second stage of 
clustering. Before clustering, a Universal Background Model (UBM) with diagonal 
Gaussians is built on training data to represent the general speakers. In addition, some kind 
of feature normalization is applied to reduce the effects of the different acoustic 
environments.  Next, the clustering is performed using the agglomerative clustering scheme 
presented in Section 2.2. The clusters are represented as GMMs and a cross log-likelihood 
ratio (Gauvain & Lee, 1994) is used as a similarity measure. The GMM for each cluster is 
obtained by a MAP adaptation (Reynolds et al., 2000) of the means of the pre-trained UBM. 
Explicitly, for each cluster Ci its model Mi is MAP adapted from the UBM B using the feature 
vectors xi belonging to that cluster. Then, the cross log-likelihood ratio between the two 
clusters Ci and Cj is defined as (Barras et al., 2004):  

 
(5) 

Where the L(x⏐M)  in all four cases represents the average likelihood per frame of data x, 
given the model M. The pair of clusters with the highest CLR is merged and a new model is 
created. The process is repeated until the highest CLR is below a predefined threshold, 
chosen from the development data.  
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Several refinements can be made at all the stages of the presented speaker clustering. In 
order to reduce the effects of different acoustic environments, different types of feature-
normalization techniques have been proposed. The most common is the feature-warping 
technique, which aims to reshape the histogram of the feature data, derived from the cluster 
segments, into a Gaussian distribution (Pelecanos & Sridharan, 2001). As far as the UBM is 
concerned, different UBMs can be trained and used, corresponding to the different gender 
and channel conditions that are expected in the audio data (Barras et al., 2004). Another 
method is to build a new UBM directly from the processing audio data prior to the data 
clustering (Moraru et al., 2005). Several improvements to the similarity measure have also 
been proposed. In the case where several UBMs are used in the speaker clustering, the 
GMMs are obtained through a MAP adaptation from the gender- and channel-matched 
UBM, and only these models (clusters) are then compared using the CLR measure (Barras et 
al., 2006).  Alternative measures to the CLR have also been tested within this approach, like 
an upper-bound estimation of the Kullback-Leibler measure (Do, 2003; Ramos-Castro et al., 
2005) or a penalized likelihood criterion, based on the BIC (Žibert, 2006b).  
We implemented this approach by applying feature-warping normalization before the 
clustering, while just one general UBM was used for all the MAP adaptations of the GMMs. 
The UBM was trained directly from the processing audio data, and the derived GMMs were 
represented by diagonal-covariance Gaussians with 32 mixtures. We decided to use these 
rather small mixture-size GMMs (in the original approach (Barras et al., 2006) 128 mixtures 
were used), since we did not gain any improvement in the speaker clustering on the 
development data by increasing the number of mixtures in the GMMs.  The second reason 
was that by using GMMs with a rather small number of parameters, we removed the need 
for running the initial stage of the BIC clustering in order to obtain more initial data per 
cluster.  

3. Including prosodic information in the speaker clustering 

Both the previously presented speaker-clustering approaches perform the clustering by 
measuring the similarity between the speaker data, based only on the acoustic 
representations. These selected acoustic representations perform reliably in most speaker-
recognition systems, and they were an obvious choice in speaker-clustering approaches. 
Lately, however, several speaker-recognition systems have attempted to include prosodic 
information as well as acoustics for the representation of the speakers (Kajarekar et al., 2003; 
Reynolds et al., 2003; Shriberg et al., 2005; Baker et al., 2005).  The fusing of both 
representations was an attempt to reduce the need for speaker modeling in various acoustic 
environments and to provide additional information about the speaker’s speech 
characteristics.  
We developed an approach to speaker clustering that included both acoustic and prosodic 
representations of the speakers. The main objectives were to derive the prosodic features 
from the speaker-cluster data and to integrate them into the basic acoustic representations of 
the speaker. In order to achieve this, we needed to adopt the presented agglomerative 
speaker-clustering approach to merge the cluster data by defining a new similarity measure 
that was able to fuse the similarity scores from both representations. In the following 
sections a derivation of the prosodic features for the speaker clustering and a new speaker-
clustering approach, based on these features, are presented.  
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3.1 Prosodic features for the speaker clustering 

The development of the prosodic features for the speaker clustering was inspired by a 
derivation of similar features for speaker recognition (Shriberg et al., 2005), where they 
focused on capturing the longer-range stylistic features of a person’s speaking behavior. We 
followed this approach by producing three groups of prosodic features, which were related 
to pitch, energy and duration measurements in speech signals and were designed in such a 
way as to be suitable for speaker clustering. 
A standard approach to extracting prosodic information from speech signals is to define the 
basic units of speech and then produce different features from the duration, pitch and 
energy measurements associated with these units (Noth et al., 2002). A key question is what 
kind of speech units should be applied and how much data is needed for a reliable 
estimation of the prosodic events? When prosodic information is modeled in combination 
with automatic speech-recognition systems, the usual way of producing prosodic features is 
to use recognized words as the basic speech units (Noth et al., 2002). In this case a large 
amount of training data should be available, which is not the case when modeling the 
prosodic information of the speakers from the speaker clusters. Consequently, the basic 
speech units should be defined on sub-word speech regions. In (Shriberg et al., 2005) the 
prosodic features were extracted from the syllable-based regions of speech, while we 
decided to use the voiced-unvoiced (VU) regions. Using the VU regions in speaker 
clustering has several advantages over the syllable-based representation. Both types of sub-
word units operate at nearly the same speech-region levels and thus the same techniques for 
computing prosodic features can be applied, but the VU regions can be detected without the 
use of large-vocabulary speech-recognition systems and are language independent, which is 
not the case when the speech units are represented by syllables or words.  
The procedure for computing the prosodic features from speech segments, using the VU 
regions as the basic speech units, was as follows.  The energy and pitch measurements were 
made at the frame level, which in our case was set to 10 ms. The short-term energy was 
computed as the log of the signal energy, i.e., as the sum of the squared speech-signal 
amplitudes in the window-size range, which in our case was set to 32 ms. The energy was 
computed using the feature-extraction tool in the HTK Toolkit (Young et al., 2004). The pitch 
(f0) is estimated using the get_f0 function in the ESPS/Waves toolkit (Talkin, 1995) and then 
post-processed using the median filtering. For the detection of voiced (V), unvoiced (U) and 
silent (S) regions in the speech, a generic phoneme-based speech recognizer was used. The 
recognizer was the same as the one presented in (Žibert et al., 2007), which was already 
applied in a speech-detection task, where it proved to be language independent. In addition, 
we aligned the voiced regions with the f0 trajectory, where the voiced regions were either 
shortened or extended according to the f0 values or some missing f0 values were added in 
the cases of detected voiced regions. After the extraction and alignment of these 
measurements, we created three groups of prosodic features related to the energy, duration 
and pitch values in voiced-unvoiced-silent (V-U-S) regions: 
Energy features: 
1. energy mean: the estimated mean of the short-term energy frames in the speech segment; 
2. energy variance: the estimated variance of the short-term energy frames in the speech 

segment; 
3. rising energy frame rate: the number of rising short-term energy frames in the speech 

segment divided by the total number of energy frames;  
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4. falling energy frame rate: the number of falling short-term energy frames in the  speech 
segment divided by the total number of energy frames.  

Duration features: 
5. normalized VU speaking rate: the number of changes of the V, U, S units in the speech 

segment divided by the speech-segment duration; 
6. normalized average VU duration rate: the absolute difference between the average 

duration of the voiced parts and the average duration of the unvoiced parts, divided by 
the average duration of all the V, U units in the speech segment; 

Pitch features: 
7. f0 mean: the estimated mean of the f0 frames computed only in the V regions of the 

speech segment; 
8. f0 variance: the estimated variance of the f0 frames computed only in the V regions of the 

speech segment; 
9. rising f0 frame rate: the number of rising f0 frames in the speech segment divided by the 

total number of  f0 frames; 
10. falling f0 frame rate: the number of falling f0 frames in the speech segment divided by the 

total number of f0 frames. 
All the above features were obtained from the individual speech segments associated within 
each cluster. The features were designed by following the approach for prosody modeling of 
speaker data (Shriberg et al., 2005) and the development of the prosodic features for word-
boundary detection in automatically transcribed speech data (Gallwitz et al., 2002).  Note 
that the features in 5 and 6 are the same as those used in speech detection based on 
phoneme-recognition features (Žibert et al., 2007). We decided to implement only those 
features that can be reliably estimated from relatively short speech segments and were 
suitable for prosody modeling in speaker clustering. A normalization of each feature was 
provided by averaging the selected measurements, either by segment duration or by the 
total number of counted frames in a segment.  
The 10 presented features were carefully designed to capture the speaker-oriented prosodic 
patterns from relatively short speech segments; however, to obtain reliable prosodic 
information about a speaker there should be several segments present in a cluster. 
Therefore, the above prosodic features should be treated as a supplementary representation 
of the cluster data, which can provide a considerable improvement in speaker-clustering 
performance when larger amounts of cluster data are available.  

3.2 Fusing of acoustic and prosodic information in speaker clustering 

The development of prosodic features represented the first step of including prosodic 
information in speaker clustering. The next step was to provide an appropriate comparison 
of the different clusters represented by this set of features and to integrate the acoustic and 
prosodic information into a single, unified speaker-clustering approach. We decided to 
implement the same speaker-clustering approach as was used in the baseline BIC clustering, 
presented in Section 2.2, but we extended it by including both types of information in the 
merging process of clustering.  
The main reason for integrating the prosodic features into the speaker clustering was to 
provide information in addition to the basic acoustic features in order to gain some 
improvement in the speaker clustering in the case of adverse acoustic conditions. Thus, a 
new clustering approach was designed, which enabled us to control the amount of each type 
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of information in the merging process of speaker clustering. To achieve this, two important 
issues had to be resolved: 
1. an appropriate similarity measure for the comparison of the clusters represented by 

prosodic features had to be designed; 
2. a fuzzy-based merging criterion had to be defined, which should appropriately combine 

the similarity scores of the acoustic and prosodic representations of the clusters.  
In the baseline speaker-clustering approach the BIC was applied as the similarity measure 
between the clusters represented by the acoustic, MFCC features. In the merging stage of the 
baseline clustering approach two clusters were joined, providing their ΔBIC score achieved 
the minimum among all the ΔBIC scores. A similarity measure based on the prosodic features 
was needed to operate in the same manner: lower scores should correspond to more similar 
clusters and higher scores to less similar clusters. Both similarity measures were also 
required to be easily integrated into the fuzzy-based merging criterion of the speaker 
clustering. This could be ensured by enabling the normalization of the similarity scores of 
both measures and by the appropriate weighting of both similarities.  
Taking all this into account, a new prosodic measure was proposed. The measure was 
defined on speaker clusters by computing the Mahalanobis distance between the principal 
components of the speaker segments represented by the prosodic feature vectors. This 
procedure involved the following steps: 
1. Each segment si is represented by the vector  constructed from 10 prosodic 

features, defined in Section 3.1. 
2. A Principal Component Analysis (PCA; Theodoridis & Koutroumbas, 2003) is 

performed on all the processing segments si, represented by the vectors  . This 

involves computing the correlation matrix Rpros of the vectors  and decomposing 

the eigenvalue Rpros= P⋅Λ⋅PT , where P represents the matrix of eigenvectors ordered by 
the eigenvalues, which are stored in the diagonal matrix Λ.  

3. The Mahalanobis distance between the principal components of the speaker segments is 
computed:   

 

(6) 

  
where  is the principal component of   at the eigenvalue λn,n=1,…,10.  

 is defined in a similar fashion. 
4. The similarity measure between the speaker cluster Ci, composed of the speaker 

segments { si⏐i= 1,…, Ni}, and the speaker cluster Cj, composed of the speaker segments 
{ sj⏐j= 1,…, Nj}  is then defined as the average of the all the pair-wise combinations of 
segments from both clusters:  

 
(7) 

Lower scores in (7) correspond to a better similarity between the clusters represented by 
the corresponding prosodic features. 
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A development of the above prosodic measure was inspired by similar approaches of 
constructing distance measures on clusters with distances that are defined only on cluster 
samples (Theodoridis & Koutroumbas, 2003).  In our case we used the Mahalanobis 
distance, which was computed for principal components of the prosodic features derived 
from the corresponding speaker segments. This was done so as to reduce the possible 
correlation effects of the selected prosodic features and to remove the influences of the 
different scalar ranges of the features on the distance computations.  Note that the prosodic 
measure, defined in (7), operates in the same fashion as the BIC measure, defined in (4): 
lower scores correspond to a better similarity between clusters.   
To integrate both the similarity scores into a merging criterion of speaker clustering some 
kind of score normalization needs to be applied to both similarity measures and the 
appropriate fusion scheme of joining both scores has to be defined. We decided to use the 
min-max score normalization of both similarity measures (Jain et al., 2005). The normalized 
version of the BIC measure from (4) was defined as:    

 

(8) 

and a normalized version of the prosodic measure from (7) was defined as: 

 

(9) 

The minimum and maximum values in equations (8) and (9) were computed from among all 
the pair-wise cluster combinations at the current step of merging. A controllable fusion of 
both representations of the speaker clusters in the merging criterion was obtained by 
producing a weighted sum of the normalized versions of both similarity measures: 

 (10)

where  represents a weighting factor between the acoustic and prosodic representations of 
the speaker clusters. A merging of the clusters was then achieved by finding a minimum 
score among all the pair-wise combinations of clusters at the current step of clustering: 

 (11)

By using the above merging criterion the speaker clustering was performed by following the 
same clustering procedure as described in Section 2.2. The only difference was in step 2 of 
the procedure, where instead of a minimum of the ΔBIC score in the merging step in equation 
(1), a minimum from among the fusion of scores from equation (11) was used. In this way 
we were able to include prosodic information in the baseline speaker-clustering approach.  

4. Evaluation of the speaker-clustering approaches 

An evaluation of all three presented clustering approaches was performed in two speaker-
diarization tasks on broadcast news data. The evaluation experiments were conducted by 
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following the NIST Rich Transcription Evaluation, which has been the major evaluation 
technique for the speaker diarization of broadcast news data (Fiscus et al., 2004). A similar 
evaluation was also performed in the ESTER Evaluation using French radio broadcast news 
data (Galliano et al., 2005). 
Our experiments were carried out on two broadcast news databases. The first includes 33 
hours of BN shows in Slovene and is called the SiBN database (Žibert & Mihelič, 2004). The 
second was a multilingual speech database, COST278, which is composed of 30 hours of BN 
shows in nine European languages (Vandecatseye et al., 2004), and was already used for an 
evaluation of different language- and data-independent procedures in the processing of 
audio BN shows, (Žibert et al., 2005). 

4.1 Evaluation measure  
The speaker-clustering approaches were evaluated by measuring the speaker-diarization 
performance in terms of the diarization error rate (DER), (Fiscus et al., 2004).  The DER 
measures the differences in the reference and hypothesized speaker segmentations. This is 
accomplished by finding a one-to-one mapping of the reference speaker segments to the 
hypothesis speaker labels so as to maximize the total overlap of the reference and the 
(corresponding) mapped hypothesis speakers.  The speaker-diarization performance is then 
expressed in terms of the miss (speaker in reference but not in hypothesis), false-alarm 
(speaker in hypothesis but not in reference) and speaker-match (mapped reference speaker 
is not the same as the hypothesized one) error rates. While the miss and false-alarm error 
rates correspond to the speech/non-speech detection errors, the speaker-match error rate 
corresponds to the speaker-clustering errors. The overall diarization error (DER) is the sum 
of these three components.  
We additionally modified the DER measure in order to more closely analyze the 
performance of the speaker-clustering approaches, regardless of the stopping criteria used 
in the clustering. We achieved this by computing the overall diarization-error-rate trajectory 
as the average of the DER trajectories of each processed audio file. The DER trajectory per 
each file was constituted from the DER values computed for a different number of speaker 
clusters. The number of speaker clusters was not defined in absolute figures, but as the 
relative difference compared to the actual number of speakers in each processed audio file. 
This enabled us to align the DER values of each file at the same evaluation points and 
produce the average trajectory as the final result. Such evaluations provided us with more 
valuable insights into how the different speaker-data representations could affect the 
speaker clustering and how well the merging process of clustering can be performed 
without any additional tuning of the proper stopping thresholds, since it is well known that 
an improper selection of the stopping thresholds can seriously degrade the speaker-
clustering performance. 

4.2 Experimental setup 
We evaluated all three speaker-clustering approaches: a baseline system with the BIC, a 
GMM-based approach and a fusion-based approach, presented in Sections 2.2, 2.3, and 
Section 3, respectively.  
Since we only wanted to assess the performance of the speaker-clustering approaches we 
used the same speech/non-speech-detection and audio-segmentation procedures in all the 
evaluation experiments. The speech/non-speech detection used the approach presented in 
(Žibert et al., 2007), while the audio segmentation used the approach presented in (Chen & 
Gopalakrishnan, 1999).  
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In all the tested speaker-clustering approaches we needed to set different open parameters.  
The parameters were chosen according to the optimal speaker-diarization performance of 
the corresponding clustering approaches on the development dataset, which was composed 
of 7 hours of BN audio data from the SiBN database. Detailed information of the 
experimental setup for each individual clustering approach is presented in the following list: 
• The baseline BIC approach: (described in Section 2.2) 

The audio data were represented by MFCC features, which were composed of the first 
12 cepstral coefficients (without the 0th coefficient) and a short-term energy with the 
addition of the ΔMFCC features.  The ΔMFCC features were computed by estimating 
the first-order regression coefficients from the static MFCC features. The features were 
derived from audio signals every 10 ms by using 32-ms analysis windows, (Young et 
al., 2004). For the estimations of the ΔBIC measure from equation (4) each cluster was 
modeled using full-covariance Gaussian distributions, and the penalty factor λ was set 
to 3.0, which was chosen according to the optimal clustering performance on the 
development dataset.  
This approach is referred to as the clust_REF_BIC approach in our experiments. 

• The UBM-MAP-CLR approach: (described in Section 2.3) 
The audio data were represented by the same feature set as was used in the baseline 
BIC approach, but with the addition of feature warping (Pelecanos & Sridharan, 2001), 
which was performed on each segment separately. All the GMMs were constructed 
from 32 diagonal-covariance Gaussian mixtures. The UBM was estimated directly from 
the processing audio data by using the expectation-maximization algorithm 
(Theodoridis & Koutroumbas, 2003). No separate gender-derived models were trained. 
The MAP adaptation of (only) the UBM means was performed on each cluster to derive 
cluster-based GMMs.  Next, the clusters where the highest CLR score in equation (5) 
was achieved were merged at each step of the merging process.           
This approach is referred to as the clust_UBM_MAP_CLR approach in our 
experiments. 

• The FUSION approach: (described in Sections 3.1–3.2) 
The fusion of acoustic and prosodic representations is described by equation (10). The 
acoustic representation of the audio data was implemented by the same MFCC-based 
features as were used in the above approaches. The prosodic features were derived at 
every speaker segment and were not changed during the clustering. When combining 
the ΔBIC measure from equation (8) and the prosodic measure from equation (9) into the 
weighted sum (10), the weighting parameter  needed to be set. This parameter was 
tuned on the development dataset and set to a value of 0.85.  This was in accordance 
with our expectation that the main discriminative information for speaker clustering is 
stored in the acoustics, while the prosody provides only supplementary information. 
Note that we used the same penalty factor, λ=3.0, in the ΔBIC measure as was used in the 
baseline BIC approach.   
This approach is referred to as the clust_FUSION approach in our experiments. 

4.3 Evaluation results 

An assessment of the selected clustering approaches was performed on the SiBN and the 
COST278 BN databases. The experiments were conducted in such a way as to evaluate the 
performance of the clustering approaches in various acoustic conditions. The SiBN database 
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consists of BN shows of one TV station, including the same set of speakers, and was 
collected in unchanged recording conditions. For this reason it was considered to represent 
relatively homogeneous data. On the other hand, the COST278 BN database consists of BN 
shows in different languages from several TV and radio stations, it includes a wide range of 
speakers and the data were collected under different recording conditions. As such it 
represented relatively inhomogeneous audio data in terms of different speakers and 
acoustic environments.      
The speaker-diarization results, which were produced by running all three speaker-
clustering approaches on the SiBN and COST278 BN databases, are shown in Figures 2 and 
3, respectively. The DER results, plotted in Figures 2 and 3, should be interpreted as follows: 
the DER results at the evaluation point 0 correspond to the average of the DER across all the 
evaluated audio files, where the number of clusters is equal to the actual number of speakers 
in each file, the DER results at evaluation point +5 correspond to the average of the DER 
across all the evaluated audio files, where the number of clusters exceeds the actual number 
of speakers in each file by 5, and analogously, the DER results at evaluation point -5 
correspond to the average of the DER across all the evaluated audio files, where the number 
of clusters is 5 clusters lower than the actual number of speakers in each file, and so on. 
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Fig. 2. Speaker-diarization results on the SiBN database when using different clustering 
procedures. The lower DER values correspond to better performance  

The speaker-diarization results in Figure 2 correspond to the speaker-clustering 
performance of the tested approaches on the SiBN data. The overall performance of the 
speaker-clustering approaches varies between 13.5% and 16%, measured using the overall 
DER.  The clust_UBM_MAP_CLR and clust_FUSION approaches perform slightly better than 
the baseline clust_REF_BIC approach across the whole range of evaluation points. When the 
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clust_FUSION and the clust_REF_BIC approaches are compared, it is clear that the SiBN 
results display significant differences in the speaker diarization performance of both 
approaches, which is in favor of the clust_FUSION approach. This indicates that adding the 
prosodic characteristics of speakers to the basic acoustic information could improve the 
speaker clustering.  The same can be concluded from comparing the clust_UBM_MAP_CLR 
approach with the baseline BIC approach. The performance of the clust_UBM_MAP_CLR 
approach improved when enough clustering data were available for the GMM estimations, 
which resulted in lower DERs in comparison to the baseline BIC approach, when the 
number of clusters shrinks (the DER results display a better performance for the  
clust_UBM_MAP_CLR approach in the range below the evaluation point +10 in Figure 2).          
It is also interesting to note that the DER trajectories of all the approaches achieved their 
minimum DER values around the evaluation point 0. This means that if all the clustering 
approaches were to be stopped when the number of clusters is equal to the number of actual 
speakers in the data, all the approaches would exhibit their optimum speaker-diarization 
performance. At that point the best clustering result was achieved with the clust_FUSION 
approach.  
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Fig. 3. Speaker-diarization results on the COST278 BN database when using different 
clustering procedures. The lower DER values correspond to a better performance. 

Another interesting conclusion can be drawn from observing the flatness of the DER 
trajectories. Since the proposed evaluation measure aimed to compute the DER values at the 
relative numbers of clusters in each file, no stopping criteria needed to be applied; however, 
in practice the proper stopping of the clustering should be ensured. The optimum stopping 
criteria should end the merging process at the point with the lowest DER, which should 
coincide with the evaluation point 0, where the number of clusters is equal to the number of 
actual speakers in the data.  Around this point it is better for the approaches to produce 

www.intechopen.com



Novel Approaches to Speaker Clustering for Speaker Diarization in  Audio Broadcast News Data 

 

357 

relatively flat DER trajectories, which would result in a small loss of speaker-diarization 
performance, when the stopping criteria would not find the exact position for ending the 
merging process. In the case of the SiBN results, the DER trajectory, produced by the 
clust_FUSION approach, is flatter around the evaluation point 0 than the DER trajectories, 
produced by the clust_REF_BIC and clust_UBM_MAP_CLR approaches.   
The speaker-diarization results in Figure 3 were produced by running the tested clustering 
approaches on the COST278 BN database. The results demonstrate the similar clustering 
performance of the approaches as in the case of the SiBN data, even though the overall DERs 
are higher than in the SiBN case. This was expected, since the COST278 BN data includes 
many more speakers in various acoustic environments than the SiBN data, and thus the 
clustering problem was more complex.  In this situation the clust_FUSION approach 
produced the best overall speaker-diarization results, while the clust_REF_BIC approach 

performed slightly better than the clust_UBM_MAP_CLR approach. This means that in the 
case of adverse acoustic conditions it is better to model the cluster data by adding prosodic 
information to the cluster representations rather than modeling them just with acoustic 
representations (the clust_REF_BIC approach) or by a more precise acoustic modeling with 
the GMMs (the clust_UBM_MAP_CLR approach). 

5. Discussion 

In short, we have looked at three speaker-clustering approaches. The first was a standard 
approach using a bottom-up agglomerative clustering principle with the BIC as a merging 
criterion. In the second system an alternative approach was applied, also using bottom-up 
clustering, but the representations of the speaker clusters and the merging criteria are 
different. In this approach the speaker clusters were modeled by GMMs. In the clustering 
procedure during the merging process the universal background model was transformed 
into speaker-cluster GMMs using the MAP adaptation technique. The merging criterion in 
this case was a cross log-likelihood ratio (CLR). A totally new approach was developed 
within the fusion speaker-clustering system, where the speaker segments are modeled by 
acoustic and prosodic representations. The idea was to additionally model the speaker’s 
prosodic characteristics and add them to the basic acoustic information. We constructed 10 
basic prosodic features derived from the energy of the audio signals, the estimated the pitch 
contours, and the recognized voiced-unvoiced regions in the speech, which represented the 
basic speech units. By adding prosodic information to the basic acoustic features the 
baseline clustering procedure had to be changed to work with the fusion of both 
representations.  
We performed two evaluation experiments where the overall diarization error rate was 
used as an assessment measure for the three tested clustering approaches. Experiments 
were performed on the SiBN and the COST278 BN databases. The evaluation results 
showed better performance for the tested systems in the SiBN case. This is due to the fact 
that the SiBN data included more homogeneous audio segments than the COST278 data, 
which resulted in an about 5% better performance for all of the clustering approaches. 
Furthermore, it was shown that speaker clustering, where the segments are modeled by 
speaker-oriented representations (speaker GMMs, prosodic features), were more stable 
and more reliable than the baseline system, where the segments are represented just by 
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acoustic information. The best overall results were achieved with the fusion system, 
where the clustering involved joining the acoustic and prosodic features. From this it can 
be concluded that the proposed fusion approach aimed at improving the speaker-
diarization performance, especially in the case of processing BN data, where the speaker’s 
speech characteristics across one BN show do not change significantly, but the speaker’s 
clustering data can be biased due to different acoustic environments or background 
conditions.        

6. Conclusion 

Speaker clustering represents the last step in the speaker-diarization process. While the 
aim of the speech detection and speaker- and acoustic-segmentation procedures is to 
provide the proper segmentation of audio data streams, the purpose of the speaker 
clustering is to connect together segments that belong to the same speakers. In this 
chapter we solved this problem by applying agglomerative clustering methods. We 
concentrated on developing proper representations of the speaker segments for clustering 
and researched different similarity measures for joining the speaker segments that would 
result in a minimization of the overall diarization error for such systems. We realized 
three speaker-clustering systems, two of them operated on acoustic representations of 
speech, while the newly proposed one was designed to include prosodic information in 
addition to the basic acoustic representations. In this way we were able to impose higher-
level information in the representations of the speaker segments, which led to improved 
clustering of the segments in the case of similar speaker acoustic characteristics in adverse 
acoustic conditions. 
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