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1. Introduction 

A stereo matching algorithm for 3D structure reconstruction relies on the correlation of 
image features in a pair of images. Usually, two calibrated cameras are used to capture 
scenes, and the left and right images are rectified to reduce the search space from 2D image 
region to 1D line. Then, the disparity is defined by the horizontal difference between the 
corresponding points on the search line. To solve the correspondence problem, various 
image features such as image intensity, edge, color, infrared light, pixel motion, etc. are 
employed either separately or integrated together. Among these image features, pixel 
motion or optical flow has been rarely used as one of the matching features (A. Scheuing & 
H. Niemann, 1986, G. Sudhir et al, 1995, A. M. Waxman & J. H. Duncan, 1986). In this 
chapter, we focus on the use of optical flow as an additional constraint in solving the 
correspondence problem. 
The stereo matching algorithm for 3D structure reconstruction can be divided into two 
groups based on the matching primitives: intensity based matching (also referred to as area 
based matching) and feature based matching. The intensity based matching method 
searches the best matching points using only intensity values of pixels. The method can 
further be divided into two groups depending on the smoothness constraints in 
minimization of matching cost function: local (window-based) method and global method. 
More details on the intensity based method can be found in a survey by Scharstein (D. 
Scharstein & R. Szeliski. 2002, M. Z. Brown et al, 2003). The intensity based matching 
method produces a dense disparity map without any additional post-processing, but 
usually needs an exhaustive search. Since the intensity based method uses the intensity 
value at each pixel directly, this method may suffer from the varying illumination problem. 
The feature based matching method searches the best matching points using some special 
symbolic feature points, such as line, contour, corner, etc. Since this method calculates 
disparity values only on the pixels corresponding to the feature point, this method does not 
require an exhaustive search. Also, symbolic features are less sensitive to illumination 
changes than pixel intensity, so the calculated disparity is more reliable than that of the 
intensity based matching method in the case of varying illumination. However, this method O
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requires an additional process for extracting image features, and the produced disparity 
map is not as dense compared to that produced by the intensity based matching method 
unless a surface-fitting step is applied. More details on the feature based matching method 
can be found in a survey by Dhond (U. R. Dhond & J. K. Aggarwal, 1989). 
In this chapter, we propose to use optical flow as an additional constraint in solving stereo 
correspondence problem in both intensity and feature based stereo matching methods. For 
the intensity based matching method, optical flow is used to reduce mismatching, which is 
described in Section 2.1. For the feature based matching method, optical flow simplifies the 
matching procedure as described in Section 2.2. In Section 3, we present some preliminary 
results on the surface reconstruction of a human hand in stereo image sequences using our 
proposed methods. 

2. Modification of two matching techniques 

2.1 Modification of an intensity based matching technique 

In this section, we restrict the intensity based method to the local (window-based) method. 
The local intensity based matching technique calculates the disparity based on two 
geometric constraints. The first is the epipolar constraint that reduces two-dimensional 
search space to one-dimensional one. The second constraint is the assumption that the 
disparity is constant in small image regions (O. Faugeras et al, 1993). Based on these two 
constraints, small image regions are matched between two images along the epipolar line. If 
left and right images are rectified, then the vertical position of the search line in the right 
image is the same as that of the corresponding point in the left image. Then the disparity is 
defined as the horizontal distance between the corresponding points. To find the best 
matching pixel, various matching criteria are used. One of the most basic criteria is the sum 
of squared distances (SSD) defined as: 
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where 
LI  and 

RI  are left and right images, ),( yx  is the pixel coordinates where the disparity 

d is calculated, and the indices i and j are used to cover the entire pixels within a rectangular 
window. The best matching pixel has the minimum SSD value. This method is very simple 
but requires an assumption that the illumination conditions are same for the left and right 
images. But in real stereo images, due to the different setting of each camera or relative 
distance from each camera to the light sources, this assumption is not always satisfied. To 
ameliorate this problem, we use another matching criterion that is more robust to the 
variance of the illumination. This criterion is referred to as the normalized sum of squared 
distance (NSSD)(O. Faugeras et al, 1993) and defined as follows:  
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where ),( yxIL  is the mean of ),( jyixIL ++   within the window in the left image and 

),( ydxIR +  is the mean of ),( jydixIR +++  within the window in the right image. 
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In addition to the intensity based matching criterion, we use another matching criterion that 
uses optical flow. For each left and right image sequence, the optical flow is calculated using 
our robust motion estimation technique presented in (Y.-H. Kim et al, 2005). The optical 
flow corresponding to a pixel in the left image is matched to that corresponding to a pixel in 
the right image along the epipolar line using the following motion correspondence matching 
criterion in a similar way of the intensity based matching technique described above: 
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where 2 2
( , ) ( , ) ( , )M x y u x y v x y= +  is the squared magnitude of optical flow vector which consists of 

the horizontal )(u  and vertical )(v  components and other notations are same as defined in 

Eqs. (1) and (2). 
Finally, we integrate the intensity based matching criterion and the motion based matching 
criterion in a single matching criterion as follows:  

 
)),,,(1(),,(),,( dyxNSSDdyxNSSDdyxNSSD MotionIntensityIntegrated +×=

 (4) 

2.2 Modification of a feature based matching algorithm 

In this section, we first describe the Marr-Poggio-Grimson (MPG) algorithm that is one of 
the most popular feature based matching methods. Then explain how we modify this 
algorithm using optical flow. 
The MPG algorithm, implemented by Grimson (W. E. L. Grimson, 1981), solves the stereo 
correspondence problem based on the Marr and Poggio's computational model of human 
stereopsis (D. Marr & T. Poggio. 1979). The MPG algorithm consists of following three main 
steps: feature extraction, feature matching, and matching analysis. 
The first step of the MPG algorithm is to extract features in images. For this purpose, the 
Laplacian of Gaussian )( 2G∇  operator (referred to as the primal sketch operator) is first 

applied to the image where the operator is formed by: 
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where ),( yx  is the pixel coordinate and 222 yxr += . The width of the function is represented 

by the distance between the first zeros on either side of the origin and denoted by 

σ222 =Dw . From the image filtered by this operator, zero crossing points are then detected 

as final image features. 
The second step of the MPG algorithm is feature matching. Based on the Marr and Poggio's 
hierarchical model of human stereopsis, the MPG algorithm employs a coarse-to-fine 
approach for feature matching. The disparity values obtained at a coarse level of images are 
used for the disparity calculation at the next finer level of images. At each level, for each 
zero-crossing point in the left image, its matching candidates in the right image are searched 
within the scan line where the center of the line is the coordinates of the zero-crossing point 
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in the left image and the width of the line is 
Dw22 . Within this search line, the points with 

similar local orientations are selected as its matching candidates. Instead of using the local 
orientation at zero-crossings as originally proposed by Grimson (W. E. L. Grimson, 1981), 
we use binary neighborhood comparison -- implemented by Tanaka and Kak (S. Tanaka & 
A. C. Kak, 1990) - as the candidate selection criterion in our implementation. 
The third step of the MPG algorithm is matching analysis. If just only one matching is found 
in the scan line, then the distance between the corresponding points will be the final 
disparity. However, within the search line, more than one matching candidates can be found 
and, in that case, further consideration is required to determine the final disparity. For this 
purpose, Marr and Poggio used two constraints. One is referred as to uniqueness: each zero-
crossing point in the left image must have only one disparity value. The other one is referred 
as to continuity: disparity value must vary smoothly. To implement these two constraints of 
Marr and Poggio's theory, Grimson grouped matching candidates by three types depending 
on the position of the matching candidates in the search line: convergent, divergent, or zero. 
If more than one matching candidates are found, then the one having the same type of 
matching as the dominant matching type in the neighbourhood is accepted. 
In our modification of the MPG algorithm, we simplify the final matching analysis step by 
employing optical flow. First, we calculate squared magnitude of the optical flow vectors in 
the left image and the right image separately. Then in the multiple matching candidates, we 
choose the one having the minimum difference of the squared magnitude of the optical flow 
vectors between the corresponding points. 

3. Results 

In this section, we present some preliminary results of the 3D structure reconstruction using 
our modified matching algorithms described in the previous section. Fig. 1 shows left and 
right image sequences we used here. These image sequences include a human hand that is 
moving at the front of the left and right cameras. To enrich the texture of the hand, we used 
a glove covered by random-dot pattern. 
For each image sequence, optical flow is obtained frame by frame using our robust optical 
flow estimation method (Y.-H. Kim et al, 2005). Generally, differential optical flow 
techniques based on the image derivatives are able to estimate only the small motion. The 
small optical flow does not provide significant differences between neighbour pixels and is 
not adequate for the matching criterion. To ameliorate this problem, we accumulate optical 
flow vectors calculated from several image frames to get larger optical flow. Fig. 2 shows the 
squared magnitude of the accumulated optical flow vectors in three-dimensional space. The 
width and depth of the three-dimensional space represent the axes of the horizontal and 
vertical direction of the image plane, and the height of the three dimensional space 
represents the axis of the squared magnitude of the optical flow vectors. Figs. 2(a, b) show 
the squared magnitude of the optical flow vectors from the 1st image frames to the 2nd 
image frames for each left and right image sequence respectively. Figs. 2(c, d) show the 
squared magnitude of the accumulated optical flow vectors from the 1st image frames to the 
3rd image frames for each left and right image sequence respectively. Figs. 2(e, f) show the 
squared magnitude of accumulated optical flow vectors from the 1st image frames to the 5th 
image frames for each left and right image sequence respectively. As shown in this figure, the 
squared magnitude of optical flow and the difference of these values between neighbour 
pixels increase as the number of image frames used for the optical flow calculation increases. 
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(a)                                                           (b) 

         

(c)                                                           (d) 

         

(e)                                                           (f) 

         

(g)                                                           (h) 

Fig. 1. Left and right image sequences: (a, b) The 1st image frames, (c, d) The 2nd image 
frames, (e, f) The 3rd image frames,  and (g, h) The 5th image frames. 
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(a)                                                                        (b) 

     

(c)                                                                        (d) 

     

(e)                                                                        (f) 

Fig. 2. Squared magnitude of (a, b) optical flow from the 1st image frames to the 2nd image 
frames,   (c, d) accumulated optical flow from the 1st image frames to the 3rd image frames, 
(e, f) accumulated optical flow from the 1st image frames to the 5th image frames for the left 
and the right image sequences respectively. 

3.1 Results of a modified intensity based matching technique 

Fig. 3(a) shows the disparities obtained from the original intensity based matching 

algorithm using the first image frames of the left and right image sequences. No motion 
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information is used for this result. The width and the depth of the three dimensional 

space represent the axes of the vertical and horizontal direction of the image plane and 

the height of the three dimensional space represents the axis of the disparity. Fig. 3(b) 

shows the disparities obtained from the modified intensity based matching algorithm 

using the intensity matching criterion and additional motion matching criterion. The 

intensity matching criterion uses pixel intensities in the first image frames of the left and 

right image sequences. The motion matching criterion uses the optical flow from the 1st 

image frames to the 2nd image frames for each left and right image sequence 

respectively. For the integrated matching criterion, Eq. (3) is used. Fig. 3(c) shows the 

disparities obtained from the modified matching algorithm in which the intensity based 

matching criterion uses the first image frames of the left and right image sequences and 

the motion based matching criterion uses accumulated optical flow from the 1st image 

frames to the 5th image frames for each left and right image sequence respectively. We 

can see the number of mismatches decreases by using the motion matching criterion and 

also by increasing the number of image frames to calculate optical flow. The mismatches 

in Fig. 3(c) are separated as shown in Fig. 4(a) using our de-nosing technique (that counts 

the pixels in a certain cubic area around a pixel in interest and if the number of count is 

less than a threshold then the pixel in interest is discarded). Fig. 4(b) shows the finally 

reconstructed surface of hand using a surface fitting function (spaps) in MATLAB (C. de 

Boor, 2004). 

3.2 Results of a modified feature based matching algorithm 

Fig. 2 shows different levels of zero-crossing points for the test image sequences filtered 

by the Laplacian of Gaussian operator with different 
Dw2

 values. In Fig. 2, the value of 

Dw2
 for (a, b) is 32, for (c, d) 16, for (e, f) 8, and for (g, h) 4. Fig. 6(a) shows disparities 

obtained using the original feature based matching algorithm from the first image 

frames of the left and right image sequences. No motion information is used for this 

result. The width and the depth of the three dimensional space represent the vertical 

and horizontal axes of the image plane and the height of the three dimensional space 

represents the axis of the disparity. Fig. 6(b) shows the disparities obtained using our 

modified feature based matching algorithm. This algorithm uses zero-crossing features 

obtained from the first image frames of the left and right image sequences and optical 

flow obtained from the 1st image frame and the 2nd image frame for each left and right 

image sequence respectively. Although our modified feature based matching algorithm 

uses simpler matching procedure than the original feature based matching algorithm as 

described in Section 2.2, we can see no significant difference between the disparity 

results in Fig. 6(a) and those in (b). Fig. 6(c) shows the disparities obtained using our 

modified feature based matching algorithm using the accumulated optical flow from 

the 1st image frame to the 5th image frame for each left and right image sequence 

respectively. There is no significant difference between the result in Figs. 6(b) and that 

of (c). Fig. 7(a) shows the disparities after separating noisy disparities using the same 

de-nosing algorithm used in Section 3.1. The final reconstructed hand surface result is 

shown in Fig. 7(b). 
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(a) 

 

(b) 

 

(c) 

Fig. 3. Calculated disparities: (a) using the original intensity based stereo matching 
technique, (b) using the modified intensity based stereo matching technique with optical 
flow from the 1st to the 2nd image frames, and (c) using the modified intensity based stereo 
matching technique with accumulated optical flow from the 1st to the 5th image frames. 
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(a) 

 

 

(b) 

 
Fig. 4. (a) Noise separated disparities, (b) A human hand surface reconstruction result   
using our modified intensity based stereo matching method. 
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(a)                                                          (b) 

      
(c)                                                          (d) 

      
(e)                                                          (f) 

      
(g)                                                          (h) 

 

Fig. 5. (a) Zero-crossing feature points in the left and right images which are filtered by LoG 
operator with different 

Dw2
: The value of 

Dw2
 is (a, b) 32, (c, d) 16, (e, f) 8, and (g, h) 4, 

respectively. 
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(a) 

 

(b) 

 

(c) 

Fig. 6. (a) Calculated disparities: (a) using the original MPG algorithm, (b) using our 
modified MPG algorithm with optical flow from the 1st to the 2nd image frame, and (c) 
using our modified MPG algorithm with accumulated optical flow from the 1st to the 5th 
image frames. 
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(a) 

 

(b) 

 

Fig. 7. (a) Noise separated disparities, (b) A hand surface reconstruction result using our 
modified MPG algorithm. 
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3. Conclusion 

In this chapter, we proposed two modified stereo matching algorithms. One is the 

modification of an intensity based matching algorithm and the other one is the modification 

of a feature based matching algorithm. For the modification of an intensity based matching 

algorithm, we employed an additional matching criterion using optical flow to reduce the 

number of mismatching disparities. For the modification of a feature based matching 

algorithm, we simplified the matching procedure in the original MPG algorithm using 

optical flow. We presented some preliminary experimental results of the 3d structure 

reconstruction obtained by each modified matching algorithm for a pair of image sequence 

including a human hand. 
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