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Action Selection and Obstacle Avoidance using 
Ultrasonic and Infrared Sensors 

Fernando Montes-González, Daniel Flandes-Eusebio and Luis Pellegrin-
Zazueta 

Departamento de Inteligencia Artificial, Universidad Veracruzana 
 México 

1. Introduction 

The use of genetic algorithms in behavior based robotics is employed to adjust the 
parameters of the behavioral patterns that the robot executes. In order to model these 
patterns, Khepera robots can be used as one of many options. Therefore, in this paper we are 
proposing to expand the basic sensing capabilities of the robot by the development of a 
rapid ultrasonic detection turret for the Khepera II robot. The use of this turret favors the 
detection of different kinds of objects. Our purpose is to simulate the kind of behavior that a 
robot encounters in the navigation of human environments. For example, objects like short 
tables or desks standing on their legs above the floor. The standard Khepera II robot is 
equipped with eight infrared sensors, thus we designed an ultrasonic turret with three more 
sensors in order to grant the robot with detection capabilities for objects with short legs. 
Later on, we developed an obstacle avoidance behavior with the use of genetic algorithms. 
Therefore, in section 2 a brief background on genetic algorithms is provided.  In section 3, 
we discuss some topics related to ultrasonic sensing, and we introduce the integration of 
these sensors into the Khepera. Section 4 describes the employed parameters for the use of 
the genetic algorithm and the robot equipped with ultrasonic and infrared sensing 
capabilities. The description of some experiments for testing the setup of the robot is 
explained in Section 5. Then, in section 6 we explore the integration of the extended 
capabilities of the Khepera within a foraging task with Action Selection. Finally, we provide 
a general conclusion in section 7. 

2. Evolutionary Robotics and Genetics Algorithms 

In writing several examples of solutions have been provided for the development of robot 
behavior. Commonly, the implementation of a particular behavior is carried out once the 
experimental setup is established. For example, robots can be set in a semi-structured 
environment where they solve particular tasks. Take the work of Bajaj and Ang Jr. for 
instance (Bajaj & Ang, 2000), where the standard Khepera has to solve a maze by avoiding 
obstacles and following walls. In the mentioned work and similar works, the use of Genetic 
Algorithms (Holland, 1975) is preferred over existent evolutionary methods like: 
Evolutionary Strategies, Genetic and Evolutionary Programming and Co-evolution. The 

Source: Frontiers in  Evolutionary Robotics, Book edited by: Hitoshi Iba, ISBN 978-3-902613-19-6, pp. 596, April 2008, I-Tech Education 
and Publishing, Vienna, Austria
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development of a basic genetic algorithm is a solid approach for starting to work on 
evolutionary robotics. Therefore, in our paper we chose the use of this method for tuning an 
obstacle avoidance behavior. It is important to notice that the resultant behavior, which is 
shaped and nearly optimized by the use of the genetic algorithm, ultimately depends on the 
right choice of the fitness function. Next we provide a brief background on genetic 
algorithms to support the development of our work.  
The use of genetic algorithms and neural networks (Nolfi & Floreano, 2000) offers a good 
solution to the problem of modeling an obstacle-avoidance behavior in maze-like 
environments. Neural controllers require the setup of a chosen topology, and this can be 
done by the use of some rules of thumb. Once the topology is decided the weights of the 
neural controller have to be configured. A common approach relies on the use of 
backpropagation training that is a form of supervised learning where the neural net has to 
learn a known response to a particular configuration of the sensors in the robot. The general 
misclassification error is calculated and decreased over time when the neural network is 
trained. However, this kind of learning requires the design of training and validation data. 
On the other hand, the use of genetic algorithms is a form of gradient ascent approach that 
refines at each step of the optimization the quality of initial random solutions.   
The optimization of neural controllers with genetic algorithms requires the representation, 
as a vector, of the weights of the neural controller. Then, a common practice consists of a 
direct encoding of the neural weights as an array that represents the genetic material to be 
manipulated by artificial evolution. A single neural controller represents one of the many 
individuals that form a population, which in turn are candidates for providing a good 
solution to the task that is to be solved. On the other hand, the fittest individuals of one 
population are used to breed the children that will be evaluated in the next generation. 
Therefore, the quality of a solution (‘fitness’) is measured to acknowledge whether a 
candidate solution is or not a good solution to the behavior we are trying to model. If the 
fitness of all candidate solutions is plotted, we will end up with a convoluted space where 
all possible fitness solutions can be represented. Therefore, this fitness landscape is formed 
by mountains and valleys, where landmarks in the mountains represent good quality 
solutions and landmarks near valleys are poor solutions.  
The search of the best solution within a fitness landscape requires the guidance of the 
genetic algorithm to move uphill to find improved solutions. Nevertheless, a few downhill 
steps may be necessary in order to climb to the highest mountain. Therefore, exploration is 
guided by the use of a fitness formula that defines the behavior to be shaped, and three 
genetic operators are employed to create new solutions from existent ones. Thus, the current 
evaluated population spawns a new generation by the selection of a subset of the best 
individuals, the reproduction of the best individuals in pairs by the crossover of their genetic 
material, and the mutation of some of the material genetic of the individuals in the new 
population. The application of these operators to an initial random population of weights 
will produce refined solutions over time, and then the fitness evaluation will shape the final 
behavior through the breeding of the fittest individuals. However, few iterations are needed 
before this occurs. 

3. Ultrasonic Sensing and its Integration with the Khepera Robot 

The standard capabilities of the Khepera have already been extended in other works. 
However few are related to the use of ultrasonic sensors. Take for instance the work of 
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Chapman, et al. (Chapman, et al., 2000) where a wind-sensor is built for solving a maze. The 
work of Webb, et al. (Webb, et al., 2005) provided ears to a Khepera in order to simulate a 
female cricket. Furthermore, Odenbach, et al. (Odenbach, et al., 1999) fitted a wireless 
communication system on the Khepera to allow the identification of another Khepera in 
contrast to surrounding obstacles. Böndel, et al. (Böndel, et al., 1999) extends the Khepera to 
pick up small holed cubes. Another extension of the Khepera by Goerke, et al. (Goerke, et 
al., 1999) allows the robot to play golf. In contrast, the work of Winge (Winge, 2004) is the 
closest work to the one presented here. However, he makes use of the SRF04 sonar1 and a 
major inconvenience is the programming of the Khepera microcontroller to estimate the 
measured distance to the objects.  
In our work we are extending the sensing capabilities of the Khepera robot (Mondana, et al., 
1993) with the use of a rapid ultrasonic detection turret; thus, we introduce how these 
sensors work. They use a non-audible pulse of 40 KHz, which travels through the air. When 
an object is close to the transmitter-receptor of the ultrasonic sensor, sound waves bounce 
back from that object and this bounce-back of the sound is then detected by the ultrasonic 
sensor. An elegant solution for the measurement of distance using ultrasonic sensors 
consists on the calculation of the time-estimation of the bounce-backed sound to the 
receptor. In order to calculate distance, we assume that the speed of the sound in the air is 
already known, and can be calculated using the rule of three from the next formula  

 
2

npropagatio

s

t
vD ⋅=  (1) 

where: vs = 340[m/s] is the propagation speed of the acoustic waves in the air; and 
tpropagation[s] is the total propagation delay of the acoustic waves. 
However, by following an approach such as this requires the use of an analogue-digital 
converter to transform the resultant data into a digital format that can be processed by the 
Khepera's microcontroller. An alternative method calculates the distance from the measured 
intensity of the bounced-back sound into the receptor. As a result, we obtain an analogue 
signal that can be passed to the microcontroller of the Khepera. The latter method is less 
accurate, though is cheap and requires a reduced amount of electronic components. The 
measurement of the bounced-back sound is a rapid solution that makes a popular choice for 
prototype development. Thus, for the design of a rapid ultrasonic detection system we 
measure the intensity of the sound that bounces-back from objects in the near range. 
The General I/O (Gen I/O) extension turret of the Khepera is widely used to expand the 
standard capabilities of this robot. The Gen I/O for these purposes offers 8 digital inputs; 2 
analog inputs with adjustable gain; 1 analog differential input; 4 digital low power outputs; 
1 digital high-power output; and 1 motor control (full H Bridge). Therefore, we will fit three 
ultrasonic sensors on the top of a Khepera robot in order to grant the robot with the 
capability of detecting farther short-legged objects than the infrared sensors can detect. The 
use of the Gen I/O permits the connection of two of the three ultrasonic sensors to the 
analog inputs with adjustable gain, and the third one to the analog differential input. The 
three sonar inputs are transformed by the analog convert of the robot into data that can be 

                                                                 
1 A modular sonar fitted with a transmitter and a receiver that employs input signal-conditioners, and 
the output of a digital pulse signal, to measure distance using external logic devices. 
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interpreted by the microprocessor of the Khepera. Then, for the construction of the 
ultrasonic turret, we should take into account that the distance calculated from detected 
obstacles should be converted into an analog value ranging from 0 to 5 Volts. The 
interpretation of this digital value is dependent of the application to be implemented. In our 
case, we scale this range to 0-1024 values for the readings of detected obstacles. Next, the 
ultrasonic turret is powered from the robot with a source of 5 volts with a maximum 
electrical current of 250 mA. This value of the electrical current is enough for the analog 
circuit on the extension board to work. The design of the transmitter, shown in two blocks, 
is presented in Figure 1(a).  

 
 a) Transmitter b) Receptor 
Figure 1. Block diagram of the ultrasonic transmitter/receptor 

 
 a) Envelopment [Airmar, 2006] b) Degradation [Airmar, 2006] 
Figure 2. Behavior of the acoustic beam 

The transmitter works in the follow manner, a pair of pulse generators are employed, one 
generator outputs pulses of 40 KHz and the second produces a 200 Hz signal. Then, both 
generators produce a train of pulses. The pulse train uses a carrier signal of 40 KHz.  The 
implementation of the ultrasonic transmitter makes use of regular oscillator circuits like the 
LM555, and a couple of standard digital gates to generate the pulse train. Next, standard 
inverse-gates reduce the width of the pulses and the signal is then feed into the ultrasonic 
transmitter. The receptor circuit is presented in Figure 1(b), and for its implementation we 
use an OpAm (Operational Amplifier) such as the LM324 that facilitates the use of non-
symmetrical sources (GND and +5V).  
The transmitter is able to reach objects within a scope defined by a 10 degree angle scope 
(Fig. 2(a)); thus allowing a degradation of 3dB when the object is out of range (Fig. 2(b)). 
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This degradation provides a good estimation in accuracy of the measured distance of objects 
within sight and out of range. 

 
Figure 3. Schematics of the extension circuit of the ultrasonic sensors 

The receptor circuit is made of three amplified phases: the first one amplifies the signal, within 
the frequency response range of the OpAm, at a maximum gain of 21 Volts/Volts; the second 
phase is a high-pass filter that cuts low frequencies down to 40 KHz and boosts the carrier 
signal by a factor of 4.7, which is enough to detect an increase in the proximity of detected 
objects; finally, the third phase is a low-pass filter that eliminates the carrier signal of 40 KHz to  
obtain a variation of the object-proximity signal within a range of 0 to 5 Volts that provides a 
good accuracy in the detection of obstacles within a maximum range of 20 centimeters. The 
ultrasonic sensor has a response-frequency that facilitates the detection of the 40 KHz carrier 
signal; therefore, noise from the environment is ignored. The construction of the extension 
board required that the design was implemented onto a single physical board (Fig. 3).  
Due to the small size of the components of the circuit board; all the circuits were fitted into a 
small circular area similar to that occupied by the Gen I/O turret (Fig. 4(a)). Therefore, the 
three ultrasonic sensors were fitted onto a single board (Fig. 4(b)) on top of the Khepera. The 
intensity in the readings of the ultrasonic sensors can be adjusted by the gains in the 
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amplifiers of the Gen I/O. Therefore, a calibration of these gains is made to fine-tune the 
ultrasonic perception of the robot. 

 
a) Printed Circuit Board (PCB) 

 
b) Ultrasonic Turret Board 

Figure 4. Implementation of the ultrasonic turret board 

4. The Use of Genetic Algorithms with Ultrasonic Sensing 

The development of the obstacle-avoidance behavior required the selection of a neural 
network topology. Thus, a fully connected feedforward multilayer perceptron neural 
network with no recurrent connections was employed for the development of the avoidance  
behavior. The input layer in this network consists of 7 neurons that are connected to a 
hidden layer of 6 neurons. In turn, these hidden neurons send projections to the 2 neurons 
in the output layer. The six frontal infrared sensor-readings of the Khepera range from 
nothing detected (≈ 0) to something very close (≈ 1023), and in a similar way the three sonar 
sensor readings go from 0 to 1024. Then, a vector of 7 sensors is formed, sensors = [IR1, IR2, 
max(IR3, SNR1), SNR2, max(IR4, SNR3), IR5, IR6] with IR for the infrared sensors, and SNR for 
the sonars. As can be noticed from the equation for some elements of the vector we employ 
the most relevant information either from the infrared or the sonar sensors. Therefore, we 
are integrating the information from both the IR and the SNR sensors in one single vector. 
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Then, this vector is passed to the neural network, which is optimized by the genetic 
algorithm. Finally, the output of the network is scaled to ±20 values for the DC motors.  
The weights of the neural network are transcribed using a direct encoding to the vector c of 
54 elements. Next, random initial values are generated for this vector ci, -1 < ci < 1. The 
initial population G0 is composed of n = 100 neural controllers. The two best individuals of a 
generation are copied as a form of elitism. Tournament selection, for each of the (n/2)-1 local 
competitions, produces two parents for breeding a new individual using a  single random 
crossover point with a probability of 0.5. The new offspring is affected with a mutation 
probability of 0.01. Individuals of the new offspring are evaluated for about 7 seconds in the 
robot simulator. The fitness plot for this behavior is shown in Figure 5. 

 
Figure 5. The fitness for the avoidance behavior is plotted over 50 generations 

The fitness formula for the obstacle behavior was 

 )max_1)(1)((
3500

0

ii

i

iq sensordslsabsf −−=∑
=

  (2) 

where for iteration i:  ls is the linear speed in both wheels (the absolute value of the sum of 
the left and right speeds), ds is the differential speed on both wheels (a measurement of the 
angular speed), and max_sensor is the maximum sensor value in the input vector. The use of 
a fitness formula like this rewards those fastest individuals who travel on a straight line 
while avoiding obstacles.  
In our work we use a fitness formula similar to those of Floreano and Mondana (Floreano & 
Mondana, 1994) and Montes-Gonzalez (Montes, 2007). In a formula such as this the fitness is 
measured based on motor speeds and the obstruction of object-detection sensors. Therefore, 
an increase of the sensory capabilities of the robot may not be reflected in the fitness 
calculation. Since the addition of extra parameters, for including the information from 
infrared and sonar sensors may be redundant, it could affect the final selection of the fittest 
individuals. Therefore, we decided not to use any extra parameters. 
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5. Experiments with the Khepera using Ultrasonic and Sonar Sensors 

The transference of the neural controller to the Khepera required a hybrid approach that 
combines the use of a robot simulator (Fig. 6(a)) and the real robot (Fig. 6(b)). Usually the 
optimization of the neural network in the robot simulator Webots (Webots, 2006) lasted about 
a day. Then, the network is transferred to the robot, and the input scaled to appropriate values 
to compensate the artificial sensor readings of the simulator. It is important to notice that a 
hybrid approach is faster than a full-time optimization in the real robot.  
The obstacle avoidance behavior is guided by the adjustment of the neural weights after 
optimization, and for evaluating the neural controllers we set the robot in a trial arena. Four 
walls define the borders of the arena, and short walls in the arena define a maze-like 
environment. A short-legged table is set inside the arena. Despite the space between the legs 
of the table and the floor not being detected by the infrared sensors; the Khepera has to 
avoid all kinds of obstacles. In Figure 6(b), we show the final setup for the real robot: an 
arena surrounded with white tall-walls, a blue table inside of the arena, and obstacles 
scattered around the arena as red short barriers. 

 
a) Simulated Robot 

 
b) Khepera Robot 

Figure 6. The arena where the avoidance behavior occurs 
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Figure 7. The plot of the trail of the robot in the arena with short obstacles and the table set 
inside the arena. Red Lines represent short walls that are mostly detected by the infrared 
sensors. On the other hand, the blue lines form a rectangular shape, which is the table with 
short legs that can only be detected with the use of the sonars. The dashed line shows the 
trail of the robot when running in the arena. The cross indicates the start of the avoidance 
behavior, and the triangle the stop of this behavior 

 

 
Figure 8. Plot of the infrared and the sonar sensor readings with the output of the linear 
motor speed. The black output represents the linear speed labeled as ls, this linear speed is 
calculated as in the fitness formula 2 and shows the robot running forward (a suppression of 
the signal represents a turning maneuver). The six frontal infrared sensors (ir1 to ir6) are 
shown in red and indicate the presence of a close obstacle in front of the sensors. The sonars 
(snr1 to snr3) are indicated in blue and represent activity when either a tall or legged object 
is near 
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The use of the simulator required that the sonars were modeled as if they drew a single 
ray proximity rather than a beam cone projection. However, as can be noticed in Figure 
2(b) the frequency response of the sonar produces a peak where appropriate detection 
occurs. Therefore, the simplification of the sonar as a simple ray projection is consistent 
with the measured distance as the intensity of the bounced-back sound. The avoidance 
behavior is shown in Figure 7, where the plot of the trail of the robot is shown. 
Additionally, the plot of the Khepera motor output and its sensor-readings resume this 
avoidance behavior (Fig. 8) 
The linear speed output [as in 2], the infrared sensors output, and the sonar-readings are 
plotted for about 500 iterations of the trial of the robot in the arena. It is importance to 
notice that the forward traveling of the robot is canceled when a turning maneuver is 
done, then the detection of objects to be avoided is accomplished by the ring of infrared 
and sonar sensors. In Figure 8 we observe that the second half of the graph presents the 
activation of one of the side sonars, and even though this occurs, the robot keeps moving 
forward because it is running aside of one of the tall walls. 

6. The Development of a Foraging Task with Action Selection 

In the previous section, we presented how the capabilities of the Khepera can be extended to 
avoid a maze-like environment with obstacles having short-legs. The use of evolution 
facilitated the development of an avoidance behavior similar to that shown for a robot, set 
in an open arena, finding a safe position next to walls. However, we need to explain first 
how this avoidance behavioral-pattern can be set within an action selection system. The 
presence of an arbitration scheme within a functional system, where sub-systems exist 
that compete for gaining control of some associate shared resources, can be identified as 
an action selection mechanism that solves the action selection problem.  Different models 
have been proposed to design systems, which are able to exhibit a variety of behavior and 
to arbitrate between them (e.g. behavior based architecture Brooks (1986), Arkin (1998)). 
Nevertheless, these models based on explicit design does not seem to be scalable enough 
for being applied to the development of systems capable of displaying a large variety of 
behavioral patterns that cope with task/environmental variations. One model that is 
modular and able to cope with the variations of a dynamic environment is CASSF 
(Central Action Model with Sensor Fusion). A complete description of the implementation 
of a foraging behavior using this model can be found in the work of Montes-Gonzalez & 
Marín-Hernández (2004). In this study we are focusing on the development of the 
avoidance behavior in non-homogeneous maze-like environment. Once the avoidance 
behavioral pattern has been developed, this can be added to the behavioral repertoire of 
CASSF (Figure 9). 
Additionally, CASSF can be set within a foraging framework with evolved behavior 
(Montes-Gonzalez, et al., 2006a). On this implementation CASSF employs five basic 
behaviors that are: cylinder-seek, cylinder-pickup, wall-seek, cylinder-deposit and look-around. 
These behaviors can be described as follows: cylinder-seek explores the arena searching for 
food while avoiding obstacles; cylinder-pickup clears the space for collecting cylinders; 
wall-seek locates walls while avoiding obstacles; cylinder-deposit lowers and opens an 
occupied gripper; then look-around makes a full spin of the robot  trying to locate the 
nearest perceptible cylinder. The development of a foraging framework similar to this one 
should be sufficient to complete the same task with the substitution of the avoidance 
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behavior in wall-seek by the avoidance behavioral pattern described in this work. As a 
consequence, collection of cylinders in an arena with short-walls can be completed using 
an improved avoidance-behavioral pattern.   
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Figure 9. In the CASFF model, perceptual variables (ei) form the input to the decision neural 
network. The output of the selected behavior with the highest salience (si) is gated to the 
motors of the Khepera. The busy-status signal (c1) from behavior B1 to the output neuron O1 
should be noticed. The repertoire of behaviors B1 to Bn can be extended in CASSF by 
preserving similar connections for each of the additional behaviors that are added. 
Furthermore, behaviors can be improved off-line and then reinstalled back into the 
behavioral sub-system  

A model such as CASSF is an effective Action Selection Mechanism (Montes-Gonzalez, et 
al., 2006b) that is centralized and presents sufficient persistence to complete a task. 
Furthermore, selection parameters of this model have been optimized by the use of 
evolution. The adjustment of selection parameters and behavior has been optimized by co-
evolution in CASSF as described in (Montes-Gonzalez, 2007). The implementation of a 
foraging framework can be carried out in CASSF by determining some behavioral patterns 
that can be integrated in time to complete such a task. However, on this work we intend to 
focus on how the standard Khepera architecture can be improved by the use of evolution 
and the addition of extra sensors. Therefore, the foraging task has been explained in a 
concise manner. Next, we draw a general discussion on the further development of these 
experiments. 
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7. General Discussion 

The use of sonars facilitates the detection of objects not in the direct vicinity of the robot. The 
sonars send out and ultrasound signal that is reflected back when an object is reached. An 
elegant solution to estimate the distance of an object employs the Khepera's microcontroller 
to measure the return time on an ultrasound signal. However, the estimation of distance 
following this approach is slow, expensive and still requires the use of the General I/O 
extension turret. In this study a better solution is provided by fitting three ultrasonic sensors 
on top of the Gen I/O turret, then distance is estimated from the intensity of the reflected 
sound. The information of the sonars is combined with that of the infrared sensors; then the 
input signals of both types of sensors are processed using a neural controller with optimized 
weights by means of a genetic algorithm. In order to speed up the optimization time a robot 
simulator is employed and the behavior is finally transferred with minor adjustments to the 
real robot. For the detection of objects like a short-legged table, the robot presents difficulties 
for the perception of this type of objects relying only on the infrared sensors. Therefore, the 
improved perception of the Khepera is able to locate non-homogenous collision objects that 
need to be avoided. The avoidance behavior with an improved perception can be included 
within a foraging behavioral framework to complete this task by maneuvering in an 
environment where non-homogenous-collision objects have been scattered around the 
arena. Additionally, the work presented here can be extended by the optimization of the 
neural network topology with the use of the genetic algorithm. Finally, it is our intention to 
expand these experiments by including a foraging prey that is able to collect food-items and 
run below obstacles like the table also a predator that has to follow the prey avoiding all 
kinds of obstacles. 
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