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1. Introduction  

Today’s technology has produced machines that imitate and even exceed many human 
abilities. Nobody is surprised when a calculator does highly complex mathematical 
computations or an electronic chess program beats a renowned chess master. Any computer 
can store and retrieve detailed information about very different topics and establish a 
multitude of complex relations. However, in spite of recent spectacular advances, robotics 
has not yet been able to reproduce with the same efficiency some basic tasks every human 
being can do effortlessly, such as understanding contextual images and moving in complex 
physical spaces. 
The apparent simplicity of understanding images and walking may be an obstacle when it 
comes to judging the real complexity of these tasks. But even now, after many ingenious 
attempts to solve the problems inherent to these perceptual and motor processes, 
technology has still not been able to recreate levels similar to those of a human being. We 
therefore think it is of interest to review what we know about human beings and try to learn 
about this very efficient biological system. This chapter will examine the results of research 
on humans to come up with some valuable suggestions for designs of artificial systems for 
face recognition. 
We will begin with a quick review of the contributions made in two main areas of face-
recognition research in the last thirty years: image properties and perceptual tasks. The 
analysis of both will lead us to explore some internal characteristics of the system (cognitive 
architecture) that are not usually considered: the representational format of visual 
information and kinds of flow processing. Based on these factors, we will make some 
suggestions about the direction future research efforts should take in the field of face 
recognition. 

2. Looking outside: from image properties to visual tasks 

2.1 Image properties and spatial frequencies 

Given the fact that any image, whether of a human face or any other visual object, can be 
described in terms of spatial frequencies (SFs) (i.e. it can be described as the sum of a set of 
sinusoidal grids with different frequencies and orientations), psychophysical research into 
contrast detection and adaptation to specific SFs has proven that our perceptual system 
analyses visual input on multiple scales and frequencies (see De Valois & De Valois, 1988; 
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Graham, 1989). It is therefore generally agreed that spatial filtering is the basic mechanism 
for extracting visual information from luminance contrasts in early visual processes (see 
Legge & Gu, 1989; Marr & Hildreth, 1980; Marshall et al., 1996; and Morgan, 1992). In light 
of all this, one of the main approaches in face-perception research involves manipulating the 
SF bands in the luminance spectrum of images and observing how these changes affect the 
performance of visual tasks. 
Two main questions were asked when investigating the role of SFs in face perception: (1) 
What range of SFs is necessary to recognize a face? and (2) in what order are low spatial 
frequencies (LSFs) and high spatial frequencies (HSFs) integrated in face perception and 
how does this order affect recognition? Studies done to answer the first question mainly 
used a masking approach, while studies to answer the second question used a microgenetic
approach. Unfortunately, definitive results were not found because the results obtained to 
answer the first question showed that an extensive range of SFs seems to play a role in 
recognition; and the results obtained to answer the second question showed that the order 
of integration does not always point towards the same length of time or order of integration. 
The results of the studies designed to determine what range of SFs is necessary to recognize 
a face indicated that recognition decreases when images contain only SFs below about 8 
cycles/fw (between 6 and 9 cycles/fw), and that the elimination of the SF range between 8 
and 16 cycles/fw produces greater disruption than the elimination of SFs outside this range. 
Hence, the information contained in a small medium range of SFs contributes more to the 
face-recognition process than the information contained in all the other SFs (Costen et al., 
1994, 1996; Näsänen, 1999; Parker & Costen, 1999). However, though all these results 
indicated that privileged information can be found in medium-range SFs, the role of the SFs 
outside that range should not be overlooked. The same studies that identified the optimal 
medium range of SFs also showed acceptable performance by subjects when SFs above and 
below the medium range were used. Images of faces made with SFs centred at 50.15 
cycles/fw or 2.46 cycles/fw (which is extraordinarily far from the medium range) showed a 
recognition efficiency only 15% lower than the efficiency when recognizing images of faces 
made with medium-range SFs (Parker & Costen, 1999). Moreover, the tails obtained in the 
sensitivity function for images of faces indicated that an extensive range of SFs contributes 
to recognition (Näsänen, 1999). Given all these results, the conclusion was reached that the 
idea of a “critical range” of SFs for face recognition should be replaced with the notion of an 
“optimal range” of SFs for face recognition: a preferred, but not exclusive, tendency to use 
the information contained in a given range of SFs. 
The results of the studies designed to determine in what order low spatial frequencies 
(LSFs) and high spatial frequencies (HSFs) are integrated in face perception and how this 
order affects recognition appeared to contradict each other: some favoured the hypothesis of 
anisotropic integration, whereas others pointed to a third interaction factor that might 
explain why one order of integration is used instead of another. This factor could be the 
focus of attention and/or the complexity of the stimulus (Bachmann & Kahusk, 1997; 
Hoeger, 1997, respectively). In summary, all these results indicated that the critical question 
for predicting subjects’ performance, after the first integrative stage from LSFs to HSFs, is: 
which SFs provide the information required to solve the on-going task? 
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2.2 Visual tasks and face perception 

Research into face perception using spatial filtering has shown that one of the aspects most 
analysed are the physical properties of images. In the masking approach, the spatial effects of 
face representation were the main ones studied, whereas in the microgenetic approach, the 
focus was primarily on the temporal effects of face representation. But, as discussed above, 
no conclusive results were found. This may have been due to the different tasks used in 
face-perception research. It is therefore necessary to differentiate between them as a first 
step towards clarifying research results. All of them can easily be grouped into five 
categories: 
1. Detection. This consists of distinguishing between face visual stimuli and similar visual 
stimuli. A detection task asks the viewer of a visual stimulus: “Is x a face?” (e.g. Kuehn & 
Jolicoeur, 1994; Purcell et al., 1996). 
2. Discrimination. This consists of distinguishing perceptually between pairs of faces, either 
following a holistic or analytical strategy. A discrimination task asks the following question: 
“Is x the same face as y?” The level of complexity in this task depends on the level of 
similarity of the faces compared, one or more components of which are usually manipulated 
by computer software (such as the eyes, mouth, nose, hair, chin, etc.) or orientation (frontal, 
profile or ¾). Examples of this can be found in Bradshaw & Wallace (1971) or Sergent (1984). 
3. Categorization. This consists of answering the question: “Does this face belong to the 
category x?” It is a classification with two modalities: automatic and controlled. Automatic 
categorization involves classifying a face into a well-learned conceptual category, which 
demands very little effort. Categorization by sex or race belongs to this group. It has been 
employed in research about perceptual discrimination based on gender (Bruce et al., 1993; 
Burton et al., 1993; Brown & Perrett, 1993; Bruce & Langton, 1994; Chronicle et al., 1995;) and 
to study the so-called “race effect”. Controlled categorization involves classifying a face into a 
major category for the subject’s goals; it is conscientiously carried out and could admit very 
different levels of complexity. This category can include judgements about facial emotions, 
dispositional attributions (e.g. he/she looks intelligent) and situational attributions (e.g. 
she/he looks doubtful). This task has been used in research into social cognition. 
4. Recognition. This consists of deciding if a face has been seen before. It is assumed that any 
known or familiar face will be recognized, and that other faces shown during a controlled 
projection will also be recognized. Therefore, a task like this demands an answer to the 
question: “Have you seen face x before?”.  
5. Identification. This involves establishing a biunivocal assignation between one face and one 
specific person. An identification task asks the question: Who does face x belong to? (or 
simply: “Who is he/she?”). The identification task is usually carried out by naming, but an 
answer such as “It is the face of the president’s wife” is also a form of identification. This is 
the most specific form of face perception.  
From a general perspective, all these tasks can be considered specific cases of categorization, 
ranging from the broadest category (“It is a face”) to the most specific one (“It is Marc’s 
face”). Therefore, the cognitive resources required are very different, depending on the level 
required by the task. As a result, Morrison & Schyns (2001) pointed out that the mechanisms 
of categorization can modulate the use of different scales, depending on the presence of 
task-dependent, diagnostic information. 
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2.3 Interaction between images and tasks: the diagnosticity approach 

The varying importance of SFs depending on task demands was described by Schyns (1998). 
It is well known that one object can be put into different categories, depending on the 
categorization criteria used. For example, a car can be categorized by trademark, model, 
power, colour, etc.; and a human face can be categorized by sex, race, expression, attraction, 
etc. According to Schyns’ proposal, the information required to place the same object in one 
category or another will change depending on the categorization criterion chosen or, in 
other words, categorization/recognition processes can be characterized as an interaction of 
task constraints and object information. Task constraints are related to the information 
needed to place the perceptual object in the category required by the task. For example, 
given the question: “Is this object a car?”, it will be necessary to find certain visual 
information, such as wheels, rear-view mirrors, a steering wheel, etc., before providing an 
answer. Object information is related to the informative-perceptual structure available for 
placing the perceptual object in the category demanded by the task. If it is possible to 
observe wheels, rear-view mirrors, a steering wheel, etc. in the image of the object, the 
necessary information is available for categorization and to answer the question. Therefore, 
given a specific perceptual task, a group of visual characteristics of the object becomes 
particularly useful (diagnostic), since it provides the information required to place the object 
in the category that resolves the task. 
Information about objects is organized in categories, which are then organized in a 
hierarchy where it is possible to distinguish three levels (Rosch et al., 1976): the basic level
(e.g. a car or a face), the subordinate level (e.g. a BMW Z8 or Claudia Schiffer) and the
superordinate level (e.g. a vehicle or a head), where the basic level plays a role of primal access
(Biederman, 1987) or entry point (Jolicoeur et al., 1984) in the hierarchical system. The 
categorization process at the superordinate level requires more functional information than 
perceptual information, while at the subordinate level it requires supplementary perceptual 
information. Thus, the subordinate level represents maximum informativity and minimum 
distinctiveness, while the subordinate level represents maximum distinctiveness and 
minimum informativity. The basic level is on an intermediate level between informativity 
and distinctiveness, and this provides a compromise solution between accuracy in 
categorization at a more general level and predictive power at a more specific level (Murphy 
& Lassaline, 1998), which explains its critical role as primal access in the hierarchy. 
Nevertheless, requirements of informativity and distinctiveness are not uniform for every 
category, but depend on the subject’s level of expertise and history of learning. Therefore, in 
categorization processes where the subject’s expertise skills are at a maximum, as in the case 
of face recognition, perceptual cues must be diagnostic for the task (sufficient), they cannot 
overlap with other categories (unique) and they must have sufficient perceptual salience 
(significant). Therefore, the information I perceive when I see a face will be very different if I 
have to recognize the face of someone of a different race among people attending a 
conference, or if I have to recognize the face of a family member among a group of people, 
or if I have to recognize my partner’s face in a shopping centre. In the first case, the colour of 
the skin or the shape of the eyes can be maximally diagnostic, while in the second and third 
cases, the configurational properties will probably be maximally diagnostic for recognition. 
Oliva & Schyns (1997) found that when the already integrated early perceptual 
representation is formed, it may be used flexibly in a top-controlled manner permitting 
selective use of LSFs or HSFs depending on how “diagnostic” they are for the task. Taking 
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this into account, although the possible importance of task demands in face perception has 
been explicitly affirmed by several researchers (e.g., Costen et al., 1996; McSorley & Findlay, 
1999; and Sergent, 1986, 1994), we suggest that a key question for determining the role SFs 
play in face perception is not really which SFs are necessary or in which sequential order 
they are integrated, but rather how LSFs and HSFs are made use of in face perception 
depending on the demands of the task involved. Therefore, the role of different SFs is 
critically modulated by the subject’s visual task and it is only when there is no specific 
visual task that the mandatory aspects of SF processing work by default. When the results of 
the research in face perception carried out in the last thirty years are examined from the 
diagnosticity approach, it is possible to see that some contradictions disappear. And this is due 
to the fact that the questions “Which SFs are critical?” and “Which SFs are integrated?” lose 
their meaning in an isolated context and have to be considered within the frame of the 
demands of the task at hand. The questions must then be transformed into “which SFs are 
diagnostic for recognition/identification of an image?” (Ruiz-Soler & Beltran, 2006).

3. Looking inside: the importance of the functional cognitive architecture 

How can it be explained that the same visual task can be solved using different SFs? The 
observed fact that certain perceptual tasks can be solved using different SFs (Sergent, 1985) 
makes it necessary to include another factor to explain these data. We believe that, together 
with image properties and task demands, we must include another explanatory factor: the 
subject’s characteristics (observer), characteristics that affect individual differences in two 
areas: (1) the mental representation for faces (something conditioned by the familiarity level 
or expertise level in relation to them) and (2) the preferential strategy for visual processing 
(something conditioned by the subject’s hemispheric dominance or cognitive style).  
What is the empirical evidence for considering mental representation a new explanatory 
factor? With regard to mental representation, memory research using faces as stimuli has 
reported a different codification of them depending on the previous knowledge level (Liu et 
al., 2000; O’Toole et al., 1992). Moreover, research into experts and novices using stimuli 
with perceptual characteristics very similar to faces (complex, symmetrical, 3D, 
intersimilars, etc.) have proved the existence of different mental representations (Coin  et al., 
1992; Harvey & Sinclair, 1985; Millward & O’Toole, 1986).  
With regard to the processing strategy, research taking into account hemispheric cerebral 
dominance (Keenan et al., 1989, 1990 and, in particular, Ivry & Robertson, 1998) can be 
considered, as well as some other research designed to study the development of expert 
skills in perceptual discrimination (Gauthier & Tarr, 1997; Gauthier et al., 1998; Gauthier et 
al., 1999; Gauthier & Logothetis, 2000) and the reinterpretation of data from specific research 
in visual perception. Results point to processing linked to cognitive styles, where some 
subjects are basically analytical (field-independence subjects) and others are basically 
holistic (field-dependence subjects), a circumstance that we could re-conceptualize as 
subjects who preferentially process HSFs and subjects who preferentially process LSFs. 
Though some previous studies have not shown the relationships between these two aspects 
(Bruce, 1998), this is a field that we have begun to explore, after creating some procedure 
controls, by classifying field-dependence subjects, but not merely as those who are excluded 
from the group of field-independence subjects, as is usually done (Ruiz-Soler et al., 2000). 
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4. Looking everywhere: new directions in face-recognition research 

In this chapter, we have seen how a great deal of research has shown that image properties 
and task requirements are two interacting factors. We have also seen that the 
representational format of the information and the preferential processing mode are 
relevant factors in face perception. What does all this contribute to the design of artificial 
face-recognition systems? Looking outside shows that the most important information in an 
image is none other than the information that is most diagnostic (sufficient, unique and 
significant) for the task at hand. Looking inside shows that we should probably have several 
representational formats (based on LSFs and HSFs) and a number of different information 
systems (coarse-to-fine and fine-to-coarse) to come up with a very flexible, efficient system 
(at least as flexible and efficient as a human being). Designing systems that access 
representational formats with fine information or that merely use HSFs to process tasks that 
do not require such fine information (e.g. detection) means having a very inefficient system 
because it will use much more processing resources than are strictly necessary. But 
designing systems that have only one representational format or a single processing mode 
means losing the possibility of performing many of the tasks inherent to face recognition. 
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