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1. Introduction 

Automatic speech recognition systems are becoming ever more common and are 
increasingly deployed in more variable acoustic conditions, by very different speakers. After 
a short adaptation, they are most of all robust to the change of speaker, to low background 
noise, etc. Nevertheless, using these systems in more difficult acoustic conditions (high 
background noise, fast changing acoustic conditions ...) still need an adapted microphone, a 
long time relearning, background noise computing, which make these systems fastidious to 
use. 
The difference between learning and testing conditions is the major reason of the drop in the 
systems’ performances. Therefore, a system that obtains good performances in a laboratory 
is not automatically performant in real conditions (in an office, a car, using a telephone, ...). 
The two main causes are the extreme acoustic variability of the conditions of use and the 
non exhaustive corpus faced with these multiple conditions of use. The speech signal 
production, the signal propagation in the acoustic environment and the way the listener 
perceives and interprets this signal constitute multiple sources of variability which limit the 
usability of these systems. 
In order to ensure the adaptability of these systems to different sources of variability and in 
order to improve their robustness, a lot of research has been developped. Technics can 
operate at different levels. For example, an adaptation of the noisy signal can be done at the 
acoustic level by applying filters, semantic and context knowledge can be used also as well 
as prosodic or multimodal informations (gestures accompanying the words, lips 
movements, etc.) 
This article presents an acoustical approache which concentrates on the adaptation of the 
system itself so that it recognizes noisy speech signals. It is organized as follows: section 2 
presents the different sources of speech signal variability. Section 3 presents classical 
technics to overcome the problem of variability and a discussion on classical technics and 
the importance of exploring the evolutionary technics. In section 4, evolutionary algorithms 
and methods to combine them with neural networks are described. The application of these 
methods onto automatic speech recognition systems and results obtained are presented in 
section 5. Discussion on results and possible future directions are developped in section 6. 

Source: Robust Speech Recognition and Understanding, Book edited by: Michael Grimm and Kristian Kroschel,
ISBN 987-3-90213-08-0, pp.460, I-Tech, Vienna, Austria, June 2007
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2. Source of speech signal variability 

Speech is a dynamical acoustic signal with many sources of variation. Sources of 
degradation of the speech signal can be classified in 3 main categories (cf. Figure 1.) which 
are speaker variability, channel distortions and to room acoustic (Junqua, 2000).  

Speaker effect  Transmission channel effect  Environment effect 

Figure 1. Schematic representation of the different sources of variability which can degrade 
the speech recognition system performances 

The production of speech depends on many articulators that induce a lot of variability in the 
same linguistic message and for a unique speaker. These variations, known as speaking 
style, are due to factors like environment or social context. A speaker can change the quality 
of his voice, his speaking rate, his articulation according to some environmental factors. 
Stress conditions due to background noise increase the vocal effort. 
The same message pronounced by two different speakers generate big variations. This is 
due most of all to physiological differences such as the vocal track length, male-female 
differences or child-adult differences. 
The speech signal can be affected by the kind of microphone (or telephone) used, the 
number of microphones, the distance between the microphone and the speaker. 
The characteristics of the environment such as the size of room, the ability of the materials 
used on the walls to absorb frequencies or modify the signal’s properties, background noise, 
affect the signal quality. The characteristics of the spectrum resulting from the mix of noise 
and speech signal differ from the ones of a clean speech signal and the mix can be both 
additive (ambiant noise) or convolutive (room reverberation, microphone).  
Robustness in speech recognition refers to the need to maintain good recognition accuracy 
even when the quality of the input speech is degraded, or when the acoustical, articulatory, 
or phonetic characteristics of speech in the training and testing environments differ. 
The next section presents the main solutions proposed in order to deal with all these sources 
of degradation. 

Physiological 
characteristics, 
stress, speaking

Background 
noise,

Type, orientation, number of 
microphones 
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3. Classical proposed solutions in speech recognition robustness  

Limiting the drop in performance due to acoustic environment changes remains a major 
challenge for speech recognition systems.  
To overcome this problem of mismatch between a training environment and an unknown 
testing environment, many speech researchers have proposed different strategies which we 
classify in four categories:  

• Speech signal processing approaches 

• Model adaptation approaches 

• Integration of multiple sources of information approaches 

• Hybrid approaches 
The first group focuses on a richer pre-processing of the input speech signal before 
presenting it to the model; e.g. by trying to suppress environment noises or by modifying 
acoustic parameters before the classification level (Bateman et al. 1992) (Mansour and Juang 
1988).
In the second group, the adaptation to a new environment is achieved by changing the 
parameters of a speech recognition model (Das et al. 1994) (Gong 1995). For example, for a 
hidden markov model, this implies the modification of the number of states, of gaussians. 
Equivalently for a neural network, the number of units and the number of layers would be 
adjusted, as well as the weights’ values.  
The third group is increasingly addressed and corresponds to the combination of at least 
two sources of information to improve the robustness (Yuhas et al. 1989) (McGurk and 
MacDonald 1976). For example, the speaker's lips movements and their corresponding 
acoustic signals are processed and integrated to improve the robustness of the speech 
recognition systems.  
The fourth group is based on the idea that hybridization should improve the robustness of 
systems by compensating the drawbacks of a given method with the advantages of the other 
(Junqua and Haton 1996). For example many contributions have focused on the combination 
of hidden markov models and neural networks to take advantage of the power of 
discrimination of neural networks while preserving the time alignment feature of hidden 
markov models.  

3.1. Speech signal processing 

3.1.1. Improving the signal-to-noise ratio 

Speech enhancement techniques aim at recovering either the waveform or the parameter 
vectors of the clean speech embedded in noise (Gong 95). Among all the technics 
developped, methods working on noise filtering, spectal mapping and microphones arrays 
have been developped.  
Different kinds of filters have been elaborated to reduce the noise. Classical filters such as 
Kalman or Wiener filters have been used for speech enhancement (Koo et al. 89). (Cardoso, 
1989) (Jutten et al., 1991) have developped blind separation of noise and speech. These filters 
have shown a great capacity to reduce the noise in the spectrum but their drawback is that 
these methods alter also the speech signal. Bayesian methods have been developped to 
obtain an estimate of clean speech given noisy speech (Ephraim and Malah 1983) (Lim and 
Oppenheim, 1979) and the use of HMM to enhance noisy speech have been proposed in 
(Ephraim  92) (Seymour and Niranjan 94).  
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Spectral substraction is another technique which reduces the effect of added noise in speech. 
This method assumes that the noise and speech are uncorrelated and additive in the time 
domain (Gouvea and Stern, 1997) (Huerta and Stern, 1997). 
The signal restoration via a mapping transformation exploits the direct correspondance 
between noisy and clean environments (Juang and Rabiner, 1987) (Barbier and Cholet 1991) 
(Gong and Haton 1994) (Guan et al. 1997) (Sagayama 1999). They propose to reduce the 
distance between a noisy signal and its corresponding clean signal. Unfortunalty, it requires 
knowing the clean speech which is not avalaible in most practical applications. 
Further improvements in recognition accuracy can be obtained at lower signal-to-noise 
ratios by the use of multiple microphones (Silverman et al., 1997) (Seltzer, 2003). 

3.1.2. Extracting robust features 

Contrary to speech recognition systems, human beings are able to disregard noises to 
concentrate on one signal in particular. He is able to perform robust phonetical analysis 
which not depends on the speaker, transmissions channels or environment noises. Even if 
high levels are implied in the complex process of speech recognition, it seems that the 
auditory model has a major role.
Many ear models inspired by the human ear have been developped (Hermansky, 1990) 
(Allen, 1979) (Bourlard and Dupont, 1997). 

3.2. Model adaptation 

The noisy integration can be done by compensation that is by adapting the system to new 
noisy data (by restructurating the system structure and learning). Many techniques have 
been studied to proceed speaker adaptation (Schwartz and Kubala92) (Ström 94), channel 
adaptation such as telephone adaptation (Mokbel et al 93) or environment adaptation 
(Chiang 97). The major problem of these methods is the choice of the corpus. Very few 
methods propose to adapt the system on-line without knowledge on the new data to which 
the system should be adapted to (Kemp and Waibel 99). Practically, it is impossible to create 
an exhaustive corpus taking into account all the possible condition of use with all the noise 
characteristics. One other major problem is the systems’ ability to learn correctly a huge 
amount of data.  

3.3. Discussion 

Among all these methods, very little are used in real automatic speech recognition systems. 
Actually, most of these methods are still at the stage of experimental research and do not 
provide enough convincing results to be integrated. The most common method is certainly 
the increase of the size of the database. As the computing power and the size of memory 
increase, it becomes possible to provide a good quantity of information for the training 
phase in order to have a powerful system in many conditions of use. However, in spite of 
the increase of their size, training databases are only small samples of the whole possible 
signal variabilities.  
It is not possible to forecast all the testing conditions and it is necessary to explore new ways 
of search for a better comprehension of the problems involved in speech recognition 
(Bourlard, 1996).  
We are conscious of the fragility of speech recognition. The communication between a 
speaker and his interlocutor is a complex mechanism. It implies acoustic signal exchanges in 
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a certain context (the acoustic environment) but it implies also exchanges of different kinds 
of signs with various levels of signification. 'Recognize‘ signifies for human beings 'identify‘ 
learned elements but also 'generalize‘ his knowledge of new elements. That is also 
'recognize‘ missing or redondant features, 'adapt‘ to the environment, to the speaker or the 
situation. In hard conditions, the human listener takes into account the constraints offered 
by the linguistic code to reduce ambiguities, but he uses also information coming from the 
situation, redondancy, repetition. Generally, the speaker knows where he is and knows the 
environment’s properties and limitations. He is able to take into account the semantic, 
pragmatic and lexical contexts (Caelen et al., 1996) and he is able to adapt his perception to 
the acoustic context. 
Nature has created extremely complex systems with, sometimes, very simple principles. We 
can imagine that algorithms based on living being abilities (such as adaptation and 
evolution) could be able in the future to deal with all the parameters evolving during a 
dialogue, and reach human capacities. 
The objective of the work presented in this article is to investigate innovative strategies 
using evolutionary algorithms inspired by Darwin. These algorithms evolve population of 
individuals in an environment supporting the survival and the reproduction of best suited 
individuals. The efficiency of this kind of algorithms is well known for the optimization of 
complex functions and for the resolution of the multi criteria problems. We aim at 
answering whether these algorithms can constitute a new approach for the adaptation of 
speech recognition systems to changing acoustic environments. 
In order to study the possibility of incorporating evolutionary algorithms in the field of 
automatic speech recognition systems’ robustness, we propose to remain at the acoustic 
level of the speech processing and more particularly at the level of the automatic speech 
recognition systems’ adaptation with no assumption about the type of noise. 
In this context, the robustness of the automatic speech recognition systems can be 
approached by two ways: dealing with structure or dealing with stimuli.  
The first approach consists in adapting corrupted testing data so that they become close to 
training data (cf Figure 2.).

Auditory
Perception 

Recognition
Recognized

feature

Adaptation

Figure 2. adaptation of the auditory perception 

The speech recognition system is then able to provide good recognition rate. In this study, 
the system does not evolve anymore, only data do. The approach proposed first in 
(Spalanzani 99) processed a signal transformation via a mapping operator using a principal 
components analysis and evolutionary algorithms. This transformation attempted to achieve 
a self-adaptation of speech recognition systems under adverse conditions.  
The second approach consists in adapting the speech recognition system itself (cf. Figure 3.). 
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Auditory
Perception 

Recognition
Recognized

feature

Adaptation

Figure 3. adaptation of the recognition system 

Through the combination of evolutionary algorithms and backpropagation, a kind of 
relearning is operated to adapt the system to an environment different from the one in 
which it has been trained using the capacities of the system to adapt to changes of acoustic 
conditions using a local approach (by backpropagation of the gradient) and a global one (by 
evolution) in order to find an optimal system. 
This article focuses on this second approach. Next section explains why and how combining 
neural networks and evolutionary algorithms. 

4. Combining neural networks and evolutionary algorithms 

In nature, living organisms are able to learn to adapt to the environment in order to survive 
and reproduce. Evolutionary algorithms are directly drawn from these principals of nature. 
Their principle consists of maintaining and manipulating a population of individuals 
(potential solutions) and implementing a "survival of the fittest“ strategy (best solutions). 
Neural networks are also a simplified way of simulating the ability of living organisms to 
adapt to their environment by learning. 
It is appealing to consider hybrids of neural network learning algorithms with evolutionary 
search procedures, simply because Nature has so successfully done so. 
The evolutionary algorithms proceed by globally sampling over the space of alternative 
solutions, while backpropagation proceeds by locally searching the immediate 
neighborhood of a current solution. This suggests that using the evolutionary algorithms to 
provide good initial weights sub-spaces  from which backpropagation then continues to 
search will be effective (Belew, 1991). 

4.1. Evolutionary algorithms 

Evolutionary algorithms are stochastic search methods that mimic the metaphor of natural 
biological evolution. They operate on a population of potential solutions applying the 
principle of survival of the fittest to produce better and better approximations to a solution. 
At each generation, a new set of approximations is created by the process of selecting 
individuals according to their level of fitness in the problem domain and breeding them 
together using operators borrowed from natural genetics.  
This process leads to the evolution of populations of individuals that are better suited to 
their environment than the individuals that they were created from, just as in natural 
adaptation.

4.1.1. Evolution 

At the beginning of the computation a number of individuals (the population) are randomly 
initialized. The objective function (fitness function) is then evaluated for these individuals. 
The initial generation is produced. 
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If the optimization criteria are not met the creation of a new generation starts. Individuals 
are selected according to their fitness for the production of offspring. Parents are 
recombined to produce offspring. All offspring will be mutated with a certain probability. 
The fitness of the offspring is then computed. The offspring are inserted into the population 
replacing the parents, producing a new generation. This cycle is performed until the 
optimization criteria are reached. 
The algorithm used to evolve to population is the following:  

t = 0     // time initialization  

Init (P(t))    // initial population creation 

Eval (P(t))    // population evaluation 

While criteria non reached  // number of generations or good solution obtained 

 P’(t) = Selection(P(t))  // mates selection  

 P’’(t) = Evolution (P’(t)) // mates‘ recombination and mutation 

 Evaluation(P’’(t))  // evaluation of the new population 

 P(t+1) = P’’(t)   // current population update 

 t = t + 1   // new generation 

End While 

Figure 4.  evolutionary algorithm 

4.1.2. Recombination 

Recombination produces new individuals in combining the information contained in the 
parents. It consists in selecting a locus point and permutation the two right parts of the 
mates’ genotypes. 

Figure 5. crossover principle 

4.1.3. Mutation 

After recombination, every offspring undergoes mutation. Offspring variables are mutated 
by small perturbations (size of the mutation step), with low probability. The representation 
of the genes determines the used algorithm. If the genes are binary, a bit-flip mutation is 
used. If the genes are real values, many possible mutations can be operated. Figure 6 shows 
an example of real value mutation. 
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Figure 6: example of mutation  

Next section will explain how to evaluate the individuals based on neural networks. 

4.2. Neural networks 

4.2.1. Backpropagation 

Neural networks are collections of units (neurons) connected by weighted links (connection 
weights) used to transmit signals.  

Figure 7: Extract of a multilayer neural network  

The principle is based on the minimization of the quadratic error E which is function of the 
n desired outputs ydi and the n outputs yi given effectively by the network: 
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and σ ’ its‘ derivative. 

4.2.2. Learning 

The learning algorithm used in this work is adapted from (Schalkwyk et Fanty, 1996) which 
permits a fast convergence toward a good solution. The learning phase stops when the error 
does not decrease anymore, that is when it is not able to learn anymore. At the end of this 
learning phase, the algorithm gives a recognition rate which corresponds to the number of 
recognized features divided by the total number of features to recognize and a number of 
learning iterations. 

4.2.3. Recognition 

The recognition phase is used to evaluate the neural network based individuals. Data used 
for recognition are different from the one used for learning. The recognition rate given by 
the individuals are used as fitness function. 

4.3. Hybridization 

Three major approaches combining neural networks and evolutionary algorithms are 
presented in the literature: finding the optimal weights of the neural network (using 
evolution only or combined with backpropagation), finding the optimal topology of the 
neural network and finding optimal learning parameters (Yao, 1995) (Whitley, 1995) 
(Hancock 1992). 

4.3.1. The topology of the neural network 

The design of the network’s topology is not easy. Finding the optimal number of layers as 
well as finding the number of neurons on each layer is usually done by empiric methods 
(more than based on theoric fundations).  

4.3.2. The optimal weights of the neural network 

The initialization of the weights before learning is crucial. It influences the convergence 
speed and the quality of the obtained network. 

• Learning time 
The learning convergence time depends on the initial and final weight space. In fact, the 
more initial weights are close to their final value, the faster is the convergence (Thimm, 
1994) (Chan and Nutter, 1991). For example (Lee et al. 93) have shown theorically that the 
probability of premature saturation at the beginning epoch of learning procedure in the 
backpropagation algorithm derived in terms of the maximum value of initial weights, the 
number of nodes in each layer and the maximum slope of the sigmoidal activation function.  
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• Quality of the resulting network 
Learning by backpropagation can be seen as a function optimization where the weights are 
its parameters. Its convergence toward a local minimum can be global also. If it is not the 
case, we can consider that the learning has not been done correctly.  

4.4. Neural network encoding 

The representation of a neural network in a genotype has been studied deeply in the 
literature (Miller et al., 1989) (Gruau and Whitley, 1993) (Mandischer, 1993). Weights 
manipulated by the backpropagation algorithm are real values and can be encoded by 
different ways as described in (Belew, 1991). In order to be efficient with the crossover 
operator, weights having a high interaction should be close. 
Let’s consider a 3 layer-network with n inputs, m+1-n hidden and p+1-m outputs, wij the 
connection of the neuron i toward the neuron j. Figure 8 shows the representation of this 
network: 

Figure 8: architecture of a neural network 

The genotypic representation of this architecture is the following:  

(w(n+1)1, w(n+1)2, …, w(n+1)n, w(n+2)1, w(n+2)2, …, w(n+2)n, …, w(m+1)m, …, wpm) 

Figure 9. genotypic representation of the neural network architecture 

4.5. Changing environment adaptation 

The problem of adapting populations to changing environment is an interesting problem 
which gave place to a certain number of works. For example, (Nolfi and Parisi, 1997) 
investigated a robot adaptation in a changing environment controlled by a population of 
neural networks. (Cobb and Grefenstette, 1993) studied the evolution of a population 
tracking the optimum of complex functions (such as combination of sinusoids and 
gaussians) and the capacity of genetic algorithms to adapt, for example, to the translation of 
such functions.  
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Keeping diversity in the population seems to be the key for a good adaptation to 
environments changing quickly. (Cobb and Grefenstette, 1993) proposed a comparison of 
the performances of various strategies (high mutation rate (10%), triggered hypermutation 
and random immigrants). The high mutation rate generates a significant diversity, the 
triggered hypermutation varies the mutation rate according to the way the environment 
changes, its rate is weak when the changes are weak, high during abrupt changes, the 
random immigrants introduces randomness into a percentage of its population which 
generates diversity. It results from this work that each of these methods has advantages and 
disadvantages depending on the way the environment changes.  
Methods based on the thermodynamic principles (Mori et al. 1996) can be found in the 
literature also. In addition, evolution strategy seems to be well fitted to adapt to the changes 
of environment (Bäck, 1996). Indeed, the integration of evolution's parameters in the 
genotype enables the adaptation of the mutation rates when it is necessary.  

4.6. Lamarkism versus Darwinism 

A certain number of works studied the influence of the heritage on the evolution of the 
populations (Turney et al., 1996). At the beginning of the century, two schools were 
confronted: The Darwinism is based on the idea that only the predisposition of the 
individuals to learn is transmitted to the children. Knowledge acquired by the parents is not 
transmitted then. Lamarckianism proposes that knowledge obtained by parents is directly 
transmitted to children. Hence, those parents' weights resulting from the training phase are 
transmitted to the following generation.  
In the context of this debate, Baldwin proposed a kind of intermediary. He suggested the 
existence of a strong interaction between learning and evolution. The principal objective for 
the individuals is to integrate, by means of a neural network training, the information 
provided by the environment. The fittest individuals are selected for reproduction. So they 
transmit to their descendant their capacity to learn. If it is considered that an individual is all 
the more ready to integrate knowledge that the innate configuration of its neural network' 
weights is closed to that after training, we can consider then that knowledge is assimilated 
in its genes. Thus, the training time decreases. Once the individuals are able to acquire these 
concepts correctly, we can consider that those are comparable in the genotype.  
(Nolfi et al., 1994) and (Nolfi and Spalanzani, 2000) showed that learning guides evolution 
(individuals having the best learning performances reproduce more often than the others), 
but also that evolution guides learning (the selected individuals have greater capacities to 
learn and these capacities are improved during generations). Thus, instinctive knowledge of 
the individuals is transmitted and improved during the evolution whereas, and it is the 
difference with the theory of Lamarck, the genotype is not affected directly by the training.  
(Whitley et al., 1994) affirmed that under all the test conditions they explored, the 
Lamarckian evolution is much faster than that of Darwin and results are often better. 
Concerning the problem in which we are interested in, the adaptation to the changes of 
environment, (Sasaki and Tokoro, 1997) affirmed that the Darwinism is more adapted than 
Lamarckianism, whereas for a static environment, the opposite is noted. (Mayley 1996) 
proposed to penalise individuals having a long training phase. He affirmed also that 
knowledge assimilation can be done only if there is a neighbourhood correlation, i.e. a 
correlation between the distance from two genotypes and that of their associated phenotype.  
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5. Experimental results 

5.1. Experimental plateform 

Our simulations take place in EVERA (Environnement d'Etude de la Robustesse des 
Apprentis), our speech Artificial Life simulator which has been described in (Kabré and 
Spalanzani 1997). The main purpose is to provide a test-bed for the evaluation and 
improvement of the robustness of speech recognition systems. Two models are proposed in 
EVERA, a model of environment and a model of organisms (speech recognition systems) 
which evolve in it. In our study, the environment is a virtual acoustic environment. The 
virtual environment allows the simulation of the transfer function between acoustic sources 
(speaker and noise) and a microphone position. Thanks to Allen model of sound 
propagation in small rooms (Allen and Berkley 1979), by varying the reflection coefficient of 
walls, floor and ceiling, it is possible to control the reverberation time. This latter measures 
the time needed for the sound emitted in an acoustic environment to extinct. The difficulty 
of recognition increases with the reverberation time. The convolution between a speech 
signal taken from any database and the acoustic environment impulse response gives the 
speech signal for training the neural based speech recognition systems. 
A population of speech recognition systems is built in an initial virtual acoustic 
environment. The creation of the initial population resorts to make a desired number of 
copies of a pre-trained neural network while making a random change of its weights. The 
environment is changed by either taking a new acoustic environment, a different speech 
database or a different noise (we considered different noises such as door closing, alarm, 
radio). The change is such that the systems are no longer well-suited to this environment. At 
this moment, after a period of training, an adaptation cycle starts thanks to genetic 
operators.

1. Init a population of automatic speech recognition systems. 

2. If duration of simulation not elapsed change the acoustic environment else goto 6. 

3. Train automatic speech recognition systems. 

4. Evaluate, Select and Reproduce speech recognition systems. 

5. If duration of adaptation elapsed then goto 2 else goto 3. 

6. end.

Figure 10. Algorithm for evolving speech recognition systems so that they adapt to new 
virtual acoustic environments. 

The acoustic environments are represented by a set of words to which noise and 
reverberation were added. Noises have been chosen thanks to their characteristics: PO for 
door closing (impulsive noise), AL for alarm and RE for alarm clock (narrow-band noises at 
different frequencies), FE for fire (white noise) and RA for change of radio frequency (non 
stationary noise). 
An environment is defined by a triplet (type of noise, reverberation time, signal to noise 
ratio). The intelligibility of the signal is inversely proportional to the reverberation time and 
proportional to the signal to noise ratio. This is why a signal with a strong reverberation and 
a weak signal to noise ratio (for example (FE 0,7 -6)) is more difficult to recognize than a 
signal like (RA 0,4 20). 
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5.2. Comparison between Lamarckian and Darwinian evolution 

First experiments determine the most effective method for our problem of adaptation to the 
environment. Since the opinions are divided concerning the method to use, we propose to 
test the performances of populations in term of quality of the individuals and in term of 
effectiveness. Within the framework of our experiments, this consists in studying the 
recognition rate of our population as well as the number of iterations necessary for each 
individual to optimise its training (i.e. the network converged). The objective of the 
individuals is to recognize a set of isolated words analysed by an acoustic analyser based on 
the model of the human ear (Hermansky, 1990). The vector resulting from the acoustic 
analysis represents the input of the networks having 7 input units, 6 hidden units and 10 
output units. They are able to learn thanks to training algorithm based on backpropagation.  

5.2.1 Quality of the results 

On the general shape of the curves, we can also notice that results provided by the 
Lamarckian evolution are more stable and seem to drop less easily than those of the 
Darwinian population. The numerical results of the performances are presented in table 1. 
We can notice that the performances are quite equivalent in average. In average, the 
population evolving according to the method of Lamarck obtains 78% of recognition rate 
whereas that according to the method of Darwin obtains 76.6%. Concerning the best 
individual, less than 1% of improvement is noted since in average (for the 10 environments, 
that is to say 1000 generations), the best Darwinian individual obtains 80.1% whereas 
Lamarckian 80.9%.

Figure 11. Recognition rates of the population of speech recognition systems evolving in a 
changing acoustic environment. 20 individuals evolve by genetic algorithms and neural 
training. Darwinian and Lamarckian heritage are compared on the average of the 
population.
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Recognition rate Worst Best Average 

Lamarckian evolution 73.8 % 80.9 % 78 % 

Darwinian evolution 70.5 % 80.1 % 76.6 % 

 Table 1. Comparison of the recognition rates between Lamarckian and Darwinian 
evolution.

5.2.2. Training efficiency 

Concerning now the efficiency of the populations in the training phase, figures 12 shows the 
number of iterations necessary for a good convergence of the individuals’ networks. 
Although, at each change of environment, the number of iterations increases in a more 
significant way during the evolution of Lamarck, the decrease of this number is more 
significant and, in average, the number of iterations is weaker. It is interesting to note that 
this number decreases throughout the Darwinian evolution, which can means that there is 
knowledge assimilation, and this without the use of penalty as proposed (Mayley 1996).  
In both kinds of evolution, the number of iterations decreases during generations. Once 
more, we can notice that the evolution of Lamarck is more effective than that of Darwin. As 
indicates it table 2, Darwinian individual needs in average 91 iterations to learn correctly, 
whereas a Lamarckian individual need only 68.2 iterations. We can notice the differences 
between the best individuals (54.8 against 33.1) and worse (144 against 113.6). 

Figure 12. Learning times of ASRSs population evolving in a changing acoustic 
environment. 20 individuals evolve by genetic algorithms and neural training. Darwinian 
and Lamarckian heritage are compared on the average of the population. 

Number of iterations Worst Best Average 

Lamarckian evolution 113.6 33.1 68.2 

Darwinian evolution 144 54.8 91 

Table 2. Comparison of the learning times. 
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5.3. Evolution during time 

This experiment consists in presenting speech signals produced in several noisy 
environments. A sequence of several noisy environments is presented 5 times. This permits 
to test the systems’ performances in identical acoustic conditions at different times. 
Performances of 2 populations are tested. One population is made of neural networks 
evolving with the backpropagation algorithm only, the other is made of neural networks 
evolving with both backpropagation and lamarkian evolutionary algorithm. Results 
presented in figure 13 are the average of 9 simulations.  

Figure 13. Evolution of the recognition rate during time while a sequence of 10 acoustic 
environments is presented 5 times. In gray, recognition rate of the “neural network 
population”, in black, the recognition rate of the “evolutionary neural network population” 

One can notice the regularity of the performances of the evoluted population and the 
constant decrease of the population using back-propagation only. Moreover, the recognition 
rates of the evoluted population are much higher than the ones given by the non evoluted 
population, whatever the acoustic environment.  

6. Conclusion and perspectives 

In this article, we have adapted neural networks based speech recognition systems using 
evolutionary algorithms in order to keep them adapted to new acoustic environments. We 
have compared two methods of heritage suggested by Darwin and Lamarck for the 
evolution of a population in changing acoustic environments. In term of speech recognition 
rate, both methods provide similar results. In term of learning speed, The Lamarckian 
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evolution seems to be more interesting in the context of changing acoustic environments. 
Results obtained in a long sequence of environments show that evolution provides stable 
results (i.e. for two identical acoustic conditions but at different times, results are similar) 
but systems without evolution do not. 
The generic concepts presented in this article must not be limited to neural based methods. 
In this article, neural networks have been implemented because they are easy to controle 
and their convergence is quite fast. Moreover, the hybridization of neural networks and 
evolutionary methods have been studied deeply. But hidden markov models could be 
adapted also (Asselin de Beauville et al. 96) instead of neural network systems.  
Moreover, (Lauri et al. 2003) have shown the efficency to combine evolutionary algorithms 
and Eigenvoices to adapt the system to new speakers. (Selouani and O’Shaughnessy 2003) 
combined hidden markov models and Karhonen-Loève transform to improve telephone 
speech recognition. 
This work is at the frontiere between two very different fields which are automatic speech 
recognition and evolutionary algorithms. Work carried out comes from the idea that if the 
systems of recognition were able to self-modified in time, in order to adapt to the changes of 
acoustic environment, they could be much more robust. The idea was to take as a starting 
point the capacities of the alive beings to adapt to their environment to be the most powerful 
possible in order to survive.  
Within the framework of speech recognition, we considered the automatic speech 
recognition systems, or filters, like individuals having to adapt to their acoustic environment 
changing. It appeared interesting to imagine a system able to adapt to the acoustic changes 
of conditions (characteristic of the speaker or the room for example) in order to remain 
performant whatever its conditions of use. The alive beings are able to adapt their manner of 
perceiving several signals while concentrating on the signal in which they are interested in. 
They are also able to update their knowledge of the environment when it is necessary. 
Considering that speech signal recognition for alive beings can be summarized in two main 
phases, namely perception of the signals and the attribution of entities to these signals, we 
have suggested to adapt one or the other independently by evolutionary technics.  
We keep in mind that there is a strong interaction between these two processes but their 
adaptation by evolutionary algorithms in a parallel way seems, for the moment, impossible 
to control. Indeed, how to adapt our recognition system on data which adapt 
simultaneously to this one? 
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