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proved capacity, iterative detection, also called turbo-
equalization/detection, is advocated with reduced order
modulations. When linear channel is considered, the
satellite communications’efficiency can be improved as
underlined in [4].

Furthermore, the payload can introduce non-linear
distortions, the channel can then be approximated by
Volterra series as depicted by Benedetto in [5]. Em-
ployed for Nyquist signaling in the saturation regime,
iterative non-linear detection based on Volterra kernels
suggests interesting performance in [6].

Since non-linear channel requires advanced receivers,
allowing FTN signaling in the saturation regime makes
sense. Indeed, the ISI due to both the payload and the
FTN signaling can be equalized within a joint model.
In [7], the interest of such a signaling is demonstrated,
supported by the study in [8] which highlighted the
robustness of the FTN waveform in non-linear channel.
Iterative MAP detection is implemented in the following
of this paper.

The issue of signal synchronization has to be ad-
dressed. Usual algorithms depicted in [9] for timing
recovering (Gardner’s approach) and frequency recov-
ering (Luise and Regiannini’s approach) are not suit-
able in strong ISI context. In [10], a synchronization
scheme for FTN signaling in DVB-S2 background is
considered. The performance depicted differs when lin-
ear or non-linear channel transmission are considered
since the non-linear distortion is not taken into account
in the derivation of the proposed algorithm. Moreover
the acquisition mode depicted in [10] considers joint
maximum likelihood (ML) estimation of both the timing
error and the frequency offset, and thus, this method
requires high computational load. In [11], a well per-
forming non data-aided (NDA) method is proposed for
frequency offset estimation of FTN signaling. The high
performance achieved by in [11] has to be balanced
with the considered model. The considered channel is

Abstract—In order to increase the capacity of future 
satellite communication systems, faster-than-Nyquist (FTN) 
signaling is increasingly considered. The gain in terms 
of transmission rate is obtained at the price of signifi-
cant intersymbol interference (ISI) introduction. To benefit 
from an improved spectral efficiency ( SE), m any iterative 
detectors have already been investigated, demonstrating 
the interest of such a waveform in linear and non linear 
channels. A thorny point in FTN signaling remains its 
synchronization since the usual algorithms considered in 
the DVB-S2X standard cannot be applied on this waveform 
without significant l oss o n t he p erformance. T his paper 
proposes a synchronization scheme for FTN signaling in a 
satellite context. It is based on a Volterra decomposition of 
the received signal in order to fit both with l inearized and 
non-linearized amplifiers which can be found in the satellite 
payload. Two steps, initialization and tracking are consid-
ered, based on training sequences fulfilling t he DVB-S2Xs 
frames requirements. After start of sequence detection and 
frequency offset correction, the channel estimation is used 
for time offset issue in the two proposed schemes. Their 
performance are compared to the performance of a perfect 
synchronized detection.

I. INTRODUCTION

FTN signaling was first c onsidered b y M azo i n [1],
increasing the transmission rate of binary symbols with
a cardinal sine pulse shaping. He has shown that above
a compression factor, usually called Mazo limit, the ISI
does not decrease the minimum euclidean distance and
so, the theoretical Bit Error Rate (BER) achievable for
the binary transmission. This study opened the door to
a similar investigation considering usual root raised co-
sine (RRC) filters, g iving equivalent compression limits
depending on the roll-off factor [2].

However, the introduced ISI requires the implemen-
tation of advanced receivers. The best performance
is offered by Maximum a Posteriori (MAP) detectors
[3], but lower complexity receivers as minimum mean
squared error (MMSE) or Colavolpe’s detector [6] per-
form well. Therefore, in order to benefit from an im-



indeed a linear one, thus the non-linear regime is not
addressed. Moreover, the method considers in advance
a perfect time synchronization whereas this assumption
is not obvious for synchronization matters. Moreover,
in [10] and [11], no channel estimation is investigated
whereas the detection can be improved with a time-
variant equalization model as highlighted in this paper.

In this paper, we investigate the performance of
joint synchronization and channel estimation for FTN
signaling. It will be illustrated in DVB-S2X context.
The proposed synchronization scheme operates in two
main steps: A first one called INITIALIZATION STEP is
performed over a dummy frame (DF) as it is generally
defined in standard guidelines [12]. This step performs
timing recovering paired with Volterra’s kernels estima-
tion [14]. The frequency recovering is based on Morelli
and Mengali’s frequency offset estimation [15] for strong
ISI signaling. The second step is called TRACKING
STEP and is performed on the PLHeader’s start of frame
(SOF) and Pilots inserted in the data flow as defined
in the standard [12]. The interest of channel estimation
for detection with no sampling correction is investigated,
leading to potential gains.

The paper is organized as follows. Section II briefly
reviews the end-to-end FTN signaling system in the
non-linear context and the associated channel estimation
is addressed. Section III consists of the description of
INITIALIZATION and TRACKING steps of the proposed
synchronization scheme. Section IV gives the perfor-
mance of the different investigated algorithms. Conclu-
sions are given in Section V.

II. FASTER-THAN-NYQUIST SIGNALING IN
NON-LINEAR CHANNEL - DESCRIPTION AND MODEL

ESTIMATION

A. Channel model and notations

At the transmitter side, the binary data uk is en-
coded into a codeword ck using low-density parity-check
(LDPC) error-correcting codes of coding rate ρ. The data
interleaving is followed by the bit mapping into complex
symbols ak, k ∈ Z belonging to a M -ary phase shift
keying (PSK) constellation with a Gray mapping. FTN
signaling consists of a symbol rate acceleration w.r.t. the
Nyquist rate: Rs = 1

Ts
= 1

αT with T -orthogonal root
raised cosine (RRC) filter h(t). β denotes the shaping
filter’ s roll-off factor. The compression factor of the
FTN transmission is α ∈ [0, 1]. The baseband transmitted
signal is

xe(t) =
∑
k

akh(t− kαT ) (1)

The non-linear distortions are introduced to (1) by
the satellite payload, acting as a transparent repeater
(see Figure 1). In this paper, the allocated transponder’s
bandwidth for transmission is B = 40MHz. Since the
shaping filter h(t) is designed so that BT ' 1 + β and

considering that the roll-off is β = 0.1 in the following
of this paper, the symbol rate Rs is equal to 36

α MBauds
for the transmission.

Since we consider a single carrier scenario, the input
multiplexer (IMUX) and output multiplexer (OMUX) act
as linear filters on both sides of the high power amplifier
(HPA). When operated in the saturation regime, the
payload introduces strong non-linear ISI, compromising
even more the synchronization of the FTN signal.

Fig. 1. Transparent satellite payload

In Figure 2 the AM/AM curve of the considered HPA
gives the output back-off (OBO) as a function of the
input back-off (IBO). The considered amplifier matches
with a Saleh model [19] with parameters αs = 2.1587
and βs = 1.1517 such as :

|y| = αs |x|
1 + βs |x|2

(2)

where x and y are respectively the signals at the HPA
input and output. The 1dB compression point on the
figure highlights the saturation regime of the amplifier.

Finally, on the downlink an additive white Gaussian
noise (AWGN) is added to the signal. In the following,
2N0 denotes the power spectral density of the complex
channel noise. The received noisy signal is filtered with
the filter hr(t) = h∗(−t), where (.)∗ denotes the
complex conjugate, matching the shaping filter h(t) and
resulting in a colored sampled noise nk.

Fig. 2. OBO Vs IBO - AM/AM curve of a conventional HPA

The non-linear channel model with Volterra’s series
was first proposed by Benedetto et. al. in [5]. It consists
of a polynomial decomposition of the non-linear ampli-
fication with only odd coefficients.

|y| =
∑
k

γ2k+1 |x|2k+1
, (3)



where γ2k+1 are the Volterra decomposition’s coeffi-
cients. Then, the non-linear channel is depicted by both
linear and non-linear terms. Here the model is truncated
to the third order Volterra kernels of which optimization
is obtained for the 7th order polynomial decomposition
in (3). The discrete received signal is given by

rk =
∑
l

ak−lKl +
∑
m

∑
n

∑
p

ak−mak−na
∗
k−p

Km,n,p + nk

(4)

where Kl and Km,n,p respectively represent the 1st and
3rd order Volterra kernels. This model is used for the
trellis based MAP detection [18]. The trellis is computed
with a truncated non-linear channel length L, with L 1st

order Kernels and 3L 3rd order kernels. The MAP is
then used in an iterative turbo-detection sheme depicted
in Figure 3, using a LDPC soft decoder based on Belief
Propagation (BP) decoder.

Fig. 3. Turbo-equalization

When a Volterra model is considered, the difference
between Nyquist and FTN signaling lies in the fitting
and amplitude of the kernels and thus, the channel
selectivity. In the following of this paper, the signal to
noise ratio (SNR) means C/N , the ratio between the
total carrier power and the white Gaussian noise power
in the bandwidth B.

Figure 4 sums-up the global transmission scheme
when perfect synchronization is considered.

Fig. 4. Transmission channel scheme

A key point of the considered detection scheme has
to be briefly discussed here. In Figure 4, the filter
considered at the receiver side is a partial matched filter
which only matches the shaping filter h(t). In this paper,
the considered model differs from the proposed model in
[7] of which the filter at the receiver matches a reduced
Volterra model taking into account the whole channel.
By so doing, their model leads to a linear channel
allowing detection on an Ungerboeck model [16]. In

contrast, our channel model is not symmetric and not
causal making Ungerboeck model unfeasible. The MAP
detection in this paper considers a branch metric in the
BCJR algorithm of type Forney [17] without whitening
filter and so neglecting the noise correlation in the model:

γt(m
′,m) ∝ |rk − (

∑
l

ak−lKl +
∑
m

∑
n

∑
p

ak−m

ak−na
∗
k−pKm,n,p)|2 + 2N0lnP (ak)

(5)

This choice is motivated by two key aspects:
• For an Ungerboeck model, a perfect symmetry of

the channel is mandatory. Then, the sensitivity to
timing error is detrimental.

• The required filter at the receiver detailed in [6]
for Ungerboeck model has to be modified when the
IBO and/or the compression factor α are modified.
In [7], the compression factor is fixed for each
modulation in order to decrease the complexity of
the receiver. The transmission does not benefit from
an improved granularity of the joint Modulation and
Coding (ModCods) and compression factor combi-
nation as the model implemented in this paper.

B. Non-linear channel estimation

Here, the channel estimation relating to the non-linear
model (4) is briefly investigated and consists of the
1st and 3rd order Volterra kernels estimation. A least-
squares-type method is considered in [14] based on a
training sequence s = [s1, ..., sN ] of length N . The
pattern of the training sequence is not discussed here but
in the following section. In [14] - Section IV, Morgan
et. al. give the following least-squares solution

K̃ = (SHc Sc)
−1SHc y, (6)

where y is a length N block of the received train-
ing sequence sent through the channel. Sc denotes a
Ltot × (N − Ltot) circulant matrix build from the
training sequence s such that [Sc]i,j = s|i+j−1|N where
|i+j−1|N means ”|i+j−1|modulo N”. K̃ is a vector of
length Ltot containing L estimated 1st order Kernels and
L3 estimated 3rd order kernels, with L3 = Ltot−L. The
channel estimation performance is discussed in Section
IV-A.

III. FTN SYNCHRONIZATION

In this Section, time and frequency offsets correction
is considered for FTN signaling in a non-linear channel.
We first review the time and frequency offset estimation
based on a training sequence compliant with the DVB-
S2X standard for INITIALIZATION STEP. Secondly, two
methods are discussed for timing estimation. The third
subsection highlights the changes of algorithms to be
suited to TRACKING STEP. Finally, the architecture
of the receiver for both INITIALIZATION STEP and
TRACKING STEP is depicted in Figure 8.



Here is briefly detailed the different impairments to
be taken into account for synchronization issue:
• First, δT is the sampling instant offset. Regarding

(4), we consider now rk+δT = r(kTs + δT ).
There is no value restriction for this offset, δT ∈
[−Ts2 ,+

Ts
2 ].

• For DTH broadcasting services, the maximum car-
rier frequency instability considered in the standard
is δf = ±5MHz [13], according to the ESA channel
model. In this paper, δf

Rs
< 15% is considered.

• The phase noise φk considered in the following
comes from the ”Digital synthesis of the phase
noise in simulations” appendix of the DVB-S2X
guidelines [13].

Therefore , the sampled received signal to be synchro-
nized after matched filtering is

r′k = rk+δT e
j(2πk

δf
Rs

+φk) + nk, (7)

Note that the synchronization algorithm depicted in
the following does not need oversampling factor as in
Gardner detection [9].

A. Start of sequence (SOS) detection over a dedicated
dummy frame - Initialization step

The standard DVB-S2X offers the possibility to gener-
ate Dummy frames with arbitrary content [12]. We pro-
pose indeed a training sequence build among a dummy
frame of N=3330 symbols. More specifically, the start
of frame (SOF) pattern of Ls=26 π/2-BPSK symbols
located in the PLHeader is periodically repeated Ns=128
times. Considering the repeated training sequence s =
[s1, ..., s26] and knowing the channel components, the
expected distorted signal at Nyquist sampling instant is

s̃k =
∑
l

sk−lKl +
∑
m

∑
n

∑
p

sk−msk−ns
∗
k−pKm,n,p

(8)
Then, a correlation is performed on the sampled received
signal with s̃ for the SOS detection

λ(r′k, s̃) =

∣∣∣∣∣∣
Ls
2 −1∑
l=0

s̃l
∗r′k+l

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣
Ls−1∑
l=Ls

2

s̃l
∗r′k+l

∣∣∣∣∣∣
2

(9)

The received signal r′k is sampled with the time offset
δT which is not taken into account into s̃, the mismatch
does not avoid the sequence detection. In Figure 5, the
start of each repeated sequence is detected despite the
low considered OBO and SNR and the time offset δT .
Considering the frequency offset requirements, the half
of the training sequence is short enough.

B. Frequency offset estimation over a dedicated dummy
frame - Initialization step

Once the SOS is achieved, a coarse frequency off-
set estimation is applied. With this in mind, we con-
sidered the proposed methods in [15] for frequency

Fig. 5. Start of sequence detection by correlation - SNR = 3dB - OBO
= 1dB -

δf
Rs

=5% - α = 0.7, β = 0.1

offset estimation in strong ISI transmission context.
More specifically, we investigate the proposed algorithm
named ”MLE#2” in [15] since our training sequence fits
with their periodic training sequence requirement. The
estimated δf

Rs
, noted ν̂, is given by:

ν̂ =
1

2πLs
arg

 1

(Ns − 1)

Ns−1∑
j=1

(j+1)Ls∑
k=j.Ls

r′kr
′∗

k−Ls


(10)

A first coarse frequency offset estimation and correction
is applied, ensuring a new δf

Rs
< 1.10−3 in the worst

case of SNR/OBO (3dB/1dB). Then a more accurate
estimation/correction based on a larger sequence can
be applied. The training sequence remains the same
dummy frame depicted previously but the periodicity
taken into account differs: We now consider Ls=260
symbols repeated Ns=12 times. The resulting frequency
estimation is more accurate since in the worst case of
SNR/OBO, a precision of 9.10−5 on δf

Rs
is achieved. The

whole performance of the frequency offset estimation is
depicted in Section IV-A.

C. Sampling methods and corresponding detectors -
Initialization step

Once the frequency offset correction is achieved, the
timing estimation and correction is performed using to
the non-linear channel estimation depicted in paragraph
II-B. The channel estimation leads to two different re-
ceivers, a first scheme without timing correction (Scheme
A) and a second scheme with timing correction (Scheme
B). We consider a residual frequency offset εf in the
received signal (7) after the frequency offset correction.
The considered signal model is:

r̃k = rk+δT e
j(2πkεf+φk) + nk, (11)

Note that rk+δT is the sampled Volterra model with time
offset:

rk+δT = r(kTs + δT ) =
∑
l

ak−lKl+δT +∑
m

∑
n

∑
p

ak−mak−na
∗
k−pKm,n,p+δT

(12)

where Kl+δT and Km,n,p+δT respectively represent the
1st and 3rd order Volterra kernels of the channel when
sampled with the inherent δT sampling offset of (7).



So, the channel estimation (6) resulting of the sampled
received signal (11) is

K̃δT = (SHc Sc)
−1SHc r̃, (13)

where r̃ is the received signal associated to the dummy
frame of N=3330 known symbols sent through the
channel. Sc denotes a Ltot×(N−Ltot) circulant matrix
build on the dummy frame s = [s1, ..., s3330].

From there, two different receiver schemes are con-
sidered.

1) Scheme A - Trellis update without time offset
correction: Taking into account the estimated channel
K̃δT , the trellis used for MAP detection is updated so
that the considered model is (13). In the BCJR algorithm,
the branch metric is updated in the following manner:

γt(m
′,m) ∝ |rk − (

∑
l

ak−lKl+δT +
∑
m

∑
n

∑
p

ak−m

ak−na
∗
k−pKm,n,p+δT )|2 + 2N0lnP (ak)

(14)

In this case there is no extra timing correction since the
detection model is designed for the channel including
the time offset. This scheme A offers a perfect match of
the received signal sampling instant and the model, on
the contrary of the following scheme B.

2) Scheme B - Time offset correction: We first
define a matrix K(1) of size χ × L. Each line
of K(1) contains the theoretical pre-computed 1st

order kernels with pre-defined offset timing ∆T =
[− χ−1

2(χ+1)Ts, ...,−
1

χ+1Ts, 0,+
1

χ+1Ts, ...,+
χ−1

2(χ+1)Ts].
The timing offset measure consists in the minimization
of distance D as a function of i = [1, χ]:

D = |K(1)
i,[1,L] − K̃δT |2 (15)

Estimate δ̂T of δT is set to ∆T (i), the sampling offset is
used for timing correction. The MAP detection is then
implemented with the theoretical Volterra kernels in (4).
Considering the MAP detection, the loss due to a timing
error of 0.05Ts is 0.1dB. It has motivated the choice of
the value χ = 19 resulting in a time step Ts/20 in K(1).

The relevance of each scheme and associated perfor-
mance are discussed in Section IV-B.

D. Tracking step - Reuse of the previous estimators

During the transmission, frequency and timing cor-
rections are achieved ensuring reliable detection. As
a reminder, we briefly depict the recommended Pilot
structure frame in [12]. The preamble PLHeader (PLH)
is composed of the SOF sequence followed by 64
symbols of PLSCODE. Moreover, a Pilot sequence of
NP=36 known symbols is inserted every ND=1440 data
symbols.
• The SOF detection used for INITIALIZATION STEP

is reused in the TRACKING STEP. An additional
Pilot detection is needed. It is achieved thanks to a

correlator similar to (9) with p = [p1, ..., p36] and
its corresponding expected p̃ based on the known
Pilot sequence at the output of the Volterra based
channel:

λ(r′k, p̃) =

∣∣∣∣∣∣
Ls
2 −1∑
l=0

p̃l
∗r′k+l

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣
Ls−1∑
l=Ls

2

p̃l
∗r′k+l

∣∣∣∣∣∣
2

(16)

• The frequency offset estimation is realized on two
consecutive Pilot sequences with Menagli’s method:

ν̂ =
1

2π(ND +NP )
arg

(
k0+NP−1∑
k=k0

rkr
∗
k−ND

)
(17)

where k0 is the index of the first symbol of the
received Pilot. The frequency offset is estimated and
corrected each received Pilot by considering the two
last consecutive received Pilots. The performance of
the frequency offset tracking is discussed in Section
IV-A. The frequency drift, reported in the ESA
channel model, is 30KHz/s according to [13].

• The channel estimation during tracking is applied
on each PLH detected thanks to the SOF detector:

K̃δT = (SHc Sc)
−1SHc r̃, (18)

where r̃ is the received samples corresponding to
the PLH of N=90 known symbols sent through the
channel. Sc denotes a Ltot × (N − Ltot) circulant
matrix build on the PLH s = [s1, ..., s90].In [13],
the time drift to take into account for standard
requirements corresponds to 100 p.p.m.
In Scheme A, the trellis used for detection can be
updated on each received start of frame on which
the channel estimation is applied. For Scheme B,
during TRACKING STEP, the time offset correction
is the same as during INITIALIZATION STEP, as
depicted in Figure 8. The frequency of correction
based on SOF is high enough considering a 100
p.p.m. drift.

The performance of the different estimators and the
detection of schemes A and B are discussed in the
following section.

IV. RESULTS

In this section, we first analyse both the channel and
the frequency offset estimations, for both the INITIAL-
IZATION STEP and the TRACKING STEP. Secondly,
the degradation due to both synchronization schemes
A and B is highlighted and compared to an ideal syn-
chronized signaling. The degradation is computed taking
into account the whole synchronization impairments
described in III during both INITIALIZATION STEP and
TRACKING STEP.



A. Estimators performances

We consider training sequences of N = 3330 and
N = 90 known symbols, respectively the Dummy frame
length and the PLHeader length. The robustness of the
channel estimation as a function of the SNR is not
discussed since it performs similarly from 0dB to 20dB.
In Figure 6, the impact of input back-off (IBO) on the
estimation relevance is depicted considering the mean
squared error (MSE) between the theoretical and the es-
timated kernels. The truncation takes into account L=21
1st order kernels and the Ltot−L=100 most powerful 3rd

order kernels for both estimated and theoretical model.
SNR is fixed to the worst case of 3 dB.

Fig. 6. MSE between theoretical and estimated sets of 1st and 3rd

order kernels as a function of the IBO with training sequence length
3330 (DF) and 90 (PLHeader) - α = 0.7, β = 0.1 and SNR = 3 dB -
Monte-Carlo on 1000 Dummy Frames / 1000 PLHeader.

The lower the back-off is, the higher the ISI and
then the higher the MSE are. Obviously, the estimation
performs better when a longer training sequence is
adopted but based on PLH, the estimation is accurate
enough for detection.

The frequency estimation performance is investigated
for INITIALIZATION STEP estimator (10). First, the
coarse frequency offset estimation error εc = |ν̂ − δf

Rs
|

is computed as a function of SNR with an initial value
0.5% <

δf
Rs

< 5%. Considering that the coarse frequency
offset estimation leads to a residual offset εc, its fine
estimation error is εf = |ν̃ − εc|. The value of εf
gives the residual frequency offset after INITIALIZA-
TION STEP. In Figure 7, the performance of coarse
and fine estimation during INITIALIZATION STEP is
illustrated as a function of the SNR, considering two IBO
values in saturation regime, 1dB and 7dB. The frequency
offset correction performance during TRACKING STEP
is characterized with a 30KHz/s drift. Regardless of
the IBO considered, the coarse frequency estimation
is sufficient when SNR is over 9dB. The difference
between IBO of 1dB and 7dB shows off the robustness
of the method in the saturation regime.

B. Receivers performances

The two proposed schemes for the sampling offset
issue can be compared through their detection perfor-
mance by observing the bit error rate (BER) achieved by

Fig. 7. Mean Residual Frequency Offset ε as a function of SNR for
IBO = 1dB/7dB - α = 0.7, β = 0.1 - Monte-Carlo on 1000 Dummy
Frames and/or 1000 Pilots sequences.

both schemes. As a benchmark, the ideal synchronization
performance is considered too in Figure 9. In the same
transmission channel (α = 0.7, β = 0.1 and IBO=3dB).
We consider BPSK, QPSK and 8PSK modulations,
depicting performance in different SNR ranges with a
coding rate ρ = 2/3. In Figure 3, the turbo-equalization
scheme implemented is depicted. The detection consists
in 3 turbo-iterations between the MAP detector and
the LDPC decoder. During the first turbo-iteration, 5
decoding iterations are applied, during the second one,
10 decoding iterations and finally 15 decoding iterations
during the 3rd turbo-iteration.

The performance of scheme A shows off that the
Nyquist sampling instant is no more critical when FTN
signaling is considered in the saturation regime. Its per-
formance is only 0.2 dB beyond the ideally synchronized
detection when BPSK and QPSK are considered and
0.3dB when 8PSK is considered. For the scheme B, the
performance is satisfying too, achieving detection 0.3dB
and 0.4dB beyond the ideal synchronization scenario.
The loss is partly due to the phase noise φk since the
correction applied on time offset and frequency offset
ensures a well performing detection.

V. CONCLUSION

In this paper, the synchronization issue for FTN sig-
naling in non-linear channel has been addressed with
frame structures compliant with the DVB-S2X require-
ments. Volterra series paired with channel estimation
based on known sequences leaded to two schemes, A
and B. Both offer interesting performance regarding their
feasibility, even considering the worst case : Strong
ISI context (IBO=1dB) and low SNR (SNR=3dB) over
the downlink. With respect to an ideal synchronized
transmission, both scheme introduce a weak loss be-
tween 0.2dB (Scheme A) and 0.3dB (Scheme B) on



Fig. 8. Scheme A (red) and Scheme B (blue).

the SNR for detection. The performance of scheme
A underlines an interesting point: the Nyquist optimal
sampling instant does not stand when FTN signaling
is considered in saturation regime. Moreover, when
Scheme B is implemented, the channel estimation paired
with trellis update is interesting considering the payload
aging process which makes the channel model slowly
varying in time. Considering the results in this paper and
the fact that future satellite communications will require
advanced receivers, FTN signaling in the saturation
regime could be a strong candidate for spectral efficiency
improvement in future standardization. In further studies,
FTN signaling in wideband satellite communications
scenario will be addressed and advanced predistorder
paired with FTN transmission will be considered.

Fig. 9. BER Vs SNR for BPSK(L=7), QPSK(L=7) and 8PSK(L=5) -
α = 0.7, β = 0.1 and IBO=3dB.
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