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Summary. — Protein-protein interaction takes usually place on an extended area
of the external molecules surfaces that are morphologically fitting. Geometric and
topological congruence (i.e. concavity and convexity correspondences) is required to
support the neighboring interaction of surface patches belonging to the two protein
molecules. It is therefore important to adopt representations and data structures
that can facilitate the analysis and the implementation of techniques for the eval-
uation of geometric and topological properties on extended surfaces. These areas
of activity are usually roughly “planar” but with local concavity and complexity
that must match each other for interacting. To this purpose we are suggesting a
solution different from the one of ligand-protein interaction in which are involved a
pocket and a small molecule. The solution here suggested is based on the concavity
tree representation. Starting from the convex hull of the protein molecule a recur-
sive process leads to a series of concavity and meta-concavity that allows reaching
the detail level required. The consequence of the recursive process is obviously a
hierarchical data structure (a tree) which at each level supports a complete descrip-
tion of a surface. Each node of the tree contains an array of features that support
the geometrical, topological and biochemical properties of the correspondent surface
patch.

PACS 87.15.km – Protein-protein interactions.
PACS 87.15.K- – Molecular interactions; membrane-protein interactions.
PACS 87.18.Xr – Proteomics.
PACS 87.85.mk – Proteomics.
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Fig. 1. – 2D travel depth example: grey lines represents pixel that share the same distance from
the convex hull.

1. – Preliminary definitions

The objective is to develop methods for the forecast and the validation of the Protein-
Protein Interactions (PPI), based on 3D geometrical and topological properties, by means
of the mathematical morphology operators with the specific goal to inspect the regions
of interface among two proteins. Adopting the Mathematical Morphology (MM) we plan
also to tackle the problem of protein surface modeling.

1.1. MM for PPI . – The basic idea is that the mathematical morphology (also called
“Image Algebra” by S. R. Sternberg [1, 2]) developed at the Ecole Nationale Supérieure
des Mines by G. F. Matheron and J. Serra [3] has not still been exploited as it should
be for analyzing protein morphology. As an example considering the approach of M. J.
Connolly [4, 5] for the protein surfaces modeling, this can be easily implemented with
a few basic MM operators (just a “closing” operation, that is a sequence of two opera-
tions: “dilation” and “erosion”). But the address is more general: we believe that MM
is the most appropriate tool for the morphological analysis of proteins and in general of
biomolecules. In the literature the applications of MM in proteomics seem really spo-
radic [6-9]. In particular iterative or recursive applications of the basic MM operators
allow to compute quantitative descriptions of the main surface features suitable for ef-
fective description and analysis. An emblematic example is the “propagation” process to
cover completely a connected component and an important practical case of exploitation
of this recursive process is the computation of the Distance Transform (DT) to evaluate
the Travel Depth (TD).

1.2. DT and TD . – In biology, the minimum distance of a point from a reference
surface is called travel depth. For its evaluation a distance transform is commonly used.
In biology the travel depth description has been investigated by Coleman and Sharp [10,
11]. Travel depth is the value of distance associated on each point of a molecular surface
from the surface’s convex hull (a 2D example is shown in fig. 1). The shape and the
properties of the molecular surface determine what interactions are possible with ligands
and other macromolecules. In particular, the active sites are generally described as
shallow and deep spots on the molecular volume. Experimentations have shown that
active sites usually corresponds with areas on the surface having a high travel depth
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Fig. 2. – An object (a), its convex hull with green concavities (b), the actual shape of each node
(c) and the corresponding three levels concavity tree (d).

value and thus they coincide with the bottom of protein’s pockets. After computing
some feature parameters which characterize the local surface geometry a suitable data
structure to support these information and their topology must be defined: we are here
proposing the Concavity Tree (CT) solution.

1.3. The CT data structure. – CT has been introduced as data structure to represent
image contours by [12] and further researched by Batchelor [13]. A CT is used for
describing non-convex two-dimensional shapes. It is a rooted tree in which the root is
a simple characterization of the whole object boundary, i.e. its convex hull. Each node
of the next level describes the set of objects obtained by subtracting the object from
the convex hull. Each next level is elaborated in the same way, iteratively. A node that
represents a convex shape corresponds to a leaf in the tree, so it does not have any child.

Figure 2 shows an example of a shape (a), its convex hull, concavities, and meta-
concavities (b), and its corresponding concavity tree (c). The shape generates five con-
cavities as reflected in level one of the tree. The four leaf nodes in level one correspond
to the highlighted triangular concavities shown in (d). Typically, each node in a con-
cavity tree stores information pertinent to the part of the object the node is describing
(a feature array for example), in addition to tree meta-data (like the level of the node;
height, number of nodes, and number of leaves in the subtree rooted at the node, etc.).
In the sequel we firstly introduce the analysis of protein surfaces for the detection of geo-
metrical features and then we will present the CT representation as a mean for effective
description, analysis and detection of protein active sites.

2. – Search for pockets and tunnels

In the discrete space the protein and the CH are defined in a cubic grid V of dimension
L × M × N voxels. Note that the grid is extended one voxel beyond the minimum and
maximum coordinate of the SES in each orthogonal direction (in this way both SES and
CH borders are inside the V border). The voxel resolution adopted is 0.25 Å, so as to
be small enough to ensure that, with the used radii in biomolecules atoms, any concave
depression or convex protrusion is represented by at least one voxel.

Let us call R the region between the CH and the SES (the concavity volume [14]),
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that is

(1) R = CH ∩ SES.

Let us call BCH the set of the border voxels of CH, that is

(2) BCH = CH − [CH • K] ,

where • represent the erosion operator of mathematical morphology and K the discrete
unitarian sphere (in the discrete space a 3 × 3 × 3 cube).

Within the region R the following propagation is applied:

Di =
{

1 if i ∈ BCH

0 otherwise

}

A = BCH ;
N = (A ⊕ K) ∩ R;
E = N − A;
while E �= � do

∀e ∈ E : de = minn∈ne
(dn + wn);

A = N ;
N = (A ⊕ K) ∩ R;
E = N − A;

done

where:

– A represents the increasing set of voxels contained in R;

– E corresponds to the recruited set of near neighbors of A contained in R (i.e. the
voxels reached by the last propagation step);

– minn∈ne
(dn + wn); represents the minimum value among the distances de in the

near neighbors belonging to D already defined, incremented by the displacement
wj between the locations (e, n).

The values in D represent the distance of each voxel of A from the border of BCH and
A corresponds to the connected component of R adjacent to the border. In order to
separate the different pockets and tunnels the volume A must be partitioned into a set
of disjoint segments PSES = {P1, . . . , Pj , . . . , PN}, where N is the number of inlets. The
partition must satisfy the following conditions:

Pi ∩ Pj = �, i �= j,(3)
P1 ∪ . . . ∪ Pj ∪ . . . ∪ PN = A.(4)

The effective number of segments, that determines obviously the number and the mor-
phology of pockets and tunnels, is found out on the basis of two heuristic parameters:
i) the minimum travel depth value of the local tops TDLT ; ii) an evaluation of near
neighbor pivoting effects PEs. In fig. 3 the results of the segmentation process produced
by our package on MTSP1 (MATRIPTASE) (PDB ID 1EAX). This process is executed
in two steps: first an onward propagation, where the set of the pocket local tops is iden-
tified; and then a backward parallel propagation from each of the tops, which identifies
all the pockets. A detailed description of the segmentation process is given in [15].
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Fig. 3. – Pockets and inlets found after segmentation process on PDB ID 1EAX.

3. – Protein surface representation through CTs

The complex shape of the protein has been segmented into its components (e.g. a
pockets set), and each pocket can be subsequently decomposed into simpler regions,
and the complete description is given in terms of the region’s features and their spatial
relationship.

This process can be executed recursively. In this way a sequence of approximations
is built, and, at each stage, this hierarchical structure can be effectively applied for
analyzing and comparing complex shapes. A refinement of the analysis of these regions
is performed to extract further details. The Convex Hull of each region at every level of
detail is analyzed by the same process as that applied to the whole initial shape, going
through concavities and meta-concavities. The process continues until all regions of the
last level are convex, or a level of detail sufficiently fine is reached.

The final result is a hierarchical structure, the (meta) concavity tree. At each level the
concavities can be analyzed and described on the basis of the feature vector computed
at each node: obviously the features defined for concavities can also be computed for the
meta-concavities.

The problem of defining an optimal set for feature selection is complicated because
besides building robust models it is also important to simplify the amount of resources
required to describe the data accurately, without ambiguity, in a very large set of redun-
dant and relevant information. The expert can help, but can usually construct only a
set of application-dependent features.

A rich set of general features that can be, in peculiar cases, partitioned in well-
organized proficient subsets, is the following: i) Pocket Volume [16], ii) Surface-to-Volume
Ratio, iii) Skewness and Kurtosis of Height Distribution, iv) Mouth Aperture (in details
we consider area, perimeter and the perimeter-to-area ratio, Travel Depth [10,17], v) Top
Peaks and Valleys, vi) Summit Density, Mean Summit Curvatures (both the average of
the principal curvatures of peaks and valleys [18, 19]), vii) Interfacial Area Ratio, and
viii) Residue Conservation [20] (the conservation score for each residue in a given protein
can be obtained from the ConSurf-HSSP database [21]).

This approach results particularly fruitful in proteomics in which the morphology
plays a fundamental role for studying protein-protein interaction. The solvent excluded
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Fig. 4. – Example of two interacting proteins: MTSP1 (MATRIPTASE) (PDB ID 1EAX) and
basic pancreatic trypsin inhibitor (PDB ID 9PTI).

surfaces of a couple of interacting protein molecules (MTSP1 (MATRIPTASE) (PDB ID
1EAX) and basic pancreatic trypsin inhibitor (PDB ID 9PTI)) are shown in fig. 4. The
main binding site that is involved in the docking working as a ”receptor”, detected with
our ”protein inspector” software package is shown in fig. 5. In figs. 6 and 7 the useful
subsets of the concavity trees representing the intreacting parts of PDB ID 1EAX and
PDB ID 9PTI are shown.

Fig. 5. – The binding site of PDB ID 1EAX (note that it is its main pocket) involved in the
interaction with PDB ID 9PTI.
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Fig. 6. – The CT hierarchical representation of the binding site of PDB ID 1EAX.

Fig. 7. – The CT hierarchical representation of the parts of PDB ID 9PTI interacting with the
binding site of PDB ID 1EAX represented in fig. 6.

4. – Conclusions

A new data structure has been introduced that supports the surface analysis for
matching and protein-protein interaction. We are now planning an intensive quantitati
ve analysis of the effectiveness of this new representation approach for practical problems
and to evaluate the performances on established benchmarks such as CAPRI [22].
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