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Abstract
A methodology to couple Numerical Weather Prediction (NWP) models with steady-state Computational
Fluid Dynamic (CFD) models for wind resource assessment applications is proposed. NWP simulations are
averaged according to their atmospheric stability and wind direction. The averaged NWP simulations are used
to generate the initial and boundary conditions of the CFD model. The method is applied using one year of
Weather Research and Forecasting (WRF) simulations at the Honkajoki wind farm in Finland and validated
by Sonic Detection and Ranging (SODAR) measurements at the site. It is shown that coupled simulations
reproduce a more realistic shear for heights above 150 m. In terms of estimated energy production, there is
not a big difference between coupled and standalone models. Nevertheless, a considerable difference in the
horizontal wind speed patterns can be seen between the coupled and non-coupled approaches. The WRF
model resolution has only a small influence on the coupled CFD results.

Keywords: Mesoscale microscale coupling, Wind energy resource assessment, Computational Fluid Dynam-
ics (CFD), Physical downscaling, Boundary conditions

1 Coupled Computational Fluid
Dynamics models in wind resource
assessment

Recent wind energy projects are being increasingly de-
veloped in areas with high terrain complexity. In this
kind of terrain, Computational Fluid Dynamic (CFD)
models have shown much better performance compared
to linear models (Hristov et al., 2014), which have
been traditionally used by the wind industry. Further-
more, it has been shown that linear models overpre-
dict the horizontal wind speed for terrain slopes higher
than 20°, whereas CFD models accurately predict the
wind (Yamaguchi et al., 2002). For these reasons, over
recent years CFD models have become more preferred
for wind resource assessment. Among commercial CFD
codes for wind resource assessment, mostly steady-state
modelling is available because of its reasonable use of
computational power.

The simulated flow of CFD models depend on the
prescribed initial and boundary conditions. Typically,
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these boundary conditions are imposed as analytical log-
arithmic wind profiles. CFD models that utilize this
type of boundary conditions are referred in this work as
“standalone”. This approach has been traditionally used
in the wind industry given their simplicity and relatively
good performance when the atmospheric conditions are
predominantly neutral. Nevertheless, those theoretical
profiles often deviate from the observed wind profile in
the area. One way to use profiles that are more realis-
tic is to use atmospheric data calculated by Numerical
Weather Prediction (NWP) models. The use of atmo-
spheric conditions derived from an NWP model to feed
a local-scale model is referred in the literature as meso-
to-microscale modelling.

NWP models can reproduce mesoscale and regional
wind circulation phenomena such as baroclinic pressure
systems and thermal winds. Therefore, they can provide
more realistic boundary conditions for CFD models than
simple analytical profiles. The use of NWP model data is
very common in the wind industry because of its global
coverage for several decades (Al-Yahyai et al., 2010).
Nevertheless, even the finest mesoscale NWP models,
with horizontal grid resolutions of several hundred of
meters, are not sufficient for the correct representation
of the orography. This prevents a good microscale wind
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Figure 1: Spatial resolution and advantages of different numerical models used to simulate the wind flow.

Figure 2: Example of boundary conditions for standalone (left panel) and coupled (right panel) CFD simulations.

resource estimation, especially in complex sites (Bilal
et al., 2016a). It is expected that this drawback can be
corrected by coupling them with microscale models like
RANS CFD models, which have a horizontal grid res-
olution of tens of meters (Fig. 1). For this reason, the
meso-to-microscale models are being widely studied in
the industry and literature.

Meso-microscale methodologies that integrate input
from an NWP model into a nested CFD model with finer
grid are defined as physical downscaling methods (Sanz
Rodrigo et al., 2017a). Different physical downscaling
methods differ mainly in the downscaling procedure, the
mesoscale and microscale model used, and their appli-
cation (Table 1). The Weather Research and Forecasting
(WRF) model (Skamarock et al., 2008) is one of the
most commonly used NWP models and therefore it is
expected that it is also one of the most commonly used
for downscaling purposes. On the other hand, the most

used CFD models correspond to large eddy simulation
(LES) and Reynolds-averaged Navier–Stokes (RANS)
models. Many RANS model codes exist, among which
WindSim, OpenFOAM, FLUENT and VENTOS are the
most cited in the literature.

In general terms, LES models are more accurate
but more computational demanding in comparison with
RANS models (Duraisamy, 2014). For this reason,
RANS CFD models are more commonly used in the
wind energy industry (Duraisamy, 2014; Veiga Rodri-
gues et al., 2016). In the current study the CFD Software
WindSim, which uses steady-state RANS equations, is
used.

There are two main approaches for physical down-
scaling of mesoscale model results using CFD models.
One approach is to run the CFD simulation using ana-
lytical boundary conditions and scale the 3-D CFD wind
field with the mesoscale wind speed at one or several se-
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Table 1: Classification of previous studies that use meso-microscale coupling. RANS based models are highlighted in bold.

Model

Mesoscale Microscale Application Reference(s)

WRF WindSim Wind energy Bilal et al., 2016a; Bilal et al., 2016b; Castellani et al., 2006; Meissner et al., 2015

WRF OpenFOAM Wind energy Boutanios et al., 2010; Leblebici et al., 2014; Leblebici and Tuncer, 2015
Urban flow Miao et al., 2013; Zheng et al., 2015

WRF HELIOS Wind energy Gopalan et al., 2014; Sitaraman, 2013; Sitaraman et al., 2013

Others FLUENT Wind energy Li et al., 2010; Schneiderbauer and Pirker, 2010
Urban flow Li et al., 2007; Solazzo et al., 2006

Others* VENTOS Wind energy Veiga Rodrigues et al., 2008, 2016
Urban flow Veiga Rodrigues and Palma, 2014

WRF LES Wind energy Liu et al., 2011; Lundquist et al., 2008; Mirocha et al., 2013, 2014; Mirocha and
Kirkil, 2010; Moeng et al., 2007; Muñoz-Esparza et al., 2014; Sanz Rodrigo et al.,
2017b

Urban flow Kinbara et al., 2010; Liu et al., 2012; Nakayama et al., 2011

MM5 Various CFD Urban flow Baik et al., 2009; Nozu et al., 2009; Solazzo et al., 2006; Takemi et al., 2006

Others Linear Wind energy Al-Yahyai et al., 2012; Badger et al., 2014; Carvalho et al., 2013; Murakami et al.,
2003; Yu et al., 2006

*Mostly WRF

Table 2: List of publications that conduct meso-microscale physical downscaling with RANS CFD models.

Reference Downscaling method Type of simulation Long term statistics or duration Application

Li et al., 2007 Direct coupling Steady-state Selected NWP time-steps Urban wind flow
Zheng et al., 2015 Direct coupling Steady-state 2 days approx. Urban wind flow
Folch et al., 2016 Scaled Default CFD Steady-state 24 directional sectors Gas dispersion
Sanz Rodrigo et al., 2010 Scaled Default CFD Steady-state 12 directional sectors Regional wind map
Bilal et al., 2016a Scaled Default CFD Steady-state 12 directional sectors Wind energy production
Duraisamy et al., 2014 Direct coupling Steady-state Clustering Wind energy production

lected grid points. The second approach, referred to as
direct coupling in the literature (Sanz Rodrigo et al.,
2017a), uses the NWP model output to define the initial
and boundary conditions of the CFD simulation (Fig. 2).
The scope of this study is to explore the capabilities of
the latter approach.

Most of the literature about coupled RANS CFD
models is focused on unsteady simulations which al-
lows for the temporal description of wind flow (Baik
et al., 2009; Castro et al., 2015; Li et al., 2010; Veiga
Rodrigues et al., 2016; Veiga Rodrigues and Palma,
2014; Schneiderbauer and Pirker, 2010). Wind re-
source assessment models used in the wind industry
are usually validated with measurements covering some
years, which makes unsteady simulations too expen-
sive in terms of time and computational power. Hence,
steady-state simulations are preferred in the wind indus-
try. However, most of the previous studies on coupled
steady-state CFD models (see Table 2) have not explored
direct coupling for wind energy applications.

In this work, we propose a direct coupling methodol-
ogy for steady-state CFD simulations for wind resource
assessment purposes. It intends to improve the CFD sim-
ulations by transferring the average wind speed patterns

from the mesoscale model to the CFD model. The con-
sideration of different atmospheric stability conditions
in the coupling procedure allows the CFD to capture the
observed predominant wind flow conditions, while still
making a reasonable use of computational resources in
the context of the industry.

This paper is divided into five sections. In Section 2
details about the validation site, datasets, coupled nu-
merical models and validation methodology, are pre-
sented. In Section 3 the coupling methodology applied
to the WRF and WindSim models is presented. In Sec-
tion 4 the coupling model is evaluated to then provide
conclusions in Section 5.

2 Dataset, models and methods

In the following subsections, the measurement data as
well as the data and set-up used to build the WRF
and CFD models are presented. Finally, the validation
methodology used in this study is explained.

2.1 Validation site and data sets

The Honkajoki wind farm is used as a validation site of
the proposed methodology. The wind farm consists of
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Figure 3: a) Measured vertical profile of mean horizontal wind
speed and b) wind rose at 100 meters.

9 Nordex N117/2400 units with a hub height of 120 m
and a rotor diameter of 117 m. The site is located in
Honkajoki municipality of Satakunta region, in Finland,
about 3.5 km to the southeast of the town of Honkajoki
and around 45–50 km east from the coast. The terrain
at the site is flat, with an absolute height difference
of approximately 33 m within the area modelled in the
microscale domain. The surface cover consists mainly
of forest with presence of an urban area belonging to the
Honkajoki town, in the north-west corner of the site.

The wind conditions have been monitored through a
SODAR positioned at the coordinates 61.98° N, 22.32° E
and elevation 117.1 m, between 19 February 2016 and
19 April 2017. For this period ten-minute averages and
standard deviations of horizontal and vertical wind com-
ponents are available at altitudes between 50 m and
200 m above ground level (a.g.l.) with a vertical res-

olution of 5 m. The measured vertical profile of mean
horizontal wind speed has a higher shear compared to
a neutral wind profile as shown in Fig. 3. This is due
to a strong influence of stable atmospheric conditions
in the site, which are common in mainland Finland.
As presented in Fig. 3, the main wind directions are
southerly (180°) and south-westerly (210° and 240°).

2.2 WRF model

In this study WRF version 3.7.1 is forced with the
National Centers for Environmental Prediction Cli-
mate Forecast System Reanalysis (CFSR) 6-hourly data
(Saha et al., 2010) and is run for 1 year from March
2016 to March 2017. The WRF version used in this
work contains most of the improvements made in Po-
lar WRF (Hines and Bromwich, 2008), a modified ver-
sion of the model optimized for the polar regions and
is therefore suitable for this year-long simulation. The
wind farm parameterization scheme available in WRF
based on Fitch et al. (2012) is switched on in all model
domains and set up for the Honkajoki wind farm using
turbine data provided by the manufacturer. This scheme
assumes that the wind turbines act as a momentum sink
on the mean flow transferring a fraction of the kinetic
energy into electricity and the rest into turbulent kinetic
energy. The latter represents the mixing of the ambient
flow by the turbines.

The following physics parameterizations are se-
lected: Goddard (six-class) Cloud Microphysics Scheme
(Tao et al., 1989); Rapid Radiative Transfer Model for
Global Circulation Model Applications (Iacono et al.,
2008) with climatological aerosol distribution (Tegen
et al., 1997) for both short-wave and long-wave radi-
ation; Monin-Obukhov surface layer scheme (Monin
and Obukhov, 1954) with the Mellor-Yamada Naka-
nishi and Niino level 2.5 Planetary Boundary scheme
(Nakanishi and Niino, 2004, 2006); Noah land surface
model (Chen and Dudhia, 2001); and Betts-Miller-
Janjić (Janjić, 1994) cumulus scheme with precipitat-
ing convective cloud scheme (Koh and Fonseca, 2016).
The WRF model configuration used in this work is the
one found to give the best agreement with observed data
at the Honkajoki site out of the different configurations
considered for the month of April 2016.

Three domains were used in the WRF model experi-
ments (Fig. 4). The setup of domains 1 and 2 are identi-
cal to the ones used by Wang et al. (2019). Domain 1
has a spatial resolution of 15 km and comprises the
entire Scandinavian Peninsula (144×160 grid nodes).
Domain 2 uses a 3 km resolution and includes most
of the Botnia-Atlantica region (301×381 grid nodes).
Domain 3 uses a 600 m resolution, centered over the
Honkajoki wind park (96×96 grid nodes). The model
has 60 vertical levels, spanning up to 30 hPa (∼25 km).
A higher vertical resolution in the Planetary Boundary
Layer is used, with about 20 levels in the lowest 200 m.
In domain 2 and 3, the cumulus parametrization scheme
is not used and instead convection is explicitly resolved
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Figure 4: Spatial extent of domain 1 (d01), domain 2 (d02), domain 3 (d03) of the WRF model used in the simulations. The microscale
CFD domain is indicated as a black rectangle in the lower-right panel. The sodar position is indicated with a star in the top- and bottom-right
panels.

by the model. In domain 1, grid nudging towards CFSR
is employed. The water vapor mixing ratio is nudged
in the mid- and upper-troposphere while the horizon-
tal wind components and potential temperature pertur-
bations are nudged in the upper-troposphere and lower
stratosphere. The nudging time-scale is set to 1 h for all
variables.

In order to limit the accumulation of integration er-
rors, following Lo et al. (2008), each month’s run is bro-
ken into three overlapping 11/12-day periods with the
first day regarded as model spin-up. For example, for
March 2016 the model is run from 29th February to
11th March, 10th March to 21st March and 20th March to
1st April. The output is stored every 3 h, 1 h and 10 min
for the domains 1, 2 and 3, respectively. For this work,
the output of grids d02 and d03 are used.

The albedo, vegetation fraction and leaf area in-
dex used in the WRF simulations are derived from
the National Oceanic and Atmospheric Administration
Advanced Very High Resolution Radiometer (AVHRR)
multi-year data (Csiszar and Gutman, 1999; Gut-
man and Ignatov, 1998). The other land surface pa-
rameters are assigned to each land category from a
1 km AVHRR data spanning April 1992 to March 1993
(Loveland et al., 2000). The terrain input used in the
WRF runs is interpolated from a ∼925 m spatial reso-
lution dataset generated by the United States Geological
Survey (USGS) that comes with the WRF pre-processor.

2.3 WindSim model
The CFD software WindSim is used to simulate the
wind flow in the microscale model domain. The Wind-
Sim CFD model is based on RANS equations for mo-
mentum, turbulence and temperature, using the standard

k-ε turbulence closure scheme. More information about
the governing equations of the model are detailed in the
works of Gravdahl (1998). To consider atmospheric
stability effects in the atmosphere the potential temper-
ature equation is solved explicitly. The change of the
mean potential temperature is influenced by advection,
thermal diffusion and turbulent heat transfer (Meissner
et al., 2009). Forest is modelled in accordance to Busch
(2017).The software solves the atmospheric steady-state
flow for a given set of initial and boundary conditions
through numerical methods. In this study, the Coriolis
force is not included in the microscale modelling. Wind
turbines are not explicitly represented in the microscale
model. For energy calculations in Section 4.4, an analyt-
ical wake model is used to account for the impact of the
wind turbines.

The digital terrain model has a horizontal spatial
resolution of 20 m×20 m. In the vertical direction, the
grid extends up to 450 m, with a finer vertical spa-
tial resolution towards the ground, which has a grid
size lower than 10 m for heights below 100 m a.g.l
(Fig. 5). The modelled area is a rectangle of approx-
imately 4.8 km×6.6 km, with the lower left corner at
565,498 m east 6,867,799 m north and the upper right
at 570,318 m east 6,874,439 m north in the Universal
Transverse Mercator coordinate system, Zone 34.

Data about the elevation and canopy of the site
was retrieved from the National Land Survey of Fin-
land (https://www.maanmittauslaitos.fi/en). This web-
site provides laser altimetry data and various resolution
altimetry models for most of Finland. The datasets re-
trieved from this website correspond to elevation model
data with a horizontal resolution of 2 m and point-like
laser scanning data depicting objects on the ground with

https://www.maanmittauslaitos.fi/en
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Figure 5: The left and right columns display a schematic view of
the vertical grid distribution at the position with maximum and min-
imum elevation, respectively, in the CFD domain. For visualization
purposes up to 200 m a.gl. is displayed.

Table 3: Canopy height (hc) ranges used to model the forest. For a
given range, one canopy height and a number of cells are used to
build the forest in the model.

Canopy height
range (m)

Modeled Canopy
height (m)

Number of
grid cells used

1 < hc ≤ 2.5 1.75 1
2.5 < hc ≤ 5 3.75 2
5 < hc ≤ 7.5 6.25 3

7.5 < hc ≤ 10 8.75 4
10 < hc ≤ 12.5 11.25 5

12.5 < hc 13.75 6

their respective horizontal and vertical coordinates. The
data was retrieved in December 2018. Both datasets
were aggregated into the 20 m resolution grid of the
CFD model. The canopy height was obtained by sub-
tracting the elevation from the laser altimetry data and
then used to model 6 layers of forest (Table 3). For
canopy heights lower than 1 m it was assumed that
no forest was present and therefore they correspond to
grassland. By visual inspection, for important areas of
the site the aerodynamic roughness data was manually
corrected, like farmlands, asphalt, residential areas and
buildings (Fig. 6).

2.4 Validation methodology

In wind resource assessment studies, it is necessary
to extrapolate measurements taken at one point, to the
planned turbine positions in order to assess the wind
energy potential. The horizontal and vertical transfer in
space of those measurements need to be done either by
analytical formulas or by 3-D models, like RANS CFD.
For wind energy applications, RANS CFD model results
are Reynolds number independent (Bachant and Wos-
nik, 2016; Berg et al., 2011). This means that wind flow
relative perturbations caused by the orography are inde-
pendent of the wind speed. In other words, the ratio be-

tween the wind speed values at two different locations of
the simulated domain are independent of the wind speed.
Such ratio is defined as the “speed-up ratio” and is the
variable used to quantify the performance of the micro-
scale model. Since the speed-up ratios depend only on
the orography, they also depend only on the wind di-
rection. In this study, 12 different wind directions are
simulated, generating 12 sets of speed-up ratios.

The validation of the microscale model consists in
first “transferring” the wind speeds from a reference
measurement to the location of a target measurement
(Fig. 7). The transferring is performed by multiplying
the wind speeds at the reference, uR, by the correspond-
ing speed-up ratio, SU. For a given measured wind direc-
tion at the reference point αR, the speed-up ratio is ob-
tained by linearly interpolating the speed-ups of the two
closest wind directions. For example, if the total num-
ber of simulated directional sectors, D, is 12 as in this
study, and the measured direction is 15°, the SU is inter-
polated from the speed-ups modelled for wind directions
0° and 30°. The transferred values are compared to the
measured wind speed at the target, uT . The performance
of the model is then quantified by the crosschecking pre-
diction error, XPE, defined as:

XPE(R, T ) =
∑N(R,T )

t=1
uR(t)·

N(R,T ) ·
∑N(R,T )

t=1
SU(αR(t))

N(R,T ) −
∑N(R,T )

t=1
uT (t)

N(R,T )
∑N(R,T )

t=1
uT (t)

N(R,T )

(2.1)

N(R, T ) is the total number of concurrent measured
timesteps t between the reference R and the target mea-
surement T , and αR is the measured wind direction at the
reference point. In contrast to validation metrics used in
WRF or Unsteady RANS models, where deterministic
values are compared, the objective of the XPE is to vali-
date the simulated speed-up ratios and not the simulated
wind speed values.

Crosschecking prediction errors can also be obtained
for a particular directional sector, in which case is de-
noted as XPEΛ(R, T ), with Λ = {(i − 1) · 360°/D, i =
1, . . . ,D}. In this case, the same expression as in equa-
tion (2.1) is used, with the summation limited to αR val-
ues within the range [Λ − 360°/2D,Λ + 360°/2D], in
which case the total number of concurrent timesteps is
denoted as NΛ(R, T ).

3 Meso-to-microscale coupling
methodology

The WRF simulations results are used to drive the
microscale wind flow model. Representative WRF fields
are generated for different atmospheric stability condi-
tions and wind directions by averaging the WRF data.
These averaged fields are used to generate the initial and
boundary conditions of the CFD model. The averaging
and transferring methodologies are detailed in the fol-
lowing subsections.
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Figure 6: Satellite image (left), elevation (center) and aerodynamic roughness length (right) of the CFD digital model. In the satellite image
the position of the wind turbines of the Honkajoki windfarm is shown as well as relevant areas in the domain.

Figure 7: Example of measurement transfer using RANS CFD model results.

3.1 Calculation of representative atmospheric
conditions

The meso-microscale coupling could be conducted by
running one microscale simulation for each timestep of
the WRF data. With this procedure, the estimation of
the annual energy production of a wind energy project
would require 8760 steady-state simulations for hourly
WRF data. This high demand of computational re-
sources is prohibitive in the industry, and therefore, a
method to generate representative boundary conditions
has been proposed.

The developed methodology consists in generating
one representative mesoscale field per wind direction
and/or per atmospheric stability condition, from the
1-year WRF simulation. These fields are computed by
averaging all WRF data with the same representative
main wind direction and atmospheric stability. The main
wind direction is determined by averaging the wind di-
rections of all WRF grid-points at the inlets of the micro-

scale domain between 60 m and 160 m a.g.l. By using
this procedure, it is expected that the main mesoscale
conditions at the heights of interest for wind energy gen-
eration can be captured.

When atmospheric stability is considered, the rep-
resentative atmospheric stability is estimated from the
shear exponent of one vertical profile of horizontal wind
speed (Sutton, 1949). This profile is obtained by av-
eraging in the horizontal direction the wind speeds of
all WRF grid-points inside the CFD domain. All verti-
cal levels between 50 and 100 m are used to compute
the shear exponent. The thresholds used to classify the
atmospheric stability are based on the work of Whar-
ton and Lundquist (2012) and the reference therein.
Shear exponents <0.1 are considered unstable, >0.2 are
considered stable and between those two thresholds it is
considered neutral.

In this work, two versions of the proposed coupling
methodology are used, one without considering atmo-
spheric stability, here referred as to “all-stabilities”, and
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the other considering three atmospheric stability classes:
unstable, neutral and stable. All-stabilities simulations
correspond to the average of all WRF timesteps through-
out the year for a given wind direction, whereas the other
simulations average the WRF timesteps throughout the
year that belong to a particular stability class. The aver-
aging procedure is conducted for each of the 12 direc-
tional sectors, yielding a total of 12 WRF fields for each
of the four cases.

The averaging is conducted at each grid-point of the
WRF domain. The following variables from the WRF
model are considered in the coupling: (i) wind veloc-
ity vector, (ii) potential temperature, (iii) boundary layer
height and (iv) friction velocity. These variables are di-
rectly averaged except for the horizontal components of
wind speed and friction velocity. In the case of horizon-
tal wind speed, magnitude and direction are averaged in-
stead. Then the horizontal components of the wind are
calculated by projecting the averaged horizontal wind
speed according to their averaged direction. On the other
hand, the averaged friction velocity is computed using
the root mean square of the friction velocities.

3.2 Boundary conditions for CFD simulations

In RANS CFD simulations the values of all variables are
iteratively re-calculated inside domain until they con-
verge to a stable solution. This iterative procedure starts
from a set of initial values which, in the case of steady-
state CFD simulations, are fixed at the lateral and top
boundaries during the whole simulation. The prescribed
variables are the horizontal wind speed u, potential tem-
perature θ, turbulent kinetic energy (TKE), k, and its en-
ergy dissipation rate (EDR), ε. In this study, two sets
of initial and boundary conditions are used: 1) stan-
dalone and 2) coupled. For standalone simulations, the
boundary conditions are computed from analytical pro-
files. For coupled simulations, wind speed and poten-
tial temperature are directly interpolated from the WRF
model, while TKE and EDR are calculated using vari-
ables derived from the WRF model, in a similar fash-
ion as Duraisamy (2014). One year of WRF output is
used to generate the boundary conditions for the coupled
simulations. Each of these simulations is compared with
standalone simulations using similar wind direction and
atmospheric stability.

3.2.1 Standalone CFD simulations

Analytical profiles are prescribed for every given wind
direction. These profiles are derived from the Monin-
Obukhov similarity theory in Han et al. (2000):

u (z) =
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L = −
θ0u3
∗

κg(wθ)
=
θ0u2
∗

κgθ∗
(3.9)

Here u∗ is the friction velocity, uG is the geostrophic
wind, z0 is the roughness length, h is the atmospheric
boundary layer height, κ (= 0.4) is the Von Karman con-
stant and L is the Monin-Obukhov length. The convec-
tive velocity scale, the gravitational acceleration, the ref-
erence temperature and the surface sensible heat flux
are denoted as w∗, gθ0 and (wθ) respectively. ψm and
ψh are the stability correction functions for wind speed
and potential temperature, respectively (Businger et al.,
1971; Dyer, 1974). It is assumed zh0 = 0.1z0 (Gar-
ratt, 1992). If neutral conditions are considered, the
friction velocity is computed by enforcing u(h) = uG
in equation (3.1). Otherwise, the friction velocity is ob-
tained from a prescribed reference speed uref at a certain
height zref by u(zref) = uref. The values of θ∗ and (wθ)
are computed from equation (3.9). At the top boundary
of the CFD model, a no-friction wall is prescribed. Wind
direction is assumed to be constant with height.

3.2.2 Coupled CFD simulations

For coupled CFD simulations, wind speed and potential
temperature boundary conditions are computed by in-
terpolating and extrapolating the WRF values onto the
microscale grid. Vertical interpolation is conducted us-
ing cubic spline interpolation and horizontal interpo-
lation by linear interpolation. In the case of the wind
speed, the interpolation is conducted with respect to
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the height above ground level, whereas for the po-
tential temperature it is conducted with respect to the
height above sea level. For the grid cells of the micro-
scale domain below the lowest vertical level of the
WRF model (z�), extrapolation is conducted using equa-
tions (3.10) and (3.11), where u� and θ� are the wind
speed and potential temperature at the lowest vertical
level of the WRF domain. u∗ is retrieved from the WRF
model, L is computed using the gradient method (Arya,
1998), θ∗ is computed from equation (3.2) and (wθ) is
computed from equation (3.9).

u(z) = u� −
u∗
κ

[

ln
(z�

z

)

− ψm

(z�
L

)

+ ψm

( z
L

)]

(3.10)

θ(z) = θ� −
θ∗
κ

[

ln
(z�

z

)

− ψh

(z�
L

)

+ ψh

( z
L

)]

(3.11)

Because interpolated values might not conserve mass in
the microscale domain, mass conservation is enforced
at the top and lateral boundaries. As done in Veiga
Rodrigues et al. (2016), the correction factor φb for the
normal velocities at the boundary b is calculated from
equations (3.12) and (3.13). Here Ai is the grid area
and S b is the set of points belonging to the boundary
b ∈ [1, 5] (four lateral boundaries plus top boundary).
ṁb corresponds to the mass flow, where positive sign
indicates that mass is flowing into the domain.

φb = 1 − sgn(ṁb)

∑5
k=1 ṁk

∑5
k=1 |ṁk |

(3.12)

ṁb =
∑

i∈S b

ρAiu⊥,i (3.13)

TKE and EDR cannot be directly transferred from the
mesoscale model to the microscale model. Coarser grids
cannot describe smaller fluctuations of the wind flow,
and therefore, the amount of TKE in a grid-box would
be higher compared to a finer grid (Moeng et al., 2007).
Therefore, TKE and EDR are computed using equations
(3.3), (3.4) and (3.5) in a similar fashion as Duraisamy
(2014). Here u∗ and h are horizontally interpolated from
the WRF domain.

4 Comparison of the coupled and
standalone simulations

The methodology presented in Section 3 is used to pro-
duce representative WRF data for the previously de-
fined atmospheric stability conditions: (i) all-stabilities,
(ii) unstable, (iii) neutral and (iv) stable. The representa-
tive WRF fields of each of the 12 directional sectors are
used to force the coupled microscale CFD models. In
order to assess the improvement of the coupled method-
ology, the results are compared for each stability case
with their corresponding standalone microscale simula-
tions and the averaged WRF field.

Standalone simulations correspond to the standard
application of CFD models in the wind industry for

wind resource assessment. The values used to compute
the boundary conditions of the standalone microscale
simulations are presented in Table 4. These values were
selected in order to have a good fit with the observed
SODAR profile for each respective atmospheric stability
case.

To calculate the simulation error of each atmospheric
stability case, the measurements are also filtered accord-
ing to the measured shear exponent between 50 and
100 m. The classification of measurements is performed
over 30-min averages in order to reduce the noise. The
same thresholds used in the classification of the WRF
fields are used for the measurements. The frequency dis-
tribution of the atmospheric stability in the WRF simu-
lations and measurements is presented in Fig. 8. Domain
2 and 3 of the WRF model have identical wind roses and
therefore only the last is presented. The wind rose of the
WRF simulations is quite similar to the measured one
when all data is compared. This is also true for the stable
case but not for the unstable and neutral case. Neverthe-
less, over the full year, the proportion of stability classes
in the WRF simulations and SODAR is similar, with a
slight over representation of neutral cases in the WRF
model.

The main purpose of wind flow models is to extrap-
olate measured wind horizontally and vertically. Typi-
cally, measurements are conducted at about 60 to 120 m
and vertically extrapolated to higher heights and/or hor-
izontally extrapolated at places where wind turbines
would like to be placed. For this reason, all comparisons
in this section were conducted using the measured wind
speed at 80 or 120 m as a reference. Only wind speeds
above 3 m/s were considered for the calculation of the
wind profiles and errors, since they are of interest for
wind energy calculations. Only directional sectors with
a frequency higher than 5.5 % (∼15 days) are discussed
in the following section. This assures that the discussion
is based on observation with statistical significance.

4.1 Vertical profiles of horizontal wind speed

For each atmospheric stability case, the profiles of hori-
zontal wind speed simulated at the SODAR position by
the different approaches are compared. The approaches
correspond to one set standalone simulations and two
sets of coupled simulations. Each of these sets corre-
spond to one simulation per directional sector. In addi-
tion, the averaged profile of the WRF d02 and d03 at the
SODAR position are shown for each case. The profiles
were scaled to match the SODAR wind speed at 80 m in
order to validate the speed-up ratios, as discussed in the
previous paragraph. This qualitative comparison is pre-
sented for the most frequent wind directions at 80 m for
all-stabilities and stable cases (Fig. 9 and Fig. 10). The
number of occurrences for the neutral and unstable case
are very low, therefore only the sector with the highest
frequency will be shown (Fig. 11).

When all stabilities are considered (Fig. 9) there are
not important differences between the coupled and stan-
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Figure 8: Wind roses of the representative direction of the WRF d03 timesteps (top) and of the measured wind at 100 m by the
SODAR (bottom) for the different stability classes: all stabilities (magenta), unstable (red), neutral (green) and stable (blue). In the right
panels the frequencies of the stability classes within the simulated and measured period, respectively, are displayed. Next to the bars, the
number of 30-min timesteps per stability is shown.

Figure 9: Simulated horizontal wind speed vertical profiles for the main wind directions for all stabilities. Standalone, coupled and WRF
simulated profiles are shown. At the top-left corner of each panel, the directional sector and its frequency is displayed. Coupled-d02 and
Coupled-d03 are forced using WRF output from grids d02 and d03, respectively.
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Table 4: Prescribed physical parameters used to compute the boundary conditions of each standalone microscale simulation.

Atmospheric stability condition Input variables

All stabilities uref = 6.13 m/s zref = 100 m h = 400 m θ0 = 280 K L = 150 m
Unstable uref = 4.39 m/s zref = 100 m h = 1000 m θ0 = 280 K L = −200 m
Neutral uG = 6.30 m/s h = 500 m
Stable uref = 6.26 m/s zref = 100 m h = 400 m θ0 = 280 K L = 100 m

Figure 10: Same as Fig. 9 but for stable atmospheric conditions.

Figure 11: Same as Fig. 9 but for unstable (left) and neutral (right) atmospheric conditions.
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dalone approaches. In some sectors, the coupled simula-
tions present a better performance (sectors 0° and 210°),
in some sectors the standalone profiles fit better (sec-
tors 30°, 240°, 330°) and for some sectors, they can be
quite similar (sectors 180°, 270°, 300°). In most of the
presented sectors, differences are rather small. In addi-
tion, for most sectors the microscale simulations present
a better performance compared with the profile obtained
from the WRF model. It is interesting to note that there
is not a big difference between the coupled simulations
forced by the WRF outputs from d02 and d03.

Despite these inconclusive results, it is important to
highlight that coupled simulations tend to present a more
realistic shear for heights above 150 m. Standalone sim-
ulations presents a rather high and constant shear above
80 m. In the coupled simulations, the shear decreases to-
wards higher heights, which is also seen in the measure-
ments. It is then expected that coupled simulations have
a better performance when extrapolating measurements
to higher heights. Standalone simulations cannot repro-
duce this since their boundary conditions use wind speed
profiles assuming that Monin-Obukhov similarity theory
is valid up to the boundary layer height.

For stable simulations (Fig. 10), the coupled simula-
tions are as good or better than the standalone approach
for sectors 0°, 30°,180°, 210°, 240° and 270°. In sectors
0°, 240° and 270° the improvements are important. In
most sectors, both coupled sets of simulations behave
similarly. Nevertheless, the one forced by the highest
resolution WRF output (d03) presents a lower perfor-
mance for sectors 240° and 270°. For all sectors, the di-
rect use of the WRF output gives worse results, as the
shear is lower than the measured one. The most proba-
ble reason for the lower shear is that in stable cases the
wake from the wind farm is sustained longer and there-
fore underestimating the wind speed.

In the same way as when all stabilities were con-
sidered, standalone simulations present a high and con-
stant shear above 80 m. This is not the case for the cou-
pled simulations, which present a more realistic shear at
higher heights. In addition, the coupled simulations us-
ing the WRF d03 output shows a change in the shear
at 150 m in sectors 240°, 270° and 300°. Nevertheless,
this cannot be seen in the measurements.

The number of occurrences for unstable and neutral
cases is too low in order to draw conclusions (Fig. 11).
Especially for the unstable case, where the averaged pro-
file of wind speed does not follow a power law behavior.
In the neutral case, the microscale models can reproduce
a neutral profile, with the exception of the coupled simu-
lations using the d03 domain. This indicate that the pro-
file obtained from the WRF d03 is not proper, whereas
the one from d02 is. This suggest that going from a 3 km
resolution to 600 m might not necessarily improve WRF
simulation results in a flat area.

In overall, there are differences between the profiles
simulated by the coupled and standalone approaches
when they are compared to the measurements, depend-
ing on the analyzed directional sector. Considerable im-

provements from the coupled approach was obtained in
some cases, especially for stable conditions. Neverthe-
less, the limited improvement is in part expected given
the simplicity of the terrain. Flat sites can be easily be
modelled different atmospheric stabilities by just adjust-
ing the shear at the inlet (as done in the standalone sim-
ulations), as long as there are no complex weather pat-
terns in the site. In addition, as seen in Fig. 9 and Fig. 10,
the wind speed profile of some sectors are not properly
captured by the WRF simulations.

Coupled simulated profiles show a more realistic
shear at higher heights. In the case of the stand-alone
simulations, the profiles tend to have a constant shear
above 80 meters, whereas in the coupled simulations
the shear changes above 150 m. In particular for the sta-
ble case, there is a notable increase in the wind shear
above 50 meters and a decrease above 150 meters. This
is an expected shape for a stable atmosphere. The WRF
model reproduces this profile and it is transferred to the
microscale simulation through the proposed methodol-
ogy.

For the directional sectors 0°, 30°, 300° and 330°,
the simulated shear presented in Fig. 9 and Fig. 10 is
considerably lower than the measured one. This reduced
shear is not caused by the wake simulated by the WRF
model since the wind farm is situated southwest of the
SODAR position. Therefore, measurements could only
be affected by the wake when the wind is coming from
the directional sectors 180° to 270° (see Fig. 6). A
possible explanation is that the WRF simulations do not
properly reproduce the average shear of these sectors
given their low frequency. In fact, all of these directional
sectors have a frequency lower than 8 % (Fig. 8).

4.2 Cross-check prediction errors

In order to quantitatively assess the simulated vertical
profiles with respect to the observed data, the sector-
wise crosschecking prediction errors (XPEΛ) are used.
In order to study the performance of the models in the
typical context of wind resource assessment, errors are
calculated using the measured wind speed by the SO-
DAR at 80 m as a reference and measurements at 120 m
which equals the hub height of the turbines (Table 5).
It is also of interest to compare the performance of the
models at higher heights close to the tip of the turbines.
For this reason, errors are also calculated using 120 m
as a reference and 200 m as a target (Table 6). As pre-
viously discussed, unstable and neutral cases will not be
discussed given their low occurrence.

When using 120 m as a target and all stabilities
are considered, the coupled simulations forced with the
WRF d03 presents slight improvements compared with
the standalone approach for sectors 180° to 300°. This
improvement has an average of 0.78 % and a maximum
for 300° of 1.52 %. Standalone simulations perform sig-
nificantly better for sectors 30° to 120°. Nevertheless,
these sectors correspond to some of the least frequent
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Figure 12: Total crosscheck prediction error. In each panel, the atmospheric stability condition is shown in the top-left corner. X@Y corre-
sponds to the error using X m as reference and Y m as a target measurement.

Table 5: Sectorwise crosschecking prediction error using the wind
speed measured by the SODAR at 80 m as a reference and 120 m as a
target, for all microscale simulations. Darker colors represent higher
frequencies and errors. Model errors are colored in red for over-
prediction and in blue for underprediction. SA: standalone, CPd02:
coupled with WRF d02 and CPd03: coupled with WRF d03.

Freq. SA CPd02 CPd03 Freq. SA CPd02 CPd03
0 3445 -2.06 -7.02 -2.92 2839 -0.89 -0.14 -3.61
30 3686 -3.97 -9.07 -9.01 3213 -2.34 -8.17 -4.09

180 5778 -5.14 -4.41 -4.48 5432 -3.77 -5.58 -5.92
210 6777 -5.18 -5.75 -4.46 6179 -4.44 -4.26 -5.68
240 5356 -3.08 -2.73 -2.19 4803 -1.89 -3.54 -0.21
270 3853 -2.75 -2.93 -2.63 3443 -1.74 -3.47 1.23
300 4070 -5.72 -6.38 -4.20 3590 -4.42 -6.01 -0.81
330 3093 -4.60 -8.27 -8.07 2521 -3.99 -7.07 -4.05

Directional 
sector

Error (%) – all stabilities Error (%) – stable

Table 6: Same as Table 5 but using SODAR measurements at 120 m
as reference and 200 m as target.

Freq. SA CPd02 CPd03 Freq. SA CPd02 CPd03
0 2623 9.03 -4.11 -4.71 2063 11.60 -4.46 -3.83

30 2909 6.85 -8.45 -8.22 2399 10.02 -7.56 -9.47
180 4385 2.31 4.72 2.13 4056 6.82 2.45 -0.81
210 6433 0.48 -5.06 1.73 5857 4.49 0.03 0.07
240 5428 2.91 -5.80 -6.16 4783 6.78 -3.01 -1.49
270 3130 5.78 -1.64 -1.66 2753 9.40 0.74 -1.61
300 3091 3.60 -5.33 -4.70 2618 6.59 -3.49 -6.47
330 2468 4.15 -6.64 -6.75 1953 5.55 -5.83 -8.80

Directional 
sector

Error (%) – all stabilities

ones. Except for sectors 0° and 300°, the coupled simu-
lations do not present important differences when forced
by the d02 or the d03 of the WRF. This is consistent with
the results presented in the previous subsection.

In the case of stable simulation results, significant
differences among models are found for sectors 240°,
270° and 300°. For these sectors, error reductions of
1,7 %, 3 % and 3,6 % were obtained by using coupled
simulations forced with the WRF d03 compared with
the standalone results. This improvement is also seen
when comparing between coupled simulations but with
a lower magnitude. In these sectors, the high resolu-
tion WRF simulation seems to provide improvements
for the coupled approach compared to the low resolu-
tion WRF simulation. The opposite happens for sector
30° and 180°, where the standalone simulations show a

better fit to the measurements. The high variability in the
performance of the coupled simulations indicates that
the simulated shear by the WRF model between 80 and
120 m is very well reproduced in some sectors and very
off for some others.

When using 200 m as a target and 120 m as reference,
the performance of the models depends on the atmo-
spheric stability. When all stabilities are considered, the
overall performance of the models is similar. Neverthe-
less, for some individual sectors these differences can be
significant. For example, in sectors 0° and 270° the both
coupled models have an error reduction of about 4 %.
The opposite happens in sectors 240° and 330° where
the standalone model performs about 3 % better than
the coupled one. The dependence of the model perfor-
mances with the sectors indicates that the average shear
might be modeled wrong for few sectors in the WRF
simulations.

For stable simulations, the coupled models have the
best overall performance. When the CFD is forced by
the d02 of the WRF model, the error is on average re-
duced by 4.3 %, with a maximum reduction of 8.7 % in
sector 270°. When forced with d03, the average error
reduction is 4,1 % with a maximum reduction of 7.8 %,
also in sector 270°. Despite the coupled models perform
similarly, the sector in which they perform better are
different. It is interesting to note that standalone simu-
lations overpredict the wind for all directional sectors
while the opposite happens for the coupled approaches.
This reflects the limitation of the near-to-constant shear
simulated by the standalone model. Since the shear is
not reduced at higher heights (as in the coupled model)
the wind is overpredicted.

In order to compare the overall performance of the
models, the XPE(R, T ) are presented in Fig. 12. Overall,
the standalone model performs about 2 % better than
the coupled model at heights below 120 m. For heights
above 120 m, both approaches perform similar when
all stabilities are considered. If only stable cases are
taken into account, then the coupled models perform
about 4 % better. Given the shape of the profiles shown
in Section 4.1, it is expected that the use of higher
heights as reference give a better result for the coupled
models. The reason is that in the coupled models the
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shear is better represented at higher heights, while in the
lower heights the opposite occurs.

The improvement of using d03 instead of d02 is
rather small. Therefore, there is no need to increase the
resolution of the WRF model, if the objective is to obtain
averaged profiles in a flat site. It is important to note
that these metrics serve to evaluate the simulated vertical
profiles only for the heights for which measurements
are available. It does not take into account the wind
flow at higher heights, nor the validity of horizontal flow
patterns what will be discussed in Section 4.3.

4.3 Horizontal wind speed patterns

In addition to different simulated vertical profiles of hor-
izontal wind speed, it is expected that different bound-
ary conditions produce different horizontal wind speed
patterns. In order to compare such patterns, the 120 m
horizontal wind speed of sector 210° is presented for
the whole domain for the standalone, coupled and WRF
models (Fig. 13). In order to facilitate the comparison of
the speed up factors, the wind speeds are normalized by
the wind speed at the lower left corner of the domain.
For the microscale simulations, no wake is visible as it
is not explicitly resolved in the CFD model. Only in the
domain d03 of the WRF model it is visible. Neverthe-
less, it has no effect in the coupled CFD results. When
wake calculations are needed in the microscale (as in
Section 4.4) analytical formulas were used.

The patterns are quite different between the coupled
and standalone simulations. In both approaches, for all
stabilities, neutral and stable cases, there is a decrease of
the wind speed in the downstream side of the domain. In
the coupled simulations, the decrease is much stronger
than in the standalone model. This higher decrease in
the coupled simulations is due to increased turbulence
around 120 m in that area caused by the forest. Differ-
ences in simulated turbulence is affected from a series
of factors like friction velocity, boundary layer height
and atmospheric stability.

It is expected that different stability conditions will
generate different wind patterns. The coupled simulation
presents such dependency, when comparing the unstable
case with the stable or neutral ones. Such dependency
is not seen in the standalone case, whose patterns have
similar shape, despite the values of the increase and
decrease of the wind speed varies.

Given the low resolution of the WRF model, their
simulations do not present the microscale flow features
seen in the CFD models. In the later, small speed up
areas matching the elevation of the terrain can be seen
scattered in the domain. Nevertheless, given the lack of
measurements located at different positions inside the
CFD simulation domain, it is not possible to validate
such features. Also, it is not possible to evaluate which
of the microscale models have a better representation
of them. Finally, there are no major differences in the
patterns generated by the coupled simulations forced by
the domains d02 or d03 of the WRF model. As discussed

in Sections 4.1 and 4.2, this indicates that there is no
need to use resolutions higher than 3 km in non-complex
areas.

4.4 Energy production

The CFD results are used to estimated energy produc-
tion of the Honkajoki wind farm. The production is es-
timated by transferring a reference measurement to the
positions of the wind turbines (see Figure 7). The fre-
quency distribution of the transferred wind speeds is
translated into energy output through the power curve
presented in Fig. 14. The power curve is based on the
turbine model Nordex N117/2400 with a hub height of
120 m. Wake losses are estimated using Jensen’s analyti-
cal wake model (Katic et al., 1987) which uses as input
the drag coefficient presented in Fig. 14.

The transferred wind speeds are calculated by us-
ing the speed-up ratios obtained from the standalone
and coupled results. The models that considers only one
atmospheric stability are only valid for measurements
with that stability. Therefore, to compare them with the
all-stabilities cases, their estimated energy production is
weighted averaged by their frequency. As before, the
SODAR at 80 m was used as a reference measurement
to compute the speed-up ratios. The capacity factor esti-
mated for each model is presented in Fig. 15.

The estimated production, as well as the wake losses,
are very similar among the standalone and coupled
simulations. The main reason is that the energy produc-
tion calculation is based on the SODAR at 80 m. This
measurement is first vertically extrapolated to 120 m and
then horizontally extrapolated to the turbine positions.
As seen is Section 4.2, the speed-up ratio from 80 m
to 120 m at the SODAR position is not that different
among models. The same is expected for the horizon-
tal speed-ups since the terrain is flat. Given these condi-
tions, it is also expected that the estimated energy pro-
duction is relatively similar.

5 Conclusions

The performance of coupled simulations depends on
the studied atmospheric stability and directional sector.
When all stabilities are considered, the coupled model
forced by the d03 of the WRF model perform simi-
larly to the standalone simulations. In the case of sta-
ble conditions, the coupled simulation have an error re-
duction of 4 % for heights above 120 m. When the cou-
pled model was forced with the d02 of the WRF model
instead, the improvement in the stable case was simi-
lar for these heights. Nevertheless, the standalone per-
formed 1.5 % better when all stabilities taken into ac-
count. These differences did not have a big effect in the
estimated energy production.

The shear obtained from the coupled models at
higher heights tends to be more realistic. The reason is
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Figure 13: Simulated wind speed patterns for directional sector 210° at 120 m above ground. The corresponding atmospheric stability and
type of simulation is indicated at the left and bottom side of the figure, respectively. Values are normalized by the simulated wind speed
at the lower left corner and multiplied by 8 m/s. In all panels, the contours of the CFD elevation is displayed as black lines with a number
indicating their elevation in meters. The black arrows indicate the direction of the wind for that node in the simulation. For CFD simulations,
some arrows were skipped for visualization purposes. The position of the wind turbines are indicated with black triangles and the position
of the SODAR with a black dot.
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Figure 14: Power curve (left) and thrust coefficient (right) for the Nordex N117/2400 turbine with an air density of 1.225 kg/m3.

Figure 15: Estimated production of the Honkajoki wind farm by the standalone and coupled models, using the SODAR at 80 m as a reference
measurement.

that WRF simulations provide information about the lo-
cal atmospheric conditions in the area. This is more ad-
vantageous than the standalone approach that assumes
Monin-Obukhov similarity theory all the way up in the
boundary layer and constant wind speed above. This
characteristic of the coupled profiles is very important
as the trend is that wind turbine hub heights get higher
for wind project development.

It is possible to further improve standalone sim-
ulations by tuning the parameters which are used to
prescribe the boundary condition. For example, to get
higher shear, the Monin-Obukhov length could be re-
duced, the boundary layer height could be lowered, the
geostrophic wind could be increased, or a combination
of these. The proposed methodology skips this tuning,
preventing a subjective choice of such variables by in-
directly including them in the shapes of the wind speed
and temperature profiles interpolated from the WRF do-
main. Furthermore, such tweaking could only be con-
ducted to match just one measurement position at the
time, which does not guaranty a match for other posi-
tions.

Since the terrain of the modelled site is flat, it is
expected that the CFD results depend mostly on the

boundary conditions. This implies that any deviation in
the WRF model results will have a big influence in the
microscale results. The reason is that the corrections
done by the microscale model are limited given that the
orography does not play an important role, and only for-
est and roughness length changes influence the wind.
For some directional sectors the averaged WRF simu-
lated profile is not able to reproduce the shear seen in
the measurements. These are the same sectors in which
the coupled simulations have a lower performance. It
is noted that this mainly happens in the least frequent
directional sectors. This might indicate that in order to
have on average a good reproduction of the shear in the
WRF simulations, a relatively high frequency of occur-
rence is needed.

Independent of the results in terms of the vertical
profiles, one of the expected gains from coupling with
mesoscale models is to obtain more realistic horizon-
tal wind patterns. In fact, in Section 4.3 was shown that
the horizontal wind patterns are different between cou-
pled and standalone models. Unfortunately, only the ver-
tical profiles of horizontal wind speed of the CFD mod-
els could be validated due to the lack of observational
data at different position than the SODAR. Even hav-
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ing a good modelling of the vertical profiles, it is still
possible to have poor horizontal modelling of the wind.
Therefore, the methodology will now be applied to sites
which have several measurement masts to understand
the added value of the coupled simulations for simulat-
ing the horizontal wind speed patterns.

The results between the coupled models using the
results from the WRF domains d02 and d03 are not
significantly different. In the case of the vertical profiles,
the results are similar for most sectors. Small differences
can be found in few sectors, but any of the models
performs consistently better. In the case of the horizontal
patterns, the similarities are also high. Few differences
can be found in some small pockets of the domain, but
the overall pattern is the same. This result suggests that
there is not an important gain in using higher resolutions
in the WRF model when the terrain is flat. Nevertheless,
in the case of complex sites, it is expected that such
high resolutions are required to properly represent the
topography, land use and small-scale flow features in the
boundary layer.
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