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Abstract: When a model is created which correctly leaves out one or more important 

variables, one rarely know which test has the highest power for detecting the associated 

specification error. This research adopts the use of bootstrapping experiment. The models 

investigated consist of three omitted variables which have a coefficient that varies from 0.1 

through 1 and 2. A bootstrap simulation approach was used to generate data for each of the 

models at different sample sizes (n) 20, 30, 50, and 80 respectively, each with 100 

replications(r). For the models considered, the experiment reveals that the Ramsey 

Regression Equation Specification Error Test (RESET test) is more efficient than that of 

Durbin-Watson test in detecting the error of omitted variable in specification error. 
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1. Introduction 

Knowing the consequence of specification error in linear regression is one thing but finding out 

whether one has committed such error is quite another since specification error cannot be committed 

deliberately. When a variable is inappropriately omitted from a model, the obvious remedy is to include 

that variable in the analysis (assuming the data for that variable is available). Specification error could 

occur because of the following; when an incorrect functional form is adopted, when we omit a relevant 

variable, when we include an irrelevant variable in the model. 

The models considered in this work satisfy the assumptions of linear regression model (LRM) 

but some very important questions that arise when there is specification error are: what would happen if 

we use the LRM when the assumptions are not met, i.e. when it is not appropriate? What are the 

properties of the OLS estimators under a specification error? 

According to Kelvin A. Clarke (2006), when a model is misspecified due to omitted variable, 

there is always the fear of omitted variable bias.  He said a key underlying assumption is that the danger 

posed by omitted variable can be ameliorated by the inclusion of control variables. Also small amount 

of nonlinearity in control variables can also have a deleterious effect on the models considered (Achen 

2005, Welch 1975). 

Thursby(1979) compared the power of the test RESET to that of autocorrelation tests in 

detecting the errors of omitted variables in regression analysis. The experiments reveal that the RESET 

test is the most powerful test for detecting specification errors and is robust to autocorrelation. Research 

also suggest that RESET tests for GLMs have reasonable power properties in medium to large samples 

for testing functional and omitted variable in linear regression (Sapra 2005). 

This research article is aimed at comparing the performance of the Ramsey’s RESET test and 

the Durbin Watson test in detecting the error when variables are omitted in a regression model. We 

make use of the bootstrap simulation approach. In the next section, we explain how the data used was 

generated, followed by the procedure of the RESET test, procedure of the Durbin Watson test. This is 

followed by the discussion of our results, the conclusion and the references. 

2. Methodology 

Consider a standard linear regression model given as; 

           (1) 

where; 

Y is an vector of dependent variables 

X is an matrix of repressors 
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 is a vector of parameters 

U is an vector of disturbances and it is normally distributed with covariance matrix 

proportional to the identity matrix. 

A three model of the form: 

Model  Specification     Problem 

1) True:  

Null:    Omitted Variable 

2). True:  

Null:    Omitted Variable 

3).  True:  

Null:    Omitted Variable 

The true model is the model that has been specified correctly without any specification error and the 

null model is the model that contains the problem of omitted variable (for instance, x2t is being omitted 

from all the three models). Observations on the dependent variables are generated according to one of 

the specifications labeled true.  

The criteria for evaluating the performance of the estimators in this research are the: 

1) Mean:  , where r  is the number of replications. 

2)  

3)  

4)  

5)  

Which are used to check if the models satisfy the assumptions of the linear regression model (LRM) 

and also to check the effect of omitted variables in the models before proceeding to test for 

specification error. 

 

2.1. Data Generation    

 For the bootstrap experiment, the study considers the specification labeled ‘true model’ from the 

above models. Firstly, we considered the first model; , we assigned 

numerical values to all the parameters in the model, the variance  is 

also assigned a numerical value on the basis of assumed , then the disturbance term U is generated. 
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The U generated was standardized. A random sample of size (n) of  was then selected from a pool of 

random numbers and numerical values for was computed for each of 

the sample sizes using Microsoft Excel software. The and  generated were copied from Microsoft 

Excel into STATA and then bootstrapped and replicated 100 times using a STATA command, each 

replication produces a bootstrap sample which gives distinct values of  that leads to different estimates 

of for each bootstrap sample regression of  on fixed . The procedure above is then repeated for 

different sample sizes and was also performed on each of the three models. 

2.2. Procedure for RESET (Regression Specification Error Test) 

Using the equation; 

    (2) 

Also consider the model; 

           (3) 

Introducing  as a form of additional regressor(s); 

We introduce . The Ramsey’s RESET test then tests whether  has any 

power to explain Y. This is executed by estimating the following linear regression equation; 

         (4) 

Further test by a means of F- test whether  through  are zero. If the null hypothesis states 

that all regression coefficients of the nonlinear terms are zero is rejected, then the model suffers from 

misspecification. That is, 

  

Vs 

  where  

The test is based on the argument regression 

  

The F-test procedure follows; 

       (5) 

Let obtained from (5) be  and that obtained from (2) be . 



Int. J. Modern Math. Sci. 2014, 11(3): 144-151  

       

Copyright © 2014 by Modern Scientific Press Company, Florida, USA 

148 

If the computed F-value is significant at the chosen level of significance , we therefore accept 

the hypothesis that the model (2) is mis-specified. 

Using STATA package, we subject the result of the bootstrap to analysis of the test RESET 

using the command ovtest which computes the RAMSEY RESET test. 

2.3. Procedure for Durbin-Watson Test 

From the assumed model, we obtained the Ordinary Least Squares (OLS) residuals. Since the 

assumed model is mis-specified, we ordered the residuals in steps, in increasing values of X, and then 

we compute the d statistic from the residuals as; 

  

Where; 

 is the usual OLS residual  

 is the lagged residuals.  

From the Durbin Watson table (d tables), if the residual‘d’is significant, one would accept the 

hypothesis of the model specification, if it turns out to be the case, the remedial measures will naturally 

suggest themselves. 

STATA was used to order the residuals using the command tssetvar(name) and subsequently to 

compute the Durbin-Watson statistic using the command estatdwatson. 

NOTE: Durbin Watson statistic ranges in value from 0 – 4. A value near 2 indicates non 

autocorrelation, a value towards 0 indicates positive autocorrelation and a value towards 4 indicates 

negative autocorrelation. 

2.4. Result and Discussion 

In this section, we make a critical comparison between the performance of RESET and Durbin-

Watson tests in detecting error when a variable is omitted in a regression model.  

The summary of the test of hypothesis of this research is given below: 

 

  

Vs 

  

Take  
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Percentage Rejection Region of the Hypothesis 

 

Table 1: Result for Model 1 

N RESET DWATSON 

20 51.72 1.98 

30 33.38 1.98 

50 27.64 1.76 

80 67.05 1.76 

 

In model 1, the performance of RESET produced the best result at , the performance of 

Durbin-Watson falls within two percent of the rejection region.  
 

 

Table 2: Result for Model 2 

N RESET DWATSON 

20 92.58 1.65 

30 85.89 2.17 

50 31.74 1.92 

80 95.51 1.84 

 

In model 2, RESET has the highest percentage based on the performance. It produced the best 

result at . The performance of Durbin-Watson test increased above two percent of the rejection 

region at  
 

 

Table 3: Result for Model 3 

N RESET DWATSON 

20 62.00 1.48 

30 28.96 1.96 

50 35.79 1.99 

80 78.72 1.92 

 

For model 3, the performance of RESET produced the best result at  while the 

performance of Durbin-Watson test falls within two percent of the rejection region. 

Comparing the percentage of rejection as a whole, for , the performance of RESET are quite good 

in all part but we obtained the best result when . This simply implies that as sample size increases, 

the percentage of rejection of RESET gets better than the Durbin Watson. 

Comparing the percentage of rejection based on the same sample size, at , the 

performance of RESET is the best, when , for RESET, model 2 still perform better than other 

models but the effect tends to decrease as the sample size increases. At , the RESET does not 

perform well with all the result less than 50% but the RESET still has a better result than Durbin-
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Watson and at , the result of RESET once again gets better especially in model 2 as compared to 

the Durbin Watson test. 

3. Conclusion 

We have examined the performances of two powerful tests; the RESET and Durbin Watson 

tests in detecting specification error in the presence of omitted variables in a regression model. The 

bootstrap simulation experiment indicates that the RESET test is more powerful and robust as 

compared to the Durbin Watson test. 
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