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Foreword

We have once again congregated in Morocco, one of Africa’s gateways to Europe to exchanges
ideas on a very provocative theme for this conference “African Business and Development in a
Changing Global Political Economy: Issues, Challenges and Opportunities”. This week, May 15
— 19, 2012, we have gathered in the historic town of El Jadida, Morocco to examine and
reexamine many of issues that continue to occupy the minds of African scholars, policy makers
and governments. The theme of this conference is apt and germane particularly at this time when
many African states are still struggling to tackle many basic problems exacerbated by lack of
growth and development and the deepening process of globalization. Since the gaining of
political independence by many Africa states, the twin issues of growth and development have
been on top of their agenda. In order to address poverty and economic underdevelopment,
African states have embraced different endogamous and exogenous models of development and
from the trickle down import industrialization strategy of the early post-independence years to
the structural adjustments prescription of the Washington Consensus. Accordingly, African states
have adopted different paths to growth and development: socialist or capitalist paths. African
states have also responded to the challenges of sustainable growth and technological
development collectively through the creation of (sub) regional schemes and robust regional
economic integration groupings. Although these schemes were intended to put African states in
the paths to growth and technological development, the results have been abysmal and
disappointing. While African States face major challenges, the continent still offers tremendous
opportunities and hope to investors, businesses and its peoples.

Similarly, African scholars in development studies and other related disciplines have provided
theoretical frameworks to growth and development: from the trickle down liberal model to the
historicist model, or the managerial approach or the neo-Marxist/dependency approach. Our
Academy has been in the forefront of scholarship in various aspects of African studies. In the
past 10 years, the various IJAABD’s conference compendia have focused on different strategies
of achieving economic growth and development.

At the global level, the need for Africa’s sustainable growth and technological development has
been addressed and articulated at various international forums, including the World Summit on
Sustainable Development in Johannesburg on August 26 — September 4, 2002. The Johannesburg
Summit articulated a plethora of actions to be taken to achieve sustainable development. And on
a pan-African level, the creation of the African Union (AU), the New Partnership for African’s
Development (NEPAD) and the reconfiguration of Africa’s economic relations, among others,
are indicative of Africa’s commitment to sustainable growth and development. It is hoped that
the existence of AU, NPAD, and other continental and regional organizations in Africa, and the
various global initiatives, such as the Millennium Development Goal, and the diversification of
Africa’s political, economic and social exchanges will sustain their zest toward sustainable
growth and development.

There were dozens of papers presented in volume 13 of the IAABD peered reviewed
Proceedings. In addition, there were also dozens of work in progress not included in this volume
but were presented in various sections at the conference. The papers were meticulously selected
by the track chairs to underscore the relevance and essence of the conference theme. These
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papers and presentations touched on various aspects of Africa’s growth and development. While
some papers focused on specific issues in different countries in Africa, others dealt with issues
that affect the continent as a whole. Yet, some papers and presentations examined the impact of
specific global phenomena/issues or processes on Africa. Furthermore, the diversity of the papers
in this volume also reflects the copious academic versatility and multidisciplinary background of
the contributors. While the reviewers painstakingly did their work, the authors are responsible
for the views and conclusions expressed in this volume.

It has been an honor and privilege to serve IAABD in various capacities, particularly as the
Proceeding Editor. I owe great gratitude to several individuals who contributed in various ways
to the success of this conference and to the publication of this volume. I am very grateful to all
the authors who submitted their papers and whose papers are contained in this volume. I am
particularly thankful to the track chairs for undergoing the painstaking and tedious review
process of all the papers and sharing their thoughts with the various authors.

I am also wish to thank the host, El Jadida Polydisciplinary University, El Jadida, Morocco and
the Local Organizing committee for their tireless efforts in making this conference a success.

Finally, I am especially thankful to Chris Enyinda, the President of IAABD for giving me the
opportunity to serve. And to all the members of the current IAABD Executive Committee, |
thank you for the opportunity to serve in my present capacity and for your unflinching support.

Emmanuel Ezi Obuah, PhD, LLM
Proceedings Editor.

Associate Professor, International Relations
College of Business and Public Affairs
Department of Social Sciences

Alabama A & M University

Normal

Alabama 35762

USA.
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The Impacts of Taxation on Investment Decisions: The Case of Morocco
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Amine Zenjari, zenjari@gmail.com

Mostapha Chami, mostapha.chami@gmail.com
National School of Business and Management,
Hassan the 1st University, Settat, Morocco

The purpose of this article is to study the relationship between investment decision and taxation. Although
taxation is not the most important determinant of investment, it has a major impact on its competitiveness and
its net profitability. The paper will begin by a brief review of the economic literature based on investment. Then,
the paper will focus on the different tax measures deployed by the Moroccan authorities to offer investors a
simple and attractive tax system. The survey allowed us to note that the Moroccan tax system is characterized by
relatively high tax rates and simultaneously non-uniform and vary with market orientation, economic activity
and location. Therefore, if Morocco wants to promote investment and growth, it must reform its tax system. This
reform must involve the reduction of tax rates, the unification of the different tax treatment of investment,
rationalization and targeting of tax incentives and why not the institution of a single tax system.

INTRODUCTION

Investment is the most important factor of prosperity for all countries and for their citizens, the fact
that investment stimulates economic growth and job creation, foster innovation and sustainable
development. Aware of this, almost countries, both developing and developed countries, have been
competing among themselves to provide the advantageous environment to attract new investment and
keep the current potential.

However, the investment decision depends on several factors, mainly the market size, infrastructure,
stability and transparency of the political system, the qualification of the workforce. Another factor
can influence the investment decision; especially tax system. Indeed, taxation may affect the
investment decision through several ways. First, high tax rates discourage investment and capital
formation. Secondly, high tax rates discourage the supply of labor and make labor more expensive.
Finally, high taxation leads to relocation of investment to the country more competitive and attractive.

Thus, the factor of taxation can be exploited by governments to guide the activities and the choices of
economic agents in order to achieve the goals of prosperity and development as sought by the
government.

The purpose of this article is to study the impact of taxation on the investment decision, especially in
Morocco. Thus, in a first point we will present the theoretical framework of the relationship between
taxation and investment decisions while focusing on major theoretical research done in this sense
(Part I). Next, we will present the main attraction factors of Moroccan tax system (Part II) and finally
we will present (part III), on the one hand, the main country most competitors than Morocco in terms
of tax attractiveness, on the other hand, the issues that present this competition on the competitiveness
of the Moroccan economy.

LITERATURE REVIEW
The investment is important in all strategic business decisions. Indeed, the company must invest not
only to ensure the renewal of production equipment, but must ensure the development and expansion
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of its business. The investment can be realized in various forms, namely, investment material,
financial and immaterial investment especially research and development.

However, the investment decision is conditioned by the existence of capital stock, which is the result
of a prior accumulation of income not consumed (for individuals) and not distributed as dividends for
businesses. The allocation of this capital stock to investment decisions depends primarily on the rate
of return required by investors, secondly by the expected return from realization of this investment
and finally the cost of capital (implicit cost of capital in the terminology of MALINVAUD 1971)
which will be supported by investors. The latter covers all factors that can influence the cost of
capital, primarily the cost generated by taxation.

Understanding the relationship between taxation and the investment decision was the subject of
several studies. According to the neoclassical theory of investment, the impact of taxation on capital
expenditure is manifested through the user cost of capital. The authors of this school defines the cost
of capital as the minimum rate of return required by the founders of the company (shareholders and
creditors), in return for their investment. The tax burden is a factor that increases the cost of capital.

The pioneering works that are interested in studying the relationship between investment decisions
and taxation are those of Jorgenson (1963) based on the cost of capital in the absence of tax, and those
of Hall and Jorgenson (1967) taking account of tax rules. In their work they showed that the cost of
capital includes the total cost of capital use during production process. The authors take into account
the cost of financing, the economic depreciation, the capital gains or losses realized over and taxes for
a given investment. This is a kind of rental price corresponding to a value for a firm linked to the
holding of physical assets. Its calculation is based on the following assumptions: the firm seeks to
maximize the wealth of its shareholders and invests until the marginal return on investment equals the
marginal cost.

Other theories as important were interested on the investment decision, including that of Tobin's Q,
initiated by J.Tobin (1969) that links investment to profitability through the Q ratio, which is a report
between the market value of company and replacement value of fixed capital. Thus, a Q greater than 1
means that the company has an interest to invest more. For shareholders, a Q less than 1 leads them to
a certain distrust of the company. However, this ratio had been the subject of much criticism because
it does not take into account the influence of taxation. In order to improve the performance of this
model, Cummins et al (1995) studied the effect of tax reforms on investment while providing an
extension of the model of Tobin's Q adjusted by tax resulting from the deduction of depreciation
expenses and tax incentives.

However, the most common methods used until now to study the impact of taxation on investment
decisions are those that are based on the work of King and Fulletron (1984). Indeed, both authors have
presented a method for measuring the impact of distortions caused by the difference between the tax
regimes on investment, it is the method of tax wedges based on the following principles: tax effective
rates reflect not only the statutory rate of corporation tax but also other variables that influence tax on
the amount of tax and return on investment.

They proved that for an investment will be profitable, it is necessary that its pre-tax return would
provide for the amortization, paying taxes and ensure to shareholders return net of tax, that they could
obtain lending their funds at market interest rates. In more concrete, the difference between the pre-
tax return on an investment (denoted p) and the net return earned by an investor who has financed this
investment (denoted r), is called tax wedge. To take into account the complexity of tax system of a
country to another and try to make an international comparison, in terms of influence of taxation on
investment, King and Fulletron introduced the concept of marginal effective tax rate (METR), the
latter is defined to be the tax wedge divided by the pre-tax rate of return. (METR = p — r/p).

Mackie III (2002) specifies that the marginal effective tax rate is an incentive for investment based on
future cash flows from future investments. It differs from the average effective rate calculated by the
ratio of taxes paid and profit before tax being realized. As an incentive for marginal investment, the
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marginal effective tax rate is better than average, since the latter is affected by the tax provisions that
are not applicable to current investments. Mackie III (2002) specifies that a higher marginal effective
tax causes a large drop in investment incentives.

Based on the foundations of the theory of King and Fulletron for comparison in different countries
through the influence of taxation on the investment decision, an OECD study (1992) showed
distortions in favor of or against certain forms of financing (internal, debt and capital increase), the
effects of the tax system on the structure of investment by sector and activity and the effects of
inflation.

This study differs from that of King and Fullerton by integrating personal taxation. In other words, the
tax wedge depends on both the corporate tax regime and personal taxation. Indeed, the rate of income
tax has an impact on the tax wedge depending on the mode of financing through debt or owner’s
equity, because of the deductibility of interest payments from taxable income. Thus, when tax rate is
higher, then the deductibility of interest will be also higher; as well tax wedge corresponding to an
investment financed by debt is low. Another parameter has a significant influence on the tax wedge, it
is of depreciation allowances. Indeed, the deductibility of depreciation helps reduce the burden of
investment, and thus the required rate of return through investment will be high.

However, the inflation rate affects the tax wedge through depreciation, in effect during periods of high
inflation; tax depreciation may be less than economic depreciation resulting in financial losses for the
company. Consequently, inflation increases the tax wedges and tax effective rates through its effects
on depreciation.

With regard to personal taxation, several theoretical works, including those of Poterba and Summers
(1985), Cummins et al (1995) and Mckenzie (1996), were interested in examining the influence of the
personal tax on investment while showing the impact of differential taxation of dividends and capital
gains on investment. Indeed, in a system where tax personal income is high causing a high cost of
capital, therefore the desired rate of return on an investment will be used.

In recent years, due to the increasing influence of differences in tax regimes on investment decisions,
several studies have examined the impact of tax incentives on investment. This is particularly true of
those, of Avouvi et al (1987), Fontaneau (1997), Cummins et al (1995) and that of S.Paquette et al
(2005). These studies have shown that tax incentives have the effect of reducing the cost of capital;
therefore, they can influence the profitability of investment. Recognizing the importance of the impact
of the tax system on investment decisions, many countries have committed in recent decades in
reforms to ease the burden of tax structures encumbering the investment decision. In the next section
we will identify the main factors of attractiveness tax implementation by Morocco to enhance the
investment climate.

DENTIFICATION OF KEY FACTORS OF ATTRACTIVENESS TAX IN MOROCCO

In the current context of international tax competition, the Moroccan authorities have set a goal of
promoting its attractiveness, particularly through improved tax competitiveness. This goal was
realized, two decades ago, by the tax reform of 1984 which stipulates the establishment of four types
of taxation, namely value added tax, the corporate tax, the income tax and the registration fee.

Many redevelopments since 1990, was introduced by the different finance laws to meet the objectives
of simplification, harmonization and tax fairness. Indeed, in 2007, the tax authority has consolidated
in the Tax Code all rules relating to the tax base, recovery and tax procedures. Currently the economic
actors have a single document of all tax measures which will improve their readability tax.

The first tax incentives were introduced in the investment code of 1958, a series of investment codes
were adopted later, notably those of 1960 and 1973, but they are an extension with a wider scope than
that of 1958. In the early 1980 investment codes will be even more generous and more elaborate.
However, authorities have found that these codes had some issues including the interpretation of texts
and instability, difficulties related to the application and the granting of benefits.

To remedy to these deficiencies, an investment charter was adopted in 1995, it specifies that all
investors, regardless of the sector in which they operate, have the same advantages and the same
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guarantees. From 2007, all tax incentives for investors included in the tax code. Thus, Morocco
imposes a number of direct, indirect taxes and the local taxes. The direct taxes include corporate
income taxes, individual income taxes. The indirect taxes include VAT, stamp taxes, registration fees
and customs duties. The local taxes include business tax and tax on municipal services (ex- urban
property tax). Below, our attention will focus on specific measures to companies which create more
investment.

Corporate income tax

Corporate tax is imposed on the net annual profits of joint stock companies, limited liability
companies and partnerships limited by shares established according to Moroccan law. It is imposed on
private and public sector companies alike and on public authorities engaged in taxable activities.
Foreign banks and foreign companies operating in Morocco are subject to this tax with respect to the
profits realized from their activities in Morocco.

Companies are taxed on the difference between their trading income and expenditure. Business
expenses incurred in the operation of the business are generally deductible unless specifically
excluded. Expenses not permitted include fines, penalties, interest on shareholder loans where the
stock is not fully paid up, and interest on shareholder loans in excess of the official annual interest
rate.

Morocco operates a territorial tax system. Companies (both resident and nonresident) are generally
subject to corporate tax only on income generated from activities carried on in Morocco. Foreign
corporations are subject to taxation on income arising in Morocco if they have, or are deemed to have,
a permanent establishment in Morocco. A company is resident in Morocco if it is incorporated there
or its place of effective management is in Morocco.

Like many other developing countries, investment incentives are permanent features of the Moroccan
tax policy, where the preferred form of tax incentive is the tax holiday and reduced taxes, as presented
in the following table:

Table 1: type of tax exemptions from the year 2011

Type of tax exemptions Number of cases

1. Permanent exemptions 28

2. Exemptions followed by permanent reduced tax rate 4

3. Permanent exemptions for tax withholding 4

4. Permanent reduced tax rate 2

5. Exemptions followed by temporary reduced tax rate 2

6. Tax holidays 3

7. Temporary reduced tax rate 4
Total 47

Source : Tax code, 2011, éd. Legis Plus.

Otherwise, the standard rate for the corporate tax is 30%. For leasing companies and credit institutions
the tax rate is 37%. Moreover, in addition to the ordinary rate, the tax code provides other tax rates
that are expected to encourage investment; they are summarized in the table below:

Table 2: Tax rates for corporation tax in force from the year ended 2011

Tax rate Companies concerned
30% Standard tax rate.
37% Leasing companies and credit institutions.
8% May opt for this rate calculated on the total contract price net of VAT,
foreign contractors carrying out engineering, construction or assembly
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projects relating to industrial or technical installations.

8,75% Companies located in export free zones for 20 years following the fifth year
of full exemption.

10% 1) - On option for offshore banks in the first 15 years following the date of
obtaining approval. 2) - Income from shares, shares and similar income.

15% Companies that make a turnover lower or equal to three million DHS

17,5% Exporting companies, hotel enterprises, craft enterprises and business
education.

20% Withholding tax for products of fixed income investment.

Source : Tax code, 2011, éd. Legis Plus.

To attract more investment, tax law of 2011 introduced new measures, mainly for corporate and
regional headquarters and international companies within the financial center of Casablanca, as well:

- Service companies that have a status of "Casablanca Finance City (CFC)" are fully
exempt for the first 5 years and taxed at the reduced rate of 8.75% for the following 20
years. These same benefits are conferred upon such corporations under the net capital
gains they realize from foreign sources.

- The regional and international office with the status of CFC is taxed at the reduced rate of
10%. The amount of tax due cannot be less than a minimum contribution equal to 5% of
operating expenses.

Legal minimum tax
The amount of corporation tax cannot be below a minimum assessment. Thus, companies are also
subjected to a legal minimum tax of 1500 DHS or 0.5% of the annual turnover. The minimum tax is
based on turnover, income from interest, subsidies, bonuses or donations received. To promote
investment, the minimum tax is not payable by companies during their first 36 months of operation.
Value added tax
The Value Added Tax (VAT) is a non-cumulative tax levied at each stage of the production and
distribution cycle. Thus, suppliers of goods and services must add VAT to their net prices. The
standard VAT rate is 20% and applies to all suppliers of goods and services, except those taxed at
other rates or those who are exempt. Thus, a reduced rates of 14%, 10% and 7% are applies to specific
items.
Two types of exemptions from VAT are provided. The first is an exemption with credit, equivalent to
the zero tax concepts, which applies to exports, agricultural material and equipment and fishing
equipment. The second is an exemption without credit, i.e., the seller receives no credit for input VAT
paid. This exemption applies to basic foodstuffs, newspapers and international transport services.
To encourage investment, the legislature has provided a tax exemption on value added for investment
equipment that will be counted among the assets within 24 months of start of activity.
Business tax
A business tax or “patente” is levied on individuals and enterprises that habitually carry out business
in Morocco. The tax consists of a tax on the rental value of business premises (rented or owned) and a
fixed amount depending on the size and nature of the business. To encourage investment the law
provides an exemption for the five first years of activity.
Registration fees
Acts relating to investment are exempt from registration fees, these are the following acts:
- The asset contributions, and the acquisition of liabilities resulting from transformation of a
public establishment to limited company;
- Acts of property acquisitions, incorporation and capital increase of companies located in free
zones, banks and holding companies;
- The management of liabilities in the scission operations made between 01/01/2010 and
31/12/2012.

Customs duties
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All goods and services may be imported. Goods deemed to have a negative impact on national
production, however, may require an import license. Most products imported are subject to import
duties, the rates of which vary between 2.5% and 10% for equipment, materials, spare parts and
accessories (these rates are reduced after the free trade agreements with the European Union). Some
materials and products, however, are exempted, especially those imported under the investment
charter, imported under customs economic systems and those using renewable energies. Value added
tax is also payable on goods imported into Morocco.

The measures outlined above and which result in cuts in tax rates or increases in tax savings can have
positive effects in reducing the cost of capital, which promotes investment decision. Apart from
incentives through lower tax rates or through the absence of taxation (or tax holidays) for a specified
period, the tax legislator admitted on the one hand, the principle of deductibility of depreciation which
allows both to reduce the burden on investment and increase its cash flow and the other by the
deductibility of financing costs related to financing investment.

DENTIFICATION OF KEY COMPETITOR COUNTRIES

Morocco is competing with several developing countries that have similar attractions. Indeed,
competition is more evident as the economic development of these countries is more or less
equivalent and therefore every government believes that it has the most attractive tax system than the
neighbor's. It is this competition that threatens Morocco today and pushes to strengthen its tax
attractiveness to be more competitive than its rivals.
Thus, when we want to account for the influence of taxation on economic activity and a comparison
of tax systems from one country to another, it is important not to be limited to rate nominal taxation,
but to consider the tax system as a whole. The ideal instrument used to account for the weight of taxes
actually levied investment income, is the effective tax rate, it was developed by Devereux and Griffith
(1999 and 2002). The two economists have shown that the effective tax rate was a significant variable
in location decisions of multinationals. This rate can also be used to measure the expected effects of
economic policies to support domestic business investment. For governments, the average effective
rate provides a summary measure of the effectiveness of tax policies considered.
Thus, to get an idea of the attractiveness of the Moroccan tax system, based on the criterion of
effective tax rate, we chose countries that represent more or less the same economic development.
These are:

- Countries of Central and Eastern Europe (CEE),

- Arab and Mediterranean economies,

- Countries of Southeast Asia and China.

Indeed, according to the study "Global Effective Tax Rates", conducted by the U.S. firm
PricewaterhouseCoopers (PwC) in 2011, Morocco is the second country worldwide in terms of
effective average tax rate is higher. The study covers the period 2006-2009, indicates that the effective
tax rate applied to Morocco averaged 33.9% during this period to include Italy (29.1%), Indonesia
(28.1%) and Germany (27.9%). Only Japan has a higher rate than that of Morocco with 38.8%.

The study aimed to compare the effective tax rate suffered by U.S. firms in comparison with 58 world
economies. The rate charged by Morocco greatly exceeds the average of OECD countries (22.6%),
and non-OECD countries in this study (21.9%).

In addition, the rate charged in Morocco exceeds that practiced in South Korea (24.3%), Malaysia
(22.8%), China (21.5%), Egypt (21.4%), Jordan (19.9%), and Turkey (18.6%), even from Saudi
Arabia (4.4%), Bahrain (3.4%), and Kuwait (3.1%). This rate is also higher than that charged by the
two European economic partners of Morocco: France (23.1%) and Spain (21.8%). Note that the
effective tax rate in Morocco was 36.8% in 2006, rising to 31.6% in 2007 and to 34.7% in 2008 and
33.2% in 2009.

Another study in this direction was published early 2011 by the World Bank 'Paying Taxes 2011," this
time, Morocco is positioned in 99th place out of 183 countries in terms of burden of taxes from
businesses. A mid-table position which differs from the second position attributed by the study of
PricewaterhouseCoopers (PWC). The difference between the two studies lies mainly in the
methodology adopted by both classifications.
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Thus, the study by the World Bank based on the overall tax rate, i.e the sum of the tax rate levied
under the income tax and corporate and other taxes. However, PWC is based on the effective tax rate
(equivalent to the total tax on corporate income divided by profit before tax). In simpler terms, the
U.S. firm considers what is actually collected from the company under the tax.

According to the results of such studies, we can see that Morocco has an expensive and unattractive
tax system in comparison with competitor countries, mainly the neighboring Mediterranean countries.
The consequence of this situation is obvious, a high cost of capital, then a low investment
attractiveness.

CONCLUSION

This paper is proposed to study the influence of taxation on the investment decision. It was found that
there is a substantial impact of taxation on investment, especially its competitiveness and its net
profitability through its affects on the cost of capital and on the expected net profitability from a given
investment. Aware of this challenge, Morocco has engaged on since the 80 reforms to the
simplification and harmonization of procedures. However, experience has shown that the Moroccan
tax system does not respect the standards of a modern tax system, namely, simplicity, fairness and
efficiency. The consequence of this situation is obvious; Morocco presents unattractive tax system.
Therefore, if Morocco wants to promote investment and growth, it must reform its tax system. This
reform must involve the reduction of tax rates, the unification of the different tax treatment of
investment, rationalization and targeting of tax incentives and why not the institution of a single tax
system. Several improvements could be made to this work. One of them is to demonstrate the
feasibility of a radical reform of the current tax system by a tax system based on a single tax rate on
personal and/or corporate income and/or VAT (Flat tax) with the removal of all tax exemptions and
exceptions except personal allowance.
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The purpose of this research is to investigate the application of combination forecasting to predict the exchange
rates of BRICS (Brazil, Russia, India, China and South Africa) countries. Generally speaking, exchange rate
forecasting methods in use today by both commercial services and corporate forecasting departments are
primarily technical, econometric, or judgmental methods. This study permits an assessment of the utility of the
combination approach. Data are drawn from International Financial Statistics, monthly publications by the
International Monetary Fund. All exchange rates are recorded in their respective local currency units to one
U.S. dollar. The Ng and Perron unit root test is conducted for stationarity purpose. Four individual models such
as volatility, exponential smoothing, naive 1 and cointegration via ARDL (autoregressive distributive lags)
models are used for combination purposes. The MAPE (mean absolute percentage error) is used to assess the
forecasting accuracy of all models. Although statistically based forecast combination methods have not had
much application in the field of exchange rate modelling, the results of this study show that combination models
perform better than the single model prediction.

INTRODUCTION

Forecasting exchange rates is an important financial problem that has received much attention
especially because of its intrinsic difficulty and practical applications. It has become increasingly
important since the dissolution of the Bretton-woods system, the advent of floating exchange rates in
1973 and the recent American financial crisis. Therefore, to manage the foreign exchange risk,
forecasting exchange rates and its volatility become priority of the managerial functions in today’s
competitive markets. To date, many researchers and business practitioners have developed a variety of
forecasting methods to predict the exchange rates. Two different approaches such as fechnical and
fundamental analyses are used to forecast the exchange rate in practice. In has been observed that in
the short-run using fundamentals should be more difficult than to forecast exchange rates in the
medium and long-run. Due to incomplete information in the short-run, the foreign exchange market
participants are to large extent based on technical analysis (Taylor & Allen, 1992). On the other hand,
the long-run behaviour of exchange rates is much more governed by fundamentals (Amor et al. 2008;
Carrera & Vuletin, 2003). Generally speaking, exchange rate forecasting methods in use today by
both commercial services and corporate forecasting departments are primarily technical, econometric
or judgmental methods. This study permits an assessment of the utility of the combination approach.

The reminder of the paper is structured as follows. Section 2 provides the brief discussion of
literature. Section 3 presents the research question. Methodology and data descriptions are presented
in section 4. Results, analysis and interpretations are reported at section 5. Section 6 contains the
conclusions and policy implications.

LITERATURE REVIEW

The literature on exchange rates determination has produced mixed evidence on the out-of-sample
predictive power of various models. In theory, numerous models such as flexible price monetary
model, the sticky price monetary model, equilibrium models, liquidity models and portfolio balance
models are proposed as a standard macroeconomic model for exchange rate determination. These
empirical models may be useful for long run forecasting, it is still very difficult to beat a random walk
forecasting model in short run (Sarno & Taylor, 2002). Different time series and econometric models
have been proposed by many researchers over the last two decades. Nevertheless the pioneering study
of Meese and Rogoff (1983) shows that the superiority of the random-walk model in out-of-sample
exchange-rate forecasts. There is some evidence that exchange rate movements may be predictable for
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a longer time horizons. Several models are widely used by academics and practitioners to forecast
exchange rate and its volatility. Nowadays there is no consensus about which method is superior in
terms of forecasting accuracy (Poon & Granger, 2003; Taylor, 2005; Andersen et al., 2006). Some
authors concluded that time series volatility forecasting models are superior because they are specially
designed to capture the persistence of volatility, a salient feature of financial volatility (Engle, 1982;
Bollerslev, 1986). Other studies (i.e. Shahriari, 2011; Altavilla & Grauwe, 2010; Benavides &
Capistran, 2009; Li et al., 2005) argue that the combination of the models can yield better results
because combination forecasting permits the researcher to unite the advantages of econometric class
of models with time series class of models. Moreover, by implementing combination techniques
researcher can minimises the weakness of forecast made by individual models.

RESERACH QUESTION

The aim of this paper is an attempt to contribute to the ongoing debate regarding the possibility of
correctly forecast the exchange rate movement using combination techniques. The following research
question is use to investigate this debatable issue- Is combination model superior for predicting
BRICS’s exchange rates against U.S. dollar? The context of this paper is combination forecasts of
exchange rates of BRICS countries. Although exchange rate is seen by many researchers as an
important indicator of the economic welfare, yet most of the studies on forecasting exchange rate are
focused mainly on advanced countries (Molana & Osei-Assibey, 2010). However, studies with
BRICS countries are almost non-existent. This study fills a gap in the literature by considering the
BRICS countries. Four single models are used to forecast the exchange rates: univariate volatility
models, exponential smoothing models, cointegration via ARDL (autoregressive distributive lags)
models and naive 1 model. Two combination approaches- the equal weights and variance-covariance
methods are applied in this study.

METHODOLOGY AND DATA
Time series models
Univariate volatility models
The theory of volatility modelling was presented by Engle (1982) who introduced the ARCH
(autoregressive conditional heteroscedasticity) model. This concept is extensively used in the finance
literature after many modifications made of the basic model such as GARCH (Bollerslev, 1986),
EGARCH (Nelson, 1991), APARCH (Ding, Granger & Engle, 1993), TARCH (Zakoian, 1994) and
many others. The general GARCH (generalised autoregressive conditional heteroscedasticity) model
is given as:

g

':I: = ﬂ-]:."' Zﬂ‘f&é_i

=1 -
+ ) Bed, ey
=1

whereag = @ and @; and £; = O to eliminate the possibility of a negative variance. However,
it has been argued that in practice, this constraint may over-restrictive (Nelson & Cao, 1992;
Tsai & Chan, 2008). It is rare for the order (p,q) of a GARCH model to be high; indeed the
literature suggests that the parsimonious GARCH(1,1) is often adequate for capturing
volatility in financial data (see, for example, Chen & Lian, 2005).

The threshold model is a simple extension of the GARCH scheme with extra term(s) to add to

account for possible asymmetries. TGARCH extends the GARCH (p,q) model of equation (1)
via :
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wherel._; are dummy variables equal to unity if €., == 0 i.e. a negative shock or bad news
and equal to zero if &._; = @ i.e. a positive shock or good news. If p; = @ in equation (2),
then a negative shock increases the volatility. Again, the values of  and « tend to be low in
empirical applications.

The EGARCH (p,q) model of Nelson (1991) can also accommodate asymmetry and specifies
the conditional variance in a different way:

g
a ! - | - |
log.o = ag+ ZE“’: —= 4 g -
bt i Fe—i
=
+ ) Blog,al, 3
=1

One reason that EGARCH has been popular in financial applications is that the conditional
variance, @=, is a exponential function, thereby removing the need for constraints in the
parameters to ensure a positive conditional variance (Longmore & Robinson, 2004). The
model also permits asymmetries via the y; term in equation (3) and if ¥ < @, negative
shocks lead an increase in volatility. If ¥ = @, the model is symmetric. The values of p and
q are very rarely high and EGARCH models tends to be parsimonious.

The power GARCH (PGARCH) model (Ding, Granger & Engle 1993) is another asymmetric
model that examines powers of the conditional standard deviation but rather than forcing that
power to have a value of two as per the GARCH model. The asymmetric PARCH (1,1)
scheme is defined as:

gf = ag + oy (lesq| — T‘:Lgt—:ljﬁ +19:L':It§-'1_

(4)

where @ = @ and [i 1= 1. If =2 and ¥, = 0, the PARCH model of equation (4) reduces
to a symmetric GARCH(1,1). Again, if 5 = 0, the model is symmetric. Although PGARCH
model applied in the time series with marked skewness and kurtosis, very little application

has been found in exchange rate literature. The detail descriptions of volatility modelsare
available in Brooks (2008).

Exponential smoothing models

Various exponential smoothing models (Gardner 1985, 2006) are amongst the most widely used time
series models in the fields of economics, finance and business analysis. The simple, one parameter
exponential smoothing model is applicable to series with no trend and seasonality and is defined as:

?t+1= ﬂ‘r; + El_ ﬂj?t
(5)
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where V., is the forecasted value of the series at time T -+ 1), ¥, is the observed value of that series at
time ¢ and ¢ is the smoothing (or ‘weighting’) parameter to be estimated with § = & = 1. The
optimal value of g is defined as that which minimises the sum of the squares of the errors (SSE) and
is found by means of a grid search of the form @ = 0{0.1)1or & = 0{0.01)1. High values of & in
equation (2) imply that the impact of historical observations dies out quickly and vice versa.
Potentially more relevance to exchange rate forecasting are exponentially smoothing models that
extent the simple model by incorporating a parameter {7} reflecting any trend present and/or a
parameter {&} for any seasonality.

The Naive 1 model
The Naive 1 or no change model assumes that a forecast of a series at a particular period equals the
actual value at the last period available i.e. Y;; = ¥, which is the simple exponential smoothing model

with & = 1. The Naive 1 model is often included in forecasting studies since it acts as yardstick with
which other models may be compared (McKenzie & Mitchell, 2002).

4.2) Cointegration via ARDL model

In finance literature, three cointegration methods are reported: the Engle-Granger 2-step method
(1987), the Engle-Yoo 3-step (1987) and the Johansen (1988) method. All three methods require pre-
testing of the study variables in order to assess the level of integration. Such pre-testing is usually
done by the Augmented Dickey-Fuller (ADF) test or the Phillips-Perron (PP) test. It is well-known
that both the ADF and PP tests are not particularly robust. Therefore, this study intends to apply a
fourth method-the autoregressive distributive lag (ARDL) approach to cointegration, which requires
no such pre-testing (Johnston & DiNardo, 1997). Pesaran & Shin (1995, 1999) pioneered this
technique. It is rarely applied to the analysis of exchange rate series, so this study permits an
assessment of the utility of the ARDL approach. A simple ARDL(1,1) model is defined as:

Fom - @Fig - podeey + 0 (©6)

where ¥, and X.are stationary variables and e; is a white noise error process. A white-noise error

process requires a mean of zero, a constant variance and absence of autocorrelation. The ARDL
model can be reparametrized to yield an error correction model (ECM). The particular error
correction form for this ARDL model is

g=1
.&Ft-wzmm-;ﬁ meﬁwche - Zm Aies
+ [Sfﬁ;-:.'f's"xm:-:.'f' Saiﬂm 1t et thk;:-:. + o8 {7}

where the term in square brackets is the error correction term and  is an intercept. The first part of
the equation (7) with [;,¥; ,£; and §; represents the short-run dynamics of the model whereas the
parameters &4, &4, 83 and &y, represents the long-run relationship.

Combination Methods

Combining forecasts is an appealing approach. Instead of choosing the single best method, it is
sensible to asking which methods would help to improve forecast accuracy, assuming that each has
something to contribute. Two combination approaches, the equal weights and variance-covariance
methods are applied in this study. Consider the two individual forecasts of ¥, denoted by ¥, and ¥-.
The latter are to be combined to estimate ¥ via:
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where, t represent time, k and {1 —k) are weight attached to ¥t and Y,,t respectively and
€ = &« 1. A simple method of combining two forecasts is to take their arithmetic mean i.e.

set k= 5 in equation (8). This is called the equal weight method of forecast combination.
This simple but often effective method of forecast combination is one of the two such
methods applied in this study, since there is evidence that equal weights can be accurate for
many types of forecasting (Armstrong, 2001). However, in variance-covariance method the k
of ¥),t in equation(8) is calculated by:

k

VOV € opgrae ™ COV ( Syopeias Eyoperas)

VAT €yopgr 1.0 T VAT yoperos — 2 €OV (E0pzi s - BuropEsas)

wherek* is the weight of ¥, in equation (9) that minimises the variance of the errors of the
combined forecasts. By definition k; = {1 — k). There are suggestions that the weighting
procedure of equation (9) is over-complicated. Following the proposal of Bates and Granger
(1969), Li (2007) ignored the covariance terms in equation (9) in a study of quarterly UK
outbound tourism to the United States and further suggested that since
VAT €yrope 1 (N VAT rgp g 20y are unknown, they should be replaced with iz, @*yviopeL

1y and L=y €% MopEL 2 Tespectively, to derive the weight:
k "

¥E_ g2 )
=18 mopEL 20

(4 2 & 2
t=1 8yopgs 200 T LAY h— 105

This variance-covariance approach may be readily extended to combining more than two
forecasts. For example, when combining three forecasting models, it may be established that:

EE-LQEEWE 31 Elay f’:?mzﬁ iy

=% - = - = - - = - = -
* E-:. rrona LT ZE-LE.:EWE T + ZE-LE.:EWE LI 2E-:. Frrozee e T ZE-LE.:EWE ::;r;:zg-:.ﬁx.\'ﬁ-.?z T
The denominator of the above equation remains the same for the other weights, k. and k;the
numerator for these latter weights parallels the above. Four-way model combinations involve
three-way products of the sum of squared error terms.

Data are drawn from International Financial Statistics (IFS), monthly publication by the International
Monetary Fund (IMF). Monthly data from 1972M1 up to and including 2007 M12 are used for model
derivation. The remaining observations i.e. 2008M1 to 2010M4 in the sample for all countries will be
held back for the purpose of out-of-sample forecast evaluation. The variables used in this study are
national currency against U.S. dollar, money supply, interest rate, inflation rate, real income, trade
balance, trade openness, current account balance, reserve, government expenditure, oil price, gold
price and commodity price.

RESULTS, ANALYSIS AND INTERPRETATIONS

Model Identification and Initial Findings

The first stage in the volatility modelling process is to establish mean equations. In this study, the
ARIMA model has been used to obtain the mean equations. The method of applying ARIMA models
to exchange rate data has been well-described in the literature (Huseyin & Trafails, 2006). The data
series should be trend stationarity before applying the ARIMA model. The Ng-Perron (2001) unit root
test is conducted for trend stationarity purpose. ARIMA models are fitted up to and including
2007M12 for all exchange rates series. The results of applying the ARIMA model are extensive and
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significant parameter estimates are, therefore, available on request. The mean equations act as a basis
for generating the conditional variance equations for each series. The finance literature emphasises the
parsimonious nature of the GARCH, EGARCH and PARCH models. To obtain an optimal model all
combinations of ARCH (p) = (0,1,2) with GARCH (q) = (0,1,2) were conducted except for p=q=0.
This method is referred by Angelidis et al. (2004) in Finance. The threshold order determines the
impact or otherwise of news shocks. All combinations of symmetric and asymmetric volatility models
are run. In most instances more than one of the ARCH, GARCH, EGARCH and/or PARCH models
with significant parameters are found. The model with maximum Log Likelihood criterion (LL) is
selected as optimal model for each series. It should be noted that EViews includes a constant in the
variance equation by default. The parameters estimates are obtained in the EViews 7 software
package via the Berndt, Hall, Hall, and Hausman (1974) algorithm if the Marquardt algorithm failed
to converge. The Ljung-Box Q-statistic tests for remaining serial autocorrelation in the residual for up
to twelve monthly lags have been conducted for reaching the optimal volatility model. The Q(12)
statistics test helped to find out the correct mean equation whereas, Qso(12) is required in order to
avoid the model misspecification.

The conditional variance equations associated with the mean equations for all series are present in
Table 1 along with estimated values of parameters, LL, Q(12) and Qso(12). EGARCH
volatilitymodels are obtained for all series except Brazil. The PARCH (2,1) is found statistically
significant for Brazil. The coefficients of the mean equation are all significant (p < 0.05). It does not
matter whether the constant term (&) is not significantly different from zero. The Ljung-Box Q(12)
for all countries are non-significant (p > 0.05) indicating that the mean equations are correctly
specified. Moreover the Qsq(12) statistics are also non-significant for all countries indicating that
model is correctly specified.

Symmetric volatility models are found for Brazil, Russia, India and China. This implies that the
positive and negative macroeconomic or political news announcements are same on their exchange
rates with U.S. dollar. However the impacts are asymmetric for the case of South Africa. This may
lead to conclude that negative news concerning with macroeconomic fundamentals or political have
significant greater impacts on the exchange rates of South African rand/U.S. dollar. Results also
revealed the fact that there are longer term ( 2 &;) impacts of shocks on exchange rates are found in
the cases of Brazil and Russia. However, the short term{g; = /@] impacts are found in the case of
China, India and South Africa.

Table 1: Conditional variance equations

Country £y £ty fty B4 B 8 ¥1
Brazil
PARCH (2,1) 0.002 0.462 -0.519 1.038 0.607
t Statistics 0.767 2.872 -3.424 41.744 1.808
Significance 0.443 0.004 0.000 0.000 0.000
LL=204.827 SBC=-2.656 Q(12)=15.488(0.161) Qs0(12)=4.024(0.969)
China
EGARCH (1,0) -7.443 0.194
tStatistics -10.951 2.967
Significance 0.000 0.003
LL=958.730  SBC=-4.501 Q(12)=4.172 (0.965) Qs0(12)=0.089 (1.000)
India
EGARCH (0,1) 0.001 0.996
tStatistics 0.453 433.305
Significance 0.651 0.000
LL=-180.597  SBC=0.882 Q(12)=3.675(0.978) Q 50(12)=1.233 (1.000)
Russia
EGARCH (2,2) 0.033 1.270 -1.334 1.775 -0.781
tStatistics 0.228 2.523 -1.968 12.483 -5.556
Significance 0.819 0.011 0.049 0.000 0.000
LL=19.456 SBC=-0.031 Q(12)=14.940 (0.134) Q s0(12)=2.315 (0.993)
South
AfricaEGARCH -0.291 0.272 0.198 0.984
(1,1) -3.664 3.142 2.482 132.9
tStatistics 0.000 0.002 0.013 0.000
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Significance LL=336.089 SBC=-1.836 Q(12)=10.550 (0.394) Q s0(12)=6.712 (0.752)

The significance levels associated with Q(12) and Qgq(12) are shown in brackets.

The exponential smoothing models obtained for each country are reports in Table-2. In SPSS version
19, the Expert Modeller procedure generates optimal (minimum SSE) exponential smoothing models
and generates forecasts. The values of the parameters a, y, & and the Normalised Bayesian
Information Criteria (NBIC) are also reported in Table 2. The high value of o implies that the
impactof historical observations dies out quickly and most recent observation has significant impact
on forecasting exchange rates whereas, large values for y and & give more weight to recent estimates

Table 2: Exponential smoothing model

Country Model (44 ¥ & NBIC
Brazil Damped Trend 1.000 0.999 0.299 -4.577
China Simple 1.000 e e -3.771
India Damped Trend 1.000 0.294 0.627 -1.503
Russia Damped Trend 0.999 0.273 0.860 -0.512
South Africa Damped Trend 1.000 1.000 0.301 -3.285

of the trend and seasonal component respectively, with small values giving more weight to historical
estimates of this component. The NBIC is a general measure of the overall fit of a model that attempts
to account for model complexity. The damped trend model is found for all series except China. Over
the past twenty years, damped trend exponential smoothing has performed well in numerous empirical
studies and it is now well established as an accurate forecasting method (McKenzie & Gardner, 2010).
The simple or naive one model is found optimal is the case of China.

The long-run coefficients and error correction model of ARDL approach for each series are reported
in Table-3. The variables used in this study are money supply (MS), short run interest rate (INRS),
long run interest rates (INRL), inflation rate (INFR), real income (GDP), trade balance (TB), trade
openness (TO), current account balance (CA), reserve(RES), government expenditure (GE), oil price
(COIL), gold price (GP) and commodity price. The Schwartz Bayesian criterion (SBC) is selected to
determine the optimal model for each series. The SBC balance the goodness of fit of the modelagainst
the number of unknown parameters that have to be estimated (parsimony). As a rule, the SBC leans
towards parsimony (the least number of estimated parameters). The diagnostic test for serial
autocorrelation (SC), the test of homoscedasticity (HM) and in both cases F statistics are reported for
significance. Furthermore, the test (F) of overall significance of the original underlying ARDL model
for each series is also reported in Table-3. These estimated results are obtained by the Microfit 4
software package.

Table 3: Estimated long run coefficients using ARDL approach

Country Error Correction Model Diagnostic Test
Brazil INER = 5301+ TOB3 SC:F = 0.591 [0.846]
(5.790) HM:F =1.821 [0.179]
[0.000] F = 17.740 [0.000]
ecm = -0.023 (-1.806) [0.043] SBC = 255.087
China ER = —F. 9621 — 0,002 = NEXCHE + 0,002 « COBYS + 0,066 = §F + 16,256 COR SC:F =5.830 [1.000]
(-4.783)  (-1.793) (9.408) (4.782) (4.893) HM:F = 3.885 [0.051]
[0.000] [0.047][0.000][0.000][0.000] F = 498.296 [0.000]
ecm = -0.018(-4.932) [0.000] SBC =506.834
India Erf;.é; é%)szfﬂ Bill (—;‘i:jg‘.)‘u + BARR 1B -(52;:?5-;;:,)' - &mzarligoi) n n-.n;1215; 55).3 - 13.52232-5% = LE.2ET =503 SC =2.770 [0.990]
-1 : : 2 : - : HM:F = 2.279 [0.132]
[0.000] [0.044] [0.000] [0.011] [0.031] [0.012] [0.010] F = 61.429 [0.000]
ecm =-0.013 (-2.593) [0.010] SBC =1248.4
Russia ER = = 0 1EZ= [RER+ 0905 FRLUS SC:F =5.972 [0.065]
(-4.174)  (9.507) HM:F = 14.614[0.075]
[0.000] [0.000] F = 49.728 [0.000]
ecm = -0.012 (-2.863) [0.005] SBC = 250.330
South mER = = 0,088 [RLFA + 6181= TES4 — 0.341= IBSUS SC:F = 1.905 [0.055]
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Africa (-6.178) (3.359) (-3.666) HM:F = 0.653 [0.419]
[0.037] [0.001] [0.000] F = 23.632 [0.000]
ecm = - 0.009 (-1.830) [0.006] SBC = 687.564

All Exchange rates (ER) are log transformed except China. T statistics are reported in the round brackets and corresponding significance
levels are reported in the square brackets. SC is the test for Serial Correlation; HM is the test of homoscedasticity and F testing the overall
significance of the underlying ARDL model.

Result shows that the semilog models are statistically significant for all country except China. The
results are different as economy change. The trade openness of Brazil has a significant long term
impacts on exchange rates of Brazilian real/U.S dollar. In case of China, the net export of China, GDP
of USA, gold price have significant long term impact of Chinese Yuan/U.S dollar. In contrast, long
term interest rate of India, GDP of USA, gold price and oil price are found significant long term
relationship with Indian rupee/U.S dollar. However short term interest rate or Russia and long term
interest rate of USA are the main determinants of Russian rubble/U.S dollar. Finally, Long term
interest rate of South Africa, trade openness of South Africa and short term interest rate of USA are
found statistically significant in the case of South African rand/U.S dollar. The dummy variables such
as Central bank policy (CBP), Cyclone (CYC) and bombing (BOMB) are also found statistically
significant in the case of China and India respectively.The error correction model fulfils the condition
of no serial autocorrelation (SC) and homoscedasticity (HM) of the residuals. The coefficient of error
correction term (ecm), that is, the speed of the adjustment is found to be negative and statistically
significant. Thus the condition for a long-run stable equilibrium is satisfied. The coefficient of error
correction term for Brazil, Russia, Indian, China and South Africa are 0.023, 0.018, 0.013, 0.012 and
0.009 respectively, indicates a slow speed of convergence to equilibrium. This implies that derivation
from the long-term equilibrium is corrected by 2.3%, 1.8%, 1.3%, 1.2% and 0.9% over each year in
the case of Brazil, Russia, Indian, China and South Africa respectively.

COMBINATION FORECASTS

Forecasts from 2008M1 to 2010M4 obtained from the volatility, exponential smoothing and
cointegration models were combined via equal and variance-covariance methods. It is worthwhile to
mention here, due to constant forecast feature, the naive 1 or no change model is deleted form the
combination part. All models are assessed in terms of forecasting accuracy. Studies of exchange rate
volatility have used a variety of measures to assess forecasting accuracy (Dunis & Williams, 2002).
However, the mean absolute percentage error (MAPE) is amongst the most commonly used measure
of error magnitude. This accuracy criterion has the advantage of being measured in unit-free terms
(Witt & Witt, 1991). MAPE value below 10% represents highly accurate forecasting (Lewis, 1982).
The results are reported in Table 4. All values are in percentage. The result shows that the
combination methods produce minimum error than the single models in all cases except china. This
supports the argument of Altavilla & Grauwe (2010) concerning the likely utility of combination
methods over single time series and econometric model when forecasting exchange rates. The three-
way variance-covariancecombination model is found optimal in the case of Brazil, while two-way
variance-covariance combination model is optimal in the case of Russia and South Aftrica. A three-
way equal weight combination model is found optimal only in the case of India. The results also show
that volatility model beats all other models in the case of China. This support the fact that this class of
models does possess utility in the context of exchange rates determination, but their main utility is
when combined with other modelling techniques.

Table 4: Out-of-sample comparison of forecasting single and combination methods using MAPE

C Single Combination model

(0) model

U Equal weights Variance-covariance

N Twomodels Three Two models Three

T models models

R VOL ES CO N1 VOL VOL ES VOL VOL VOL ES VOL

y ES CO CO ES ES CO CO ES
CO CO
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Brazil 9.34 9.27 8.78 9.23 9.29 8.82 8.75 8.88 9.29 8.79 8.73 8.69*
China 3.51* 7.12 5.18 7.12 7.06 6.10 6.15 6.44 7.06 5.84 5.87 6.17
India 13.71 13.84 23.04 13.70 13.72 1832 1843 13.61* 13.72 16.18 16.41 15.21
Russia 14.65 18.99 30.26 14.01 7.75 13.29 15.84 9.32 2.77* 8.94 2.96 2.79
South 1555 15.62 34.65 1624 1553 2505 25.13 21.91 15.53* 1994  19.65 17.79
Africa

VOL- volatility model; ES - exponential smoothing model; CO - cointegration via ARDL model; N1- Naive or no change
model.*Optimal model.

CONCLUSIONS AND POLICY IMPLICATIONS

This study analysed the out-of-sample forecasting performance of a set of competing models of
BRICS’s currency against U.S. dollar. Rather than depends on single models to forecast exchange
rates, the current study adopts two different approaches of combination to predict the rates. In the
empirical part of the article, the initial model was identified and then compared with different models.
Finally an optimal model has been selected for each series on the basis of minimum MAPE to capture
the dynamics of the exchange rates of the BRICS currencies. The results suggest that the combination
model bets the single competing model to determine the exchange rates of BRICS’s currencies against
U.S. dollar. The findings of this study also confirm that interest rates, GDP, trade openness, net export
are important macroeconomic variables for predicting the exchange rates of BRICS countries. The
practitioners such as policy makers, speculator, hedger and arbitrageur are most interested parties to
know which macroeconomic variables impacts on exchange rate determination in short term.
Therefore, the findings of this study will not only enrich the exchange rate literature on combination
forecasting but also it offers material information to the practitioners for making their decision and be
used more frequently in practice. However, the main limitation of this study is only five currencies
and their monthly duration. For future research, empirical works on more exchange rateswith shorter
duration such as daily or weekly might be necessary to confirm or refute the results of this study.
Also, it would be worth to test the unbiasedness (such as Wald test) of the forecasts made by
competing models because simply compare the low MAPE valuesdoes not give any idea of “whether
the forecasts in question are unbiased estimators of ¥,”.
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The most recent world financial crisis of 2007/08 has had wide ranging effects on all countries, sectors and
markets. Related empirical studies on Ghana, especially concerning the capital market are rare. This study thus
seeks to investigate the extent of the impact of the crisis on the Ghana Stock Exchange (GSE) with respect to All
Share Index and other macroeconomic variables like volume and value of shares, interest rates and inflation,
employing a multiple regression model on secondary data from the GSE, the Bank of Ghana, the Ministry of
Finance and economic Planning, and Ghana Statistical Service for the period 2000 to 2010. An important
conclusion reached is that the crisis did not affect the GSE directly with regard to performance of the All Share
Index during the crisis peak in 2007/8, but the index performed abysmally in 2009, which may have been the
result of spillover effects. A notable recommendation is that the GSE should collaborate with MOFEP and the
SEC to remove the existing institutional bottlenecks that caused the GSE to suffer from such spillover effects of
the crisis, including measures to address the problem of low listings and illiquidity that result from low market
share floats.

Introduction

Background of the Study

In its twenty-year history, the Ghana Stock Exchange (GSE) recorded remarkable performance as
revealed by All-Share Index coupled with significant volumes and values of trades on yearly basis.
These tended to boost investor confidence in the Exchange. But the year 2009 saw GSE recording a
huge negative return of 49%, as the worst performance in the history of the Exchange. This abysmal
performance is perceived to be the result of the global financial crisis that began in the United States
and Europe and spread rapidly through Asia and to Africa. The Chairman of Ghana’s Securities and
Exchange Commission (SEC, 2009) expressed that global financial markets tumbled as a result of the
financial crisis that knew no borders and respected no sovereignty in the year 2009. Investor
confidence was heavily eroded, causing dramatic lowering in stock market liquidity and confronted
world financial regulators with challenges apparently unknown since the 1929 Great Depression.

Various divergent views have been expressed about the impact of the crisis on the capital markets of
most economies including Ghana. For instance, the United Nations Economic Commission for Africa
(2009), explained that the heterogeneity of African countries caused the crisis to affect some countries
more than others: the decline in economic growth in 2009 was severe in countries like Angola,
Botswana, and South Africa with GDP growth rate falling more than 4 percentage points while
countries like Egypt, Kenya and Ghana had their growth rate slashed between 2 and 3 percentages.
The crisis affected varied countries in Africa including those considered to have good economic
policies and governance; those with poor macroeconomic record; fragile states; oil and non-oil
exporting countries; small and large, in various but different ways.

Problem Statement

At the outset of the global financial crisis in 2007/2008, there was the general impression and belief
that African economies and their African capital markets, would not suffer the effect of the crisis,
because African financial markets were perceived to be less sophisticated and less integrated into the
world economy. They were also said to have very small inter-bank markets and restrictions on new
financial products and limitations on market entry. This assertion in the case of Ghana’s economy is

21


mailto:kingsalami1@gmail.com
mailto:kylamberth@hotmail.com

Proceedings of the 13" Annual Conference
© 2012 IAABD

not valid as Ghana’s economy is largely integrated into the world economy through international trade
enhanced by globalization, electronic trade and the trade liberalization regime of the country. For
example, the Bank of Ghana revealed in February, 2012 that over 50% of the total over-subscribed 3-
year 15% bond sales were bought by foreign investors, another possible indication of some integration
of Ghana’s economy with the global economy. Ghana’s economy and the key operators in the
financial sector including the GSE are therefore more likely to be vulnerable to such international
events like the global financial crisis.

The GSE is an investment platform which operates on the basis of international best practice and
provides an opportunity for both local and international investors. Over the last eleven years, the
performance of GSE was consistently positive and even emerged as the world’s best performed
Exchange in 2003 when it witnessed a year-on-year return of 154.67%. In 2008, it was voted the best
performed Stock Exchange in Africa. But in 2009, the GSE recorded a negative return of 49%, being
the weakest performance in its twenty-year history. Volume of shares traded plummeted by 81.92%
from 531 million shares in 2008 to 96 million shares in 2009. Market turnover witnessed a similar
trend, registering a 79.70% fall. 23 equities experienced drops in their share prices, with Fan Milk
Ghana Limited being the only equity that recorded a positive change of 23%, while the remaining 11
equities maintained their share prices. The related consequences and implications afford the
opportunity for our current study.

Aim and Objectives of the Study
The overall aim of the study is to examine whether the global financial crisis had any effect on the
GSE in relation to the volumes and values traded and the average performance of the GSE as
measured by the GSE All-Share Index. Specifically, the objectives of the study are to:
i.  Identify the effect of the crisis on the volume and value of shares traded during the period of
the financial crisis.
ii.  Identify the effect of the crisis on the level of inflation and general interest rates in Ghana and
how these impact on the performance of the GSE.
iii.  Estimate the general effect of the crisis on investor interest and the extent of losses suffered
by investors as a result of the crisis.
iv.  Identify and put forward measures, systems or structures that could minimize the impact of
future occurrences.

Significance of the Study

The study would benefit varied audiences. It would contribute to the volume of knowledge and
literature on the operations of the GSE and help bring to light the possible effects of exogenous
variables like the financial crisis on the operations of the Exchange. It will therefore help to bridge the
knowledge gap. The research findings would be useful to the government and the Securities and
Exchange Commission (SEC) in fashioning out measures that can help contain similar crises in the
future. It will also help policy formulators like the Ministry of Finance and Economic Planning
(MOFEP) to appreciate the multi-dimensional nature of credit crisis and the contagion effect on the
overall economy. Besides, Licensed Dealing Members (LDMs), Authorized Dealing Officers
(ADOs), financial researchers and analysts, investment advisors and the general investment
community would find this study useful in the execution of their daily activities to help maximize
their returns and minimize their losses in operating on the Stock Exchange. It will also be useful for
further studies and research.

Scope and Limitations of the Study

The study covers the trading activities of the GSE for the period from January 2000 to December
2010, the immediate past eleven years of its 20 years’ existence. But the validity and applicability of
the findings of the study could be constrained by the following:

i.  the study is conducted within a limited environment and within a limited time period.
Therefore, the impact of causal factors and other relevant linkages falling outside the
delimited period could not be considered, irrespective of their potential contributory roles.
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ii.  the availability and accuracy of data. The work is largely based on published data by the GSE,
the SEC, BOG and the MOFEP. It is not be possible to conduct an independent validation and
establish the accuracy of data provided by these institutions.

Organization of the Study

The remainder of the study is organized as follows: Section II captures the review of relevant
literature. Section III discusses the research methodology, followed by Analysis of Results of Data
and Discussion in Section IV. Section V ends the study with conclusions and policy
recommendations.

Section 11
Literature Review

Introduction

A well-developed Stock Exchange promotes investment by identifying and financing lucrative
business opportunities, mobilizing savings, allocating resources efficiently and helping diversify risks
(Mishkin, 2007). Stock markets have assumed a developmental role in global economics and finance
as a result of their impacts on corporate finance and economic activity.

Financial crisis has gained prominence among financial experts in the last decade with the occurrence
of five major financial crises. Common to all these occurrences was the fact that the turmoil
originated in one market/country and extended to a wide range of markets and countries in a way that
was hard to explain on the basis of changes in fundamentals (Kenourgios et al, 2009).

The financial crisis that started in the US in October 2007 and eventually spread to Europe and the
rest of the world was said to have been caused by various factors. Some of these included falling US
house prices after an uninterrupted, multi-year escalation; easy and cheap credit; excessive
deregulation and inadequate supervision of financial institutions and rapid innovation in highly
leveraged financial derivative instruments that only a few people understood (Naude, 2009). Since the
crisis, various market-based and regulatory solutions have been implemented. The financial crisis is
also attributed to the breakdown in corporate governance structures (Kirkpatrick, 2009). Corporate
systems were not strong enough to serve the purpose of safeguarding against excessive risk taking in
various institutions that provided financial services. Management of various companies did not seek
Board approvals before embarking on various levels of exposures. This was worsened by incentive
schemes that encouraged and rewarded high levels of risk taking.

Effect of the Crisis on World Stock Markets and the GSE

The global financial crisis has had varied effects (negative and positive) on different people, different
economies and different sectors of the world economy but there appears to be a consensus on the
effect of the crisis on stock market activities across the globe resulting in significant share price drops.
According to Ghana’s SEC, the year 2009 presented a great challenge for world financial markets.
The crisis eroded investor confidence causing dramatic declines in global stock market liquidity.
Aluko (2008) agrees with Velde (2008), on the effect of the financial crisis on capital market
operations, by indicating that the Dow Jones Industrial Average (DJIA) a major USA stock index
attained its lowest point ever of 8,519.21 points on 22nd October signifying a year-on-year decline of
39.85%. The effect of the global financial crisis on the Middle East and North African (MENA) stock
markets was not different.

At the onset of the global financial crisis in 2007, there was the general perception that African
markets were insulated from the crisis because of the relatively limited level of integration with the
world markets. This assertion was however contrasted by the end of the crisis.

Various studies exist on the effect of the crisis on the world economy, but we have very little
empirical work on developing countries like Ghana (Ackah et al, 2009). Post crisis analysis however
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indicates that many African markets have begun to feel the effects following the experiences of the
actual crisis in the developed economies. According to the World Food Programme (2009), the impact
of the economic crisis in Ghana is most evident in the composition of financial inflows, Foreign
Direct Investment, the stock exchange, remittances and aid flows. This assertion was corroborated by
Ackah, Bortei-Dorku, & Aryeetey (2009). They indicated that the effect of the crisis on developing
countries emanated from a number of channels including the stock markets. Ghana is said to be
vulnerable to the developed markets because of its very high current account deficit, very high budget
deficit, aid dependency, and exchange rate depreciation.

Even though Ghana seems not to have suffered directly from the impact of the financial crisis, there is
evidence to suggest that the Ghanaian capital market suffered some spillover effect from the US and
other markets. According to Ghana's SEC (2009), even though the Ghanaian financial system
remained sound during the financial crisis, the GSE All-Share Index declined in tandem with world
markets. Twenty three stocks out of thirty three, experienced price declines; volumes traded decreased
significantly resulting in 49% decline in the GSE All-Share Index, attributing the poor performance to
the global financial crisis. The SEC identified a contagion effect from a meltdown in the Nigerian
market to have accounted for the negative performance of Ghana’s capital market because of the dual
listing of Ecobank Transnational Incorporated in the two markets.

Other market experts including Olusanya (2009) confirm the effect of the global financial crisis on
Ghana’s capital market. For example, the Ghanaian market witnessed significant withdrawal of
foreign investor funds. Ironically, these foreign investors control approximately 80% of funds on the
GSE (Business and Financial Tmes, 2009). These liquidations resulted in share price falls with the
ripple effect of stock market crashes. The GSE All-Share Index which started the year 2008 at
6,599.32 points ended the year at 10,431.6 points signifying a return of 58%. This made the GSE one
of the best performers in the year 2008. The Index however plummeted in 2009 with a return of
negative 49% for the year 2009 (GSE, 2009). With anecdotal evidence Ackah, et al ( 2009), indicates
that during the crisis, there was a greater propensity to sell on the GSE, with little demand, leading to
falling prices. Olusanya (2009), corroborates the effect of the crisis on the GSE that the performance
of the GSE, by the GSE All-Share Index, fell by more than 11% during the first quarter of 2009. This
was the converse of its performance as at the end of 2008, when it had leaped by 58.1% from its 2007
value.

Effect of the Crisis on the Volume and Value of Trade

There is a widely held opinion that the higher the volume of shares traded, the higher the likelihood of
a positive change in the market index. In investigating the relationship between the volume of shares
traded and the performance of the market index, Kumar & Singh (2008) concluded that there is a
strong evidence of positive contemporaneous correlation between absolute price changes and trading
volume in the Indian stock markets. Crouch (1970) cited by Kumar & Singh (2009) also confirmed
this assertion. Moosa and Al-Loughani (1995) cited by Kumar & Singh (2009) however drew a
contrary conclusion during their examination of the dynamic price volume-relation for four Asian
stock markets excluding India. They found a strong evidence for bidirectional relation between
volume and absolute price changes. Assogbavi (2007) cited by Kumar & Singh (2009) also used
vector auto regression model to analyze the dynamic relationship between returns and trading volume
using weekly data of individual equities of the Russian Stock Exchange. He found strong evidence of
bi-directional relationship between volume and returns confirming the position of Moosa and Al-
Loughani (1995). Conversely, Datar et al (1998) and Easley et al (2002) cited by Dey (2004) provide
evidence that there is an inverse relationship between individual value of shares traded and the rate of
return on the individual shares. This is as a result of individual’s demand for premium for holding
illiquid shares. Other studies like Khrawish, Siam and Jaradat (2010), Ahmed (2008), Ioannides,
Katrakilidis and Lake (2011), Maysami et al (2004), Leon (2008) and Choudhry (1999) have
produced mixed results ( either positive or negative) about the effects of the crisis on macro economic
variables.
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Given the mixed kind of results between share price movement, trading volume and value, inflation
and interests on one hand and stock market returns on the other hand especially in emerging market
context, some additional results from other developing financial markets are needed to appreciate the
relationship among the variables. This research therefore seeks to investigate the dynamic relationship
with reference to the Ghana Stock Exchange.

Section IIT
Study Methodology:

DataTypes, Multiple Regression Model and Variable Specification

This study largely made use of secondary data obtained from the Ghana Stock Exchange (GSE) the
Bank of Ghana (BoG), the Ministry of Finance and Economic Planning (MOFEP) and the Ghana
Statistical Service (GSS). Relevant data collected from these institutions were duly processed to
obtain summary results that would enable the building of an econometric model. The study uses a
simple time series model which specifies the volumes and values of traded shares, the interest rates
and the inflation rates as the independent variables, and the Performance of the GSE as measured by
the GSE All-Share Index, the dependent variable.

Our model is based on a multiple regression function explained in Gujarati and Porter (2010) as:
Y= B+ BoXo+ BsXs + pXa+ BsXs + U
Where Y= the dependent variable
X5, X3, X4, X5 are the explanatory variables
U, the stochastic disturbance term;
t = the t™ observation
By = the intercept term; and
B2, B3, 4, Ps are the regression coefficients.

The GSE All-Share Index is the dependent variable and represents an average measure of the
performance of the Ghana Stock Exchange. It is a market capitalization weighted index which has its
base as the average capitalisation for the period November 12" 1990 to December 31% 1993, the
formative years of the GSE. The month ending values of the index for the period 1* January 2000 to
31 December 2010 will be employed for the analysis. The main reason for adopting this measure is
to enable monthly and yearly comparisons that can provide the basis for testing the validity of other
similar works.

The explanatory variables of our model are Volume Traded, Value of Shares Traded, Interest Rate,
and Inflation. Volume traded refers to the number of shares traded during the period under study. The
value of shares traded is a product of the price and the volume of shares traded. It is an indicator of
the level of activity on the Stock Exchange. Interest rate influences the returns investors expect on
their investments. The month ending interest rate on the 91-days Treasury Bills as published by the
BoG on weekly basis is used as a proxy for general interest rates in the economy. This variable is
included in the model because it determines where investors will invest their funds, and to a larger
extent, determines the performance of the GSE All-Share Index. Inflation, measured by the Consumer
Price Index (CPI) is published monthly by the GSS and has the tendency of increasing cost of living
and reducing the value of disposable incomes and thereby adversely affecting people’s ability to save
and invest. Inflation determines security market prices and influences interest rates and returns on
investments. It is included in the model as it influences people’s ability to invest and it contributes to
the determination of what kind of financial instruments to put in their investment portfolios.

Adapting the above multiple regression model to our current situation and applying it to the above
defined variables, we arrive at a mathematical model as:

Marketindex = B, + pVol+ B,Val + p,Int + B,Inf + ¢
Where:
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Market Index = The Return on the Market which is measured by the GSE All-Share Index (The
dependent variable).

Vol is the volume of shares traded;

Val is the value of shares traded;

Int is the level of interest rates represented by the interest rate on the 91-day Treasury Bills;

Infis the CPIL;

¢ is the stochastic disturbance term

P is the intercept term, denoting the mean or average effect on the GSE All-Share Index of all the
variables excluded from the model.

Tests Specifications

Processed data is presented in the form of descriptive statistics, correlation matrix and regression
results. The statistical tests conducted are the Spearman’s correlation, Regression coefficients, and
Global (F-test) to determine the overall regression model’s reliability. The results are provided in
Tables 1 and 2.

Section IV

Data Analysis and Discussion

Table 1 shows the descriptive statistics on the relationship between the dependent and the independent
variables. The maximum and minimum points of the index indicate the highest and lowest points of
gain and loss respectively, within the eleven-year period using the average market capitalisation of the
first three years of the GSE’s existence as the base.

Table 1: Descriptive Statistics (2000 -2010)

Variable Mean Std Deviation Minimum Maximum No. of Entries
Index (points) 4,721.20 3,159.62 739.73 18,465.15 131

Volume 13,305,031 32,479,845 345,000 327,010,100 131

Value 7,222,197 17,461,850 83,500 156,081,410 131

Interest rate 22.01 10.83 9.35 47.00 131

(%)

Inflation (%) 17.89 8.42 8.58 41.90 131

Source: Computed from market data from the GSE, BoG and GSS (2000 — 2010).

Both the Trading Volume and Value within the period were widely dispersed, illustrating a steady
growth in both variables from year 2000 to 2010. Wide dispersion in the levels of inflation and
interest rate is also indicated which appears to demonstrate continuous and consistent improvement in
the macroeconomic environment.

Table 2 details the regression results obtained from the application of the Ordinary Least Square
method. These results explain the type and magnitude of the relationship among the various
independent variables. The R* value of 0.746 indicates that the independent variables are responsible
for 75% of the movement of the GSE All-Share Index, implying a high explanatory power of the
model. The F-statistic of 92.358 at a 5% level of significance indicates that the margin of error is
insignificant which helps to confirm that all the variables in the probability Test are statistically
significant and individually contribute significantly to the movement of the GSE All-Share Index. The
model can therefore be relied on as a predictive tool. Further, the high figure for R* in Table 2 also
appears to suggest a high level of multicollinearity, implying a strong linear relationship among the
various explanatory variables. A possible way to reduce the impact of multicollinearity could have
been by means of stepwise regression which could reduce the number of explanatory variables
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included in the model. This way, only those explanatory variables that are highly significant would be
included in the model equation. But this could be a task for another day.

Table 2: Regression Results

Variable Regression Coefficient Standard T. Values  Level of Significance

Constant 3.538 0.179 19.779 0.00

Volume -0.376 0.071 -5.298 0.00

Value 0.517 0.064 8.09 0.00

Interest Rate -0.018 0.004 -4.999 0.00

Inflation 0.003 0.004 0.84 0.404

R 0.864

R’ 0.746

F. Value 92.358 at 5% level of
significance.

Source: Computed from Data from GSE, BoG and GSS (2000 —2010)

The negative regression coefficient of -0.376 for the volume of shares traded on the performance of
the GSE All-Share Index implies that a per unit increase in the volume of shares traded leads to a fall
in the GSE All-Share Index by 0.376 which contradicts most of the existing literature like Crouch
(1970) and Kumar & Singh (2008). This inverse relationship between the GSE All-Share Index and
the volume of shares traded is mainly due to the structure and composition of the Index. Companies
listed on the GSE with bigger market capitalisation tend to exert a stronger influence on the
movement of the index. But the works of Moosa and Al-Loughani (1995) after their examination of
the volume-index relationship of four Asian stock markets and Assogbavi (2007) showed neutral or
bi-directional effects. The positive regression coefficient of 0.517 between the value of shares traded
and the movement of the GSE All-Share Index illustrates a more than proportionate increase in the
GSE All-Share Index caused by increase in the value of traded shares, which confirms the views of
most experts like Dey (2004).

An inverse relationship between the level of interest rates and the GSE All-Share Index is also
revealed by the Regression result which appears to support the long held financial dictum of an
inverse relationship between the level of interest rates and stock market returns. But we should not
forget that most of the listed companies on the GSE finance their operations from borrowing; a higher
interest rate regime will therefore increase their finance cost which will ultimately impact adversely
on profitability, and render their shares less attractive to investors. These findings confirm the earlier
findings of Maysami et al (2004) who concluded that there is a negative relationship between the
Singapore capital market indices and the level of interest rates and many others like Leon (2008) who
confirmed an inverse relationship between nominal Treasury bill yields and stock market returns in
the US and Korean markets. Pal (2011) and Khrawish, et al (2010) however contrasted their stand.

The inflation coefficient of 0.003 implies a positive relationship but appears insignificant. This
finding is largely because of the financial illiquidity among investors and fund managers during
periods of lower inflation and vice versa. This trend appears to be in line with Bank of Ghana’s
monetary policy of inflation targeting that helped to squeeze some liquidity out of the system. These
findings confirm the results of researchers like Choudhry (1999) and Ahmed (2008) but contrast the
findings of others like Kenourgios, et al (2009).

Section V

Conclusions and Policy Recommendations:

The first conclusion of the study is that the volume and value of the traded shares, inflation and
interest rates had some effects on market return as measured by the GSE All-Share Index. Second,
the global crisis subsided in 2009 with the following experience in Ghana: the volume of shares
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traded and the value fell significantly; the level of interest rates increased thus impacting negatively
on the performance of the GSE All-Share Index; and finally, the rate of inflation increased during the
earlier months of the year but later receded during the latter part, thus impacting negatively on the
performance of the GSE All-Share Index; all as per the model results.

It could therefore be concluded that even though the financial crisis did not affect the GSE directly
with regard to the performance of the index during the peak of the crisis in 2007/2008, the index
suffered in 2009, which may have resulted from the spillover effects from the 2007/2008 global
financial crisis. The effect was much pronounced because of existing structural weaknesses and other
exogenous developments including low number of listings and illiquidity due to low market share
floats. The introduction of electronic trading in the year 2009 may have resulted in investors’ fear of
the unknown and its initial challenges associated with change. Investors might have adopted “wait and
see’’ approach to ascertain the workability of the system before making any investments. On external
factors, the change of government in 2009 also introduced skepticism as investors, especially foreign
ones could have adopted a ‘wait and see’ attitude to assess the major policy direction of the new
government before making any commitments on the GSE. Collectively, all these developments might
have resulted in an unprecedented negative return of 49% in the GSE in the year 2009.

An important recommendation of the study is that the GSE, in collaboration with the MOFEP and the
SEC should work towards removing the existing institutional bottlenecks that made the GSE suffer
from the spillover effect of the crisis. These measures should help to address the problem of low
number of listings and illiquidity due to low market share floats. Government should consider using
the GSE as a vehicle to divest its holdings in corporate entities. This will help increase the number of
listed equities and thereby help to improve liquidity. Secondly, investors should be encouraged to do
active trading of their holdings in the market to improve liquidity. In this regard, institutional
investors like the Social Security and National Insurance Trust (SSNIT) should be encouraged to
regularly trade their holdings to avoid the current situation in which the market suffers from small
market floats of the blue chip companies because of the ‘buy and hold’ mentality of key institutional
investors. Lastly, the SEC should continue to perform and enhance its supervisory role to ensure
investor confidence in the various players on the capital market including the GSE, the Licensed
Dealing Members (LDMs), Authorised Dealing Officers (ADO) and the entire investor community.
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Currency Volatilities in Africa: The Case of Southern African
Development Community

Abdul Kader Aljandali, A.Aljandali@londonmet.ac.uk
London Metropolitan University, UK.

The objective of the present study is to investigate exchange rates volatility in Africa particularly in the SADC
countries. Foreign exchange volatility is a recurrent theme in finance, recent applications involved Maradiaga
et al. (2012) and Menkhoff et al. (2010). Most of these studies focused on developed world currencies and very
little has been achieved in developing countries.
In this paper, the author examines FX volatility in a region that falls in the latter category, the SADC. One of
the main contributions of this paper is applying Time Series approach to examine a panel of ten currencies. The
paper concludes with recommendations for policy makers in Africa.

Introduction

After the collapse of Bretton Woods system in 1971, the world entered a new stage of increasing
instability. This triggered destabilisation in the economy with the spectacular increase in volatility
within foreign exchange markets. As Geweke, Horovitz and Pesaran (2006) observed, not only
economic theories were challenged in these new circumstances, but also econometric models
developed in the 60s were no longer able to accommodate the volatile reality of economy. Thus, the
development of existing methodologies was prompted. The most significant steps were made by Box
and Jenkins (1976) who presented ARIMA methodology and then by Engle (1982) who introduced
ARCH - type modeling. According to Morana (2009), although exchange rate volatility is seen by
many researchers “to hold the potential in affecting the economic welfare of any nation”, yet most of
the studies on exchange rate volatility are focused mainly on developed and to an extent emerging
markets with studies on Less Developed Countries (LDC’s) almost non-existent. By investigating the
exchange rates of SADC countries the author of this paper aims to fill this gap in the literature whilst
providing the reader with an analysis of the drivers of exchange rates volatility within selected regions
in Africa.

This article applies ARIMA time series approach to monthly exchange rates of the Angolan kwanza,
Botswana pula, Democratic Republic of Congo, Malagasy ariary, Malawi kwacha, Mauritian rupee,
Mozambique metical, Seychelles rupee, South African rand, Tanzanian shilling and Zambian kwacha.
The next section provides a brief review of literature on exchange rate volatility and a description of
the SADC. The methodology is presented in section 3, followed by the data analysis section. Results
and conclusions are the last two sections of the paper.

Literature

Richard (2007), states that volatility plays a very important role in any financial market around the
world, and it has become an indispensable topic in financial markets for risk managers, portfolio
managers, investors, academicians. It is well known that the choice of an exchange rate regime
strongly influences exchange rate volatility. Bissondeeal (2008) studied different exchange rates for
post Bretton Woods periods and concluded that there is a relationship between nominal exchange rate
and prices. Similarly, Flood & Rose (1995, 1999) found that the choice of an exchange rate
arrangement affects pricing of the currency: higher flexibility goes ahead with increasing volatility
and vice.

Empirical results by Berger et al. (2000) indicate that not only the type of the exchange rate regime
affects volatility, but even a “wrong” choice of a peg induces higher exchange rate volatility than a
peg which is in line with the macroeconomic condition. The existing exchange rate arrangements for
SADC countries show that most of them, including South Africa’s are independently floating.

30


mailto:A.Aljandali@londonmet.ac.uk

Proceedings of the 13" Annual Conference
© 2012 IAABD

Frommel and Menkhoff (2003) additionally identified changes in monetary policy settings as a
determinant of volatility switches. They show that changes in the monetary policy may lead to
structural breaks in exchange rate volatility. Khamfula and Huizinga (2004) concluded that a lack of
monetary policy coordination has really been an important source of both short-run and long-run real
exchange rate variability in most of SADC. Ruiz (2009) examined whether there are common factors
driving volatility across emerging markets. Her results display evidence that volatility movements in
foreign exchange markets are mainly country specific and concluded that common volatility processes
seem to be present only for a few countries.

The main focus of this paper is to examine whether fluctuations in the currencies of the SADC
currencies are driven by a regional trend or whether they are affected by macro economic factors
which are country specific and therefore will demand a more peculiar analysis of the monetary and
fiscal policies at a national level.

ABOUT SADC (Case Study area)

SADC is the largest regional economic grouping in sub-Saharan Africa (SSA); it accounts for about
half of regional GDP at market exchange rates (Burgess 2009). The SADC comprises 15 states and
seeks to promote peace, security, and economic integration among member countries. These are
countries are Angola, Botswana, Democratic Republic of Congo, Lesotho, Malawi, Mauritius,
Mozambique, Namibia, Swaziland, Tanzania, Zambia, Zimbabwe, South Africa and Seychelles.
SADC is one of eight regional economic communities formally recognised by the African Union as
building blocks towards achieving an African Economic Community. SADC aims to achieve and
maintain macroeconomic stability in the region. Its stated economic goals include a monetary union
by 2016 and a single currency by 2018.

The striking diversity of SADC member countries means that macroeconomic targets realistic and
appropriate for one subgroup of member countries maybe unachievable for other group of member
countries. In fact, according to a Regional Economic Outlook report (IMF 2009) for sub-Saharan
African, SADC is divided into four groupings: Middle-income countries (South Africa, Botswana,
Lesotho, Namibia and Swaziland), Low-income countries (Madagascar, Malawi, Mozambique,
Tanzania and Zambia), Fragile countries (Democratic Republic of Congo and Zimbabwe) and Oil
exporters (Angola). This is to say that time series techniques should be combined with other
techniques with more explanatory powers to account for the uniqueness of every currency.

Data set description:

National currency exchange rates per SDR for Angola, Botswana, Congo DR, South Africa, and
Zambia were collected from the International Financial Statistics (IFS-IMF).These data were obtained
in a monthly frequency from January 1980 to December 2009. This data screening results in ten series
containing around 2640 observations. It should be noted that the currencies of Lesotho, Swaziland and
Namibia are pegged to the South African rand and therefore were excluded from the analysis. The
currencies of Zambia and Democratic Republic of Congo were excluded from analysis too because of
data scarcity. The data were grouped into two panels:

Historical period: covering period from the beginning of the data stream up to 31st December 2007.
Hold-back period: covering period from the 1st January 2008 up to 30th September 2009. Historical
period data were used to derive the models, while hold-back period data served for ex-post model
testing.

Methodology

In his seminal paper, Engle (1982) proposed to model time-varying conditional variance with Auto-
Regressive Conditional Heteroskedasticity (ARCH) processes using lagged disturbance. The ARCH
model developed by Engle (1982) is a model that allows the conditional variance to be time varying,
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while the unconditional variance is constant (Akgul and Sayyan 2008) .The introduction of the
AutoRegressive Conditional Heteroscedasticity model (ARCH) in Engle (1982) has created a new
path in volatility modeling techniques for researchers and practitioners alike (Evans & MacMillan
2007). The ARCH methodology is used in this survey to model the behaviour of exchange rates over
time. Others variations of ARCH include GARCH (Bollerslev, 1986) which requires the joint
estimation of the conditional mean model and the variance and thus allows the conditional variance to
be an autoregressive moving average (ARMA), EGARCH (Nelson, 1991), the threshold-GARCH
(TGARCH) model of Glosten et al. (1993) which refers to the fact that volatility is higher after a
negative shock than after a positive shock. Exponential GARCH (EGARCH) model of Nelson (1991),
GJR model of Glosten et al. (1993) and Asymmetric Power ARCH (APARCH) model of Ding et al.
(1993) are models which are defined to take account of the asymmetry effect (Akgul and Sayyan
2008). A number of articles are dedicated to reviews of the ARCH-class of model, Poon and Granger
(2003, 2005) and Degiannakis and Xekalaki (2004). (See also Bollerslev et al. (1992), Bera and
Higgins (1993) and Bollerslev et al. (1994).) Results in appendix 1 show different combinations of
autoregressive an dmoving averages terms were needed to model the various currencies.

Engle introduced the term conditional variance of the error term, denoted by@:. The conditional
variance means: GE is estimated given information about the errors in previous time periods. In
particular, if the conditional variance at time t is related to the squared error time (t-1), we have what
is called an ARCH €))] process and:

(1) i = ag+ @ Mg ..

The ARCH (1) model says that when a big news shock happens in period (t-1) it is most likely that
.4 has a large (absolute) value as well. That is, when wi_; is large, the variance at the next time
period (t) will be large. The AR (1) part if referred to as the mean equation; the ARCH (1) part if
referred to as the variance equation. In an ARCH (q) process the conditional variance at time t is
influenced by the squared error at times (t-1), (t-2), (t-q) and:

() ol =ag+ eqpiog + el A+ tagpi,

In equation (2), the conditional variance depends on q lags of the squared errors. All of the & must be
greater than zero to ensure a positive conditional variance. An extension of the ARCH (q) process was
developed independently by Bollerslev (1986) and Taylor (1986) and is called the generalized ARCH
process or GARCH. GARCH model allows the conditional variance to be dependent upon its own
previous lags as well as the squared error terms of the ARCH models. In its simplest case, we have:

3) 6F =@+ Gpi ., + § Fag

Equation (3) is referred to as GARCH (1, 1) model. The GARCH (1, 1) model states that the
conditional variance of the errors is a function of an intercept term, information about volatility during
the previous time period (E.FLH.E_.L) and the fitted conditional variance from the model during the
previous period (/ G;g_-l}. What is referred to as the ARCH term (:-‘1_,.‘:-‘:'_-'--1} reflects the impact of news
shocks in the short term; the GARCH term (# @2, reflects the long-term impact of news shocks. A
GARCH (q, p) model has the form:

4) o= ag+ @mpiog+ aopi o+ b agpl o+ Bel, 4 Fario bt fuoio

A potential limit of applying the GARCH model to business and financial data is that it presumes that
the impacts of positive and negative shocks are the same or symmetric. This is because the conditional
variance in these equations depends on the magnitude of the lagged residuals, not their sign. Such
consideration led to the development of asymmetric volatility models, specifically the threshold
GARCH (TGARCH) (Glosten, Jaganathan and Runkle 193; Zakoian 1994) and the exponential
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GARCH (EGARCH) (Nelson 1991). The threshold model is a simple extension of the (G) ARCH
scheme, with an extra term(s) added to account for possible asymmetries. The EGARCH (1, 1) model
can also accommodate asymmetry and specifies the conditional variance in a different way:

(5) nfel) = e+ oy i:: + § Infes, )+ }’1_% .....

One reason that the EGARCH model has been popular in financial applications is that the logarithm
of the conditional variance appears on the left side of equation (5), guaranteeing that forecast of the
conditional variance will be non-negative and no associated constraints are needed. It also permits
asymmetries via the 3 term and if  « ), bad news leads to an increase in volatility. If 1y = {J, the
model is symmetric.

ARCH-GARCH models were generated for all currencies and the results are available on the tabe
below:

Table (1) Mean equations

Angolan Constant AR(1) AR(2)
kwanza
(sqrt)
ARIMA 0.072 0.385 0.185
(2,1,0)(0,0,0) 3.097 4.715 2.266
t-statistic 0.002 0.000 0.025
Significance PP t=-14.629
p=0.000

Botswana Constant MA(2)

pula (logs)

ARIMA 0.006 -0.158

(0,1,2)(0,0,0) 3.050 -2.320

t-statistic 0.003 0.021

Significance PP t=-16.148
p=0.000

Malagasy MA(2)

ariary

ARIMA -0.255

(0,1,2)(0,0,0) -4.051

t-statistic 0.000

Significance PP t=-14.483
p=0.000

Malawi Constant AR(1)

kwacha

(sqrt)

ARIMA 0.060 2.252

(1,1,0)(0,0,0) 3.853 3.799

t-statistic 0.000 0.000

Significance PP t=-12.131
p=0.000

Mauritian Constant SAR(1) SMA(1)

rupee (logs)
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ARIMA
(0,1,0)(1,0,1)
t-statistic
Significance

Mozambique
metical
(logs)
ARIMA
(1,1,2)(0,0,0)
t-statistic
Significance

Seychelles
rupee (logs)
ARIMA
(0,1,1)(0,0,0)
t-statistic
Significance

South African
rand (logs)
ARIMA
(0,1,0)(0,0,0)
t-statistic
Significance

Tanzanian
shilling
(logs)
ARIMA
(0,1,1)(0,0,0)
t-statistic
Significance

0.004
3.146

0.002

PP t=-17.760
p=0.000

AR(1)

0.993

125.898

0.000

PP t=-14.847
p=0.000

MA(1)

-0.146

-2.279

0.024

PP t=-13.562
p=0.000
Constant

0.005

2.276

0.024

PP t=-14.770
p=0.000
Constant

0.009
4.386

0.000

PP t=-16.416
p=0.000

-0.840
-3.538
0.000

MA(1)

0.727
11.124
0.000

MA(1)

-0.144
-2.228
0.027

-0.760
-2.730
0.007

MA(2)

0.200
3.085
0.002

Time Series ARCH-GARCH models are used in this research. Computation was carried out with
SPSS 17 (statistical package for social science) to generate mean equation and E-Views 7 to test
whether the models are econometrically valid.To apply time series models, data must be stationary.
Stationarity of a data set is defined as a statistical equilibrium, where the distribution of the variable
does not differ at all or differ insignificantly over the time. Ng-Perron tests were then conducted to
ensure that time series was trend stationary.
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Table (2) Volatility equations:

Angolan
kwanza
EGARCH(1
,0)
t-statistic
Significanc
e

Botswana
pula
GARCH(2,
2)
t-statistic
Significanc
e

Malagasy
ariary
EGARCH(2
1)
t-statistic
Significanc
e

Malawi
kwacha
GARCH(2,
D
t-statistic
Significanc
e
Mauritian
rupee
EGARCH(1
1)
t-statistic
Significanc
e
Mozambiq
ue metical
GARCH(1,
2)
t-statistic
Significanc
e
Seychelles
rupee
GARCH(2,
D
t-statistic
Significanc

0.088
2.932
0.003

LL=108.622

0.006
5.126
0.000
LL=500.113

LL=-
1156.714

0.026
3.199
0.001
LL=114.445

0.003
3.531
0.000
LL=545.850

LL=463.013

LL=808.300

0.485
5.347
0.000

SBC=-1.317

0.121
1911
0.056
SBC=-4.477

SBC=10.885

0.214
11.050
0.000
SBC=-0.823

-0.744
-14.350
0.000
SBC=-5.220

0.536
7.363
0.000
SBC=-4.176

SBC=-7.394

0.169
2.577
0.010

Q(12)=17.
432
(0.065)

Q(12)=10.
921
(0.450)

Q(12)=7.2
90
(0.775)

Q(12)=10.
519
(0.484)

Q(12)=3.7
244
(0.959)

Q(12)=11.
365
(0.330)

Q(12)=14.
755
(0.194)

iz
[

QSQ(12)=
3.370
(0.971)

QSQ(12)=
6.173
(0.862)

0.129
2.645
0.008
QSQ(12)=
0.877
(1.000)

QSQ(12)=
4.865
(0.937)

0.728
13.803
0.000
QSQ(12)=
2.638
(0.989)

0.186
2.293
0.021
QSQ(12)=
2.072
(0.996)

0.363
4.058
0.000
QSQ(12)=
6.629
(0.828)
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e

South 0.006

African 5.548

rand 0.000

EGARCH(2 LL=470.910 SBC=-4.255 Q(12)=7.5 QSQ(12)=
,1) 412 12.477(0.4
t-statistic (0.820) 08)
Significanc

e

Tanzanian 0.008 0.222
shilling 4.228 3.154
GARCH(0, 0.000 0.001

2) LL=483.254 SBC=-4.370 Q(12)=14. QSQ(12)=
t-statistic 855 15.656(0.1
Significanc (0.189) 54)

e

Results

This research provides evidence that currencies of the SADC behave differently and are not affected
by a regional trend. This means that the financial integration is weak ahead of the 2018 deadline
(except for the Common Monetary area countries: Lesotho, Swaziland and Namibia were the rand is
traded at par). The Angolan kwanza was very volatile in 1999 after a period of relative calm
throughout the 1990°s. The sudden volatility is attributed to the fact that the government decided to
end the kwanza’s peg to the dollar, which took effect in 1994 as a measure to stabilize the local
currency in wartime. From 1999 onwards the value of the readjusted kwanza was driven down
because of the huge sums of capital fleeing the country as a result of the renewal of the atrocities
between the Angolan factions. In the last couple of years, investor confidence have improved towards
the country and many see Luanda (the capital) as hub for their East African business with
opportunities abound in services and industry. EGARCH (with two lags) models the behavior of the
Angolan kwanza’s which means that the current value of the currency will be affected by the changes
in the exchange rates up to two previous months. The results also support the findings of Ruiz (2009)
where she stated that exchange rates volatility is prone to country specific factors.
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Botswana, one of the most resource-rich countries in the world, has experienced remarkable growth
for several decades. The abundant resources promoted growth in the country by giving a “big push” to
the economy as witnessed on the variance graph between 2004 and 2006. GARCH (2,2) models the
behaviour of the Botswana pula and produces a good fit which represent the basis of good forecasting
(MAPE=1.042) while EGARCH (2,1) seems to be a good fit for the Malagasy ariary; Madagascar is
one of the most important biodiversity conservation 'hotspots' worldwide and is home to about 25
percent of all African plants. (World Bank: country Portfolio Evaluation, 2007).
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The volatility of the currency in 1994 is attributed to the rate of inflation that jumped as a result of the
financial support received from the Global Environment Facility (GEF) to support its projects in
biodiversity and to the issuance of new 500 ariary and 5000 ariary bank notes by the central bank. The
forecast of variance graph shows period of high volatility in Mozambique during early 90’s due
mainly to the civil war in the country. GARCH (2,1) models the monthly exchange rate of the metical
and provides a good fit with a good forecasting ability (MAPE=1.593). South Africa, with three
currencies pegged to its rand (Namibia dollar, Lesotho loti, Swaziland lilangeni) unified its exchange
rate regime and adopted a free floating regime for its currency management. The currencies of
Namibia, Lesotho and Swaziland are all pegged to the rand on 1:1 parity. EGARCH (2, 1) was
required to model the behaviour of the rand and thus provides a good fit for future forecast
(MAPE=1.144). In Tanzania, the Central bank played a dominant role to stabilize the interbank
market. This can be witnessed by looking at the forecast of variance graph since the access to the
exchange market was limited and all FX bureaus were prohibited from participating in the interbank
market from July 1996. GARCH (0,1) with one lag was need to capture the behaviour of the
Tanzanian shilling and thus provides a good fit with a good forecasting ability (MAPE=0.288).
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Conclusion

The non availability of data has been the main challenge of this research. Africa is transforming very fast and
future research should focus on currencies that have moved recently from fixed regime to floating regime
and that hold an increasing potential of volatility. This paper shows that the volatility within one currency is
dictated by local financial and fiscal aggregates rather than being the direct impact from neighbouring
countries.

Co-integration approach of Engle and Granger (1987) has got the potential to test much more complicated
financial time series data which were impossible to be tested within a traditional ARIMA fashion. Variables
like oil price for Angola and copper production for Zambia can have a major effect on their respective
currencies and hold therefore a huge explanatory power towards their volatilities.

From another point of view, the fact that the boundaries between the auction market, interbank market,
bureau market and parallel market (this is where the currency can be bought or sold) are not clearly defined,
limits the action of any government to monitor its currency volatility in real time. For example, the parallel
market was dominant in Angola during the 1990°s while bureau markets were very active in Mozambique
and Mauritius (Johnston 1999) and hence the official rate announced by the central bank doesn’t reflect the
real value of the currency since different markets have different rates.
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Although cell phone subscribers in South Africa have grown exponentially in recent years, in contrast, cell
phone banking (CB) patronage continues to lag, despite its advantages. This study therefore investigates
consumers’ perceptions of attributes of CB and their influence on adoption. Data were collected from a sample
of 282 university students. Results suggest that self-efficacy, complexity, and relative advantage are among the
important factors influencing adoption. The implications of these findings are that banks should focus more
attention on promoting CB channels through demonstrations in order to educate customers on its advantages
and security.

Introduction

Given that almost half of the South African population is unbanked and under-banked (Daniels, 2004;
Kirsten, 2006), banking technologies such as telephone banking, automated teller machines (ATMs),
and cell phone banking provides opportunities for extending banking services to reach critical masses
of unbanked consumers (Brown, Cajee, Davies, & Stroebel, 2003). The literature consistently
demonstrates that remote banking technologies have the greatest potential of promoting access to
banking services in that financial institutions need not rely only on erecting physical bank branches to
serve customers, but can also do so through existing technologies such as automated teller machines
(ATMs), telephones, and cell phones (Gu, Lee, & Suh, 2009; Kumar & Gupta, 2008; Rugimbana &
Iversen, 1994). More specifically, Jayamaha (2008) explains that modern banking transcends the
confines of four walls and a roof, and can conveniently reside in consumers’ pockets in the form of
ATM cards, debit cards, credit cards, and cell phones.

More importantly, remote banking channels allow customers the convenience of anytime and
anywhere banking — without the restrictions of banking during specific business hours in a bank
branch. On the other hand, remote banking channels are not only cheaper distribution alternatives for
banks (Devlin & Yeung, 2003); having a mix of products such as ATMs, Internet banking, and CB
also leverage banks’ ability to provide customised and convenient services to their customers.

Given the popularity of cell phones and the explosive growth of cell phone users in South Africa
(Business Wire, 2010; CIA 2010), it is sensible to assume that uptake of CB should out-perform all
other remote banking channels (Brown et al., 2003). Surprisingly, recent studies seem to suggest
otherwise. These show that CB is not the preferred mode of banking compared to ATMs and
telephone banking (Brown et al., 2003; Shambare & Rugimbana, 2011). Given its advantages to
consumers and banks as well as its potential in addressing the question of unbanked individuals, the
reluctance of South African consumers in adopting CB is deserving of further investigation.

It is for this reason that the purpose of this study is to investigate the factors influencing the adoption
of cell phone banking. Special emphasis is placed on the student and young consumer segments,
mainly for two reasons. Firstly, the young adult market is considered by many authors as being highly
innovative, in that they are among the first to adopt technological innovations (Meuter et al., 2005:
Robertson, 1967). Hence, studying this segment may provide valuable insights into the adoption and
diffusion processes of remote banking channels. Secondly, students represent a very important
consumer segment for banks. If banks capture this market early on, they have greatest chance of
having them as customers-for-life.
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The remainder of the paper is structured as follows: in the following section cell phone banking in
South Africa. Next, the CB adoption conceptual model followed by research objectives is presented.
Following on, the research methodology applied in this research is discussed. Thereafter, findings and
the discussion of results are presented. Finally, the paper concludes with a presentation of
implications for theory and research as well as brief concluding remarks section.

Cell phone banking in South Africa

All of the ‘Big Four’ and many other banks in South Africa (ABSA, FNB, Nedbank, and Standard
Bank) provide cell phone banking services. As with traditional banking, customers, through their cell
phones, can perform various banking activities including transferring funds, checking balances, and
paying bills (Gu et al., 2009). Current CB technology use the Unstructured Supplementary Services
Data protocol (USSD) (Van, 2009), which is a menu-driven communication that utilises commands
similar to those used when recharging airtime (e.g., *120*1234#).

Unlike when it was first introduced, consumers today no longer need WAP-enabled cell phones to
access their accounts (Brown et al., 2003). Since USSD is session based, it is safe and secure because
it provides an interactive dialogue between the bank and its clients through a certain set of
applications and menus. It is different from the ‘store and forward’ technology of short messaging
services (SMS) in that both sides of the dialogue happens simultaneously during a session. Non-
response from either party automatically terminates that connection. Whereas an SMS based
interaction is simplex in nature; communication travels only in one direction at a given time and often
is broken into (non-continuous) segments of communication between the parties. USSD is duplex
(two-way) and happens in real time (Krugel, 2007:18). A clear advantage of USSD, like SMS, is that
it is compatible with almost any type of mobile device. Thus the USSD function has made CB safer,
simpler, and more cost effective for consumers.

Although its uptake was rather low when introduced, industry experts argue that CB’s popularity is
growing steadily (SouthAfrica.info, 2007; 2009). However, reliable data on the size of the CB market
is scanty and sometimes contradictory. While industry literature is abounding with accounts of an
upsurge in cell phone banking usage, scientific literature in the area is almost silent. There is a paucity
of research in the area as academic literature on CB in South Affrica is still in its infancy. The
literature that exists is mostly from industry reports as well as few empirical studies conducted in the
last decade. In 2002 it was estimated that some 780, 000 (approximately 6 per cent of South Africa’s
13 million cell phone subscribers) used cell phone banking services. By the end of 2010, First
National Bank (FNB), one of the ‘Big Four’ banks, puts the figure at 1.29 million South Africans
using CB (Pienaar, 2009). While this is almost double the 2002 figure, it represents only about 3 per
cent of the 49 million cell phone subscribers in 2010. Today, latest statistics show that there are at
least 37 per cent of banking customers using CB services (Mansfield, 2011). While the sector has
experienced growth in terms of CB clients in the last decade, this growth rate is not comparable to that
of cell phone usage. In 2002, there were 13 million cell phone subscribers, and this number grew to
almost 49 million by the end of 2010 (CIA, 2010; ITU, 2011).

Such widespread adoption of cell phones as witnessed in recent years is in itself not just impressive,
but also presents interesting implications for the marketing of related products including cell phone
banking (Shambare & Rugimbana, 2011). Recent industry reports also reveal that South Africans
increasingly show more preference towards CB over other self-service banking technologies (Mobile-
Financial.com 2009; Pienaar, 2009; SouthAfrica.info, 2007; 2009). Even Pienaar (2009), a banking
technology specialist, argues that CB is increasing its popularity among customers. Although it is
argued that some 28 per cent of banking customers prefer CB compared to about 16 per cent that
utilise Internet banking (SouthAfrica.info, 2009), these assertions are yet to be verified. What is clear
though is that the numbers of cell phone banking customers are yet to reach a critical mass of
consumers and still too low for financial institutions to realise return on their investment in cell phone
banking technology (Brown et al., 2003). This on its own warrants further research into cell phone
banking.

44



Proceedings of the 13" Annual Conference
© 2012 IAABD

Cell phone banking adoption framework

From a marketing point of view, it makes good business sense for financial institutions to understand
the reasons why consumers adopt or reject products. The adoption of new technological innovations is
well-documented by authors such as Meuter et al., (2003), Robertson (1967), Rogers (1995), and
Rugimbana & Iversen (1994). The literature provides a wide array of predictor variables that
influence adoption of innovations. These range from perceived product attributes to culture to
personality. Authors such as Rogers (1995) posit that the perceived characteristics of the product
influence its adoption. On the other hand, Parasuraman (2000) proposes personality variables explain
the greatest variance in the adoption of new innovations. For the purposes of this study, perceived
product attributes framework, as proposed by Rogers’ (1995) Innovations Diffusion Theory (IDT) is
utilised as it is widely used in adoption studies in the financial services marketing discipline (Agarwal
& Prasad, 1998; Robertson, 1967; Rugimbana & Iversen, 1994; Shih & Fang, 2004; Taylor & Todd,
1995; Meuter et al., 2005).

The IDT framework posits that the adoption of new innovations is influenced by consumers’
perceptions towards the innovation. These perceptions are formed around five key characteristics of
the innovation, namely relative advantage, complexity, compatibility, observability, and trialability.
More specifically, Rogers (1995:16) explains that innovations that are perceived by individuals as
having greater relative advantage, compatibility, trialability, and less complexity will be adopted more
rapidly. These characteristics are briefly discussed next.

Relative advantage:

Agarwal and Prasad (1998) demonstrate that the advantage an innovation has relative to another
method is positively related to its rate of adoption. It is therefore suggests that CB will only be
adopted if it provides some form of advantage traditional banking channels such as in-bank branches
and other technologies such as telephone banking and ATMs. One clear advantage of CB to the bank
branch is the notion of anytime and anywhere banking. CB users are not restricted to the usual ‘9-5’
banking hours, and can literally conduct banking from anywhere and anytime of the day 24 hours and
7 days a week. Unlike telephone banking, which are fixed within homes or offices, cell phones are
portable and subscribers can commute and use their cell phones wherever they go. Thus, the mobility
of CB proves to be more advantageous than telephone banking. With respect to Internet banking, bank
customers require to have a desktop computer or laptop and connection to the Internet through an
Internet Service Provider (ISP) via a modem. All of these attract additional costs. However, with CB,
the cell phone is an “all-in-one” package that is ready to connect to the user’s bank account. These
features collectively define CB’s relative advantage over other banking channels and ultimately affect
its rate of adoption (Brown ef al., 2003).

Perceived compatibility:

Compatibility refers to how well a technology fits with an individual’s self-concept, lifestyle, values,
and needs (Rogers, 1995). In the context of CB, compatibility is the extent to which consumers’
lifestyle fits with cell phone usage. In other words, if cell phones are extensively used by a consumer,
that consumer would feel a greater sense of connection with cell phones. Recent studies also suggest
that cell phone users increasingly adopt add-on features and functions to cell phones at a faster rate
than non-users (Hooper & Zhou, 2007). In contrast, if a consumer does not see a connection with cell
phones, she will less likely adopt cell phones and other appendages such as CB. Brown et al. (2003)
argue that individuals with relatively more cell phone experience tend to develop a greater sense of
compatibility, which in turn promotes adoption of cell phone banking. Consequently remote banking
services will most likely be adopted by consumers whose lifestyles are more compatible with their
lifestyle.

Perceived complexity:
Complexity or the level of difficulty of using an innovation is inversely related to its adoption (Meuter
et al., 2005; Taylor & Todd, 1995). The more difficult a product is to use, the less likely consumers
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would be willing to use the product. It is therefore sensible to suggest that CB will only be adopted by
clients who perceive the use of cell phones and cell phone banking as easy to use. The notion of CB
complexity is somewhat related to compatibility in that as subscribers use CB services, their
proficiency improves and it is expected that the perceived sense of complexity diminishes.
Consequently, the greater the perceived complexity of remote banking medium, the less likely they
will be adopted.

Trialability:

Trialability is the extent to which consumers are afforded the opportunity to try out new innovations
because purchasing them. A classical example is test-driving an automobile before committing to its
purchase. Potential adopters who are allowed to experiment with the innovation before purchase are
likely to evaluate its performance beforehand, and thus are more likely to adopt it (Agarwal & Prasad,
1998; Tan & Teo, 2000). Thus, the adoption of CB is more likely if it is demonstrated to customers.
Banks therefore should create platforms with which customers can easily try out CB. Trialability is
most applicable to firs time users, who usually need extra assurance in their abilities not only in
performing tasks but also peace of mind that they will not ‘break’ the technology.

Although Rogers (1995) identifies five key predictors of adoption, recent studies illustrate that other
attributes such as perceived risk, self-efficacy, and facilitating conditions are important predictors of
adoption. As a result, the authors incorporated these predictor variables in the conceptual model for
this study.

Perceived risk:

One of the major influencing factors around the establishment and use of new technologies for
financial transactions is that of security and trust (Brown et al., 2003; Pienaar, 2009). The need for
security of personal details and financial information is therefore critical to the success of cell phone
banking. A key security issue related to cell phone banking on the part of consumers is the possibility
of losing their money. Comparatively, Internet banking appears to be more secure than CB in that
users have passwords and also utilise ‘one-time passwords’ sent through cell phones or emails. Thus,
with CB the sense of additional security is non-existent. The latter, therefore, needs to tie in with
customer demonstrations and education. As a result, the lower the perception of risk involved in using
cell phone banking, the more likely that it will be adopted.

Self-efficacy:

This refers to the confidence potential adopters have in their ability to use a specific technology
(Taylor & Todd, 1995). Specifically Brown et al (2003) indicates that extensive experience with cell
phones is associated with a greater sense of self-efficacy with cell phone and CB usage. Therefore, the
higher the individuals’ skill-level, the higher the chances the technology will be adopted.

Facilitating conditions (technology support):

This construct may be interpreted to include support from both the mobile phone service providers as
well as from the banks (Brown ef al., 2003). Some new users of technology may develop anxiety
when it comes to using a technology. Therefore, these consumers need assurance that help and
reliable support will always be available should they need it. Cell phone banking is more likely to be
adopted if there are better facilitating conditions.

Conceptual Model

According to the IDT framework, consumers evaluate the decision to adopt or reject an innovation
through a series of cognitive processes. These are (1) awareness and knowledge of the product, (2)
evaluation and information acquisition of the product, (3) decision to adopt the product and (4) to use
it, and lastly (5) the post-purchase evaluation of the performance of the innovation. The 7
characteristics discussed above therefore constitute the predictor variables for this study. Each of the
predictor variables were measured using a multi-item attitudinal scales on a 5-point Likert Scale (1 =
Strongly Disagree; 5 = Strongly Agree) (Brown et al., 2003).
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Because getting customers to try a new technology is a key barrier to adoption, ‘CB Trial” was
considered the focal dependent variable (Brown et al., 2003; Meuter et al. 2005). Accordingly, this
study operationalised consumers’ adoption of cell phone by using a single-item question assessing
whether respondents had tried using CB or not. Since the latter technique has been tried and tested in
past studies such as Brown et al. (2003) and Meuter et al. (2005), researchers saw it as a good
measure for adoption. Figure 3 illustrates the proposed relationship of variables in the conceptual
frame.

Figure 3: CB adoption conceptual model

Innovation

characteristics

Relative Advantage

Compatibility CELL PHONE
Complexity > BANKING
Trialability ADOPTION

Perceived risk
Facilitating Conditions
Self-Efficacy

Research objectives

Despite the advantages of CB (e.g., convenience, anytime-anywhere banking, privacy, and saving
time) being well-documented in the literature (Brown et al., 2003; Devlin & Yeung, 2003), adoption
of cell phone banking in South Africa still remains low. Against this background, the research
objectives were to establish the reasons behind the adoption and non adoption of cell phone banking
in South Africa. The following research question was formulated:

RQ:  What are the most important factors affecting cell phone banking adoption among
university students in South Africa?

Subsequently, the following hypotheses were formulated:

H;: the greater the perceived complexity of CB, the less likely that it will be adopted.

H,: the greater the perceived compatibility of CB, the more likely that it will be adopted.

Hj: the greater the perceived relative advantage of using CB, the more likely that it will be
adopted.

Hy: the greater the perceived trialability of CB, the more likely that it will be adopted.

Hs: the greater the perceived self-efficacy of using CB, the more likely that it will be
adopted.

Hg: the greater the facilitating conditions of pertaining to CB, the more likely that it will be
adopted.

Hj: the greater the perceived risk of using CB, the more likely that it will be adopted.

Research methodology

The current study replicates the methodology applied by Brown et al. (2003). A cross-section survey
method was used (Blumberg et al., 2008). Data were collected using a self-completion from students
at a South African university.

Sample

The study sought to investigate factors influencing adoption of cell phone banking among students.
To increase representativeness, a sample of university students was drawn, using the mall-intercept
technique, at shopping malls in Pretoria (Blumberg et al., 2008). Research assistants distributed
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questionnaires at strategic locations at shopping malls. Out of the 400 questionnaires distributed, some
282 respondents and usable for analysis, representing about 70 per cent response rate.

Questionnaire

In order to accurately measure constructs identified in the conceptual model, the study utilised an
adapted questionnaire used in Brown et al., (2003) (Calder et al., 1981). The questionnaire was pre-
tested on 15 undergraduate students to ensure that the questions would be understood by the target
audience. The structure of the final questionnaire included a cover letter and four sections covering
questions on: (1) cell phone features and functions used; (2) respondents’ banking profile; (3)
perceptions of CB features; and (4) demographic details.

Results
The results of the data analysis are presented in the following format. First, the demographic profile of
research participants is presented. Second, respondents’ banking profiles are discussed. Lastly, the

investigation of the latent variables through factor analysis is presented.

Demographic profile
The demographic profile of the research participants is summarised in Table 1.

Table 1: Demographic Profile

Demographic Characteristics Per cent (%)
Gender Male 45
Female 55
Age <20 years 9
21 — 24 years 50
25+ years 41
Education High School 22
University Diploma/ Degree 60
Postgraduate 18
Own a cell phone? Yes 98
No 2
Monthly Income <R5, 000 54
R 5,000 - R20, 000 24
R20, 001+ 22
Employment Part-time student (employed) 40
Full-time student 60
Marital Status Married 18
Single/ Divorced 82

Respondents’ banking profile

Tables 2a, 2b, and 2¢ summarise respondents’ banking profile. Savings accounts followed by current
accounts were the preferred accounts. The low to moderate prevalence of more sophisticated accounts
such as car and home loans (11.3 per cent) was also expected since students’ financial needs are
usually not expected to be as intricate of working professionals. Table 2b presents this data.
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Table 2a: Types of bank accounts used

Bank Count Percentage
Savings Account 249 90.5
Current Account 89 32.4
Car/ Home Loan 31 11.3
Personal Loan 18 6.5
Fixed-Deposit 15 5.5
Other Account 10 3.6

It was also important to ascertain the extent to which the different banking distribution channels were
used. ATMs, by far, proved to be more popular with almost 91 per cent of respondents using this
mode of banking. Related to ATMs is the electronic funds transfer point of sale (EFTPoS), in which
consumers swipe their ATM or debit cards in retail outlets to make purchases. Overall, EFTPoS users

were 71 per cent of the sample. Interestingly, cell phone banking usage was the least popular means of
banking.

Table 2b: Remote banking channel preference

Count Percentage
ATM 258 91
Bank branch 210 74
Store/ shop (EFTPoS) 200 71
Internet Banking 192 68
Cell phone Banking 190 67
Telephone 162 57

Table 2¢: Extent of channel use (1 = never, 6 = daily)

Mean Min. Max Std. Dev.
Telephone 4.71 1 6 1.82
Bank branch 4.58 1 6 1.07
Internet Banking 3.77 1 6 1.97
Cell phone Banking  3.73 1 6 2.04
EFTPoS 3.68 1 6 1.56
ATM 3.38 1 6 1.12

Some 43 per cent of respondents indicated that they have tried (adopted) CB (Table 3). Further
investigation of those that use CB revealed that the most preferred function was checking account
balances followed by buying airtime and getting a mini statement from the bank.

Scale measurement and factor analysis

The objective of the study was to establish the factors influencing the adoption of CB among students.
Principal components analysis (PCA) was performed to determine construct validity of the 20-item
scale measuring the 7 predictor variables (Field, 2009). The factorability statistics were satisfactory
(KMO = 0.649; Bartlett’s Test of Sphericity X* = 1101.3; p < 0.000) (Tabachnick & Fidell, 2007). A
seven-factor solution with eigenvalues greater than 1, explaining 73 per cent of the variance was
subsequently extracted (Table 4).
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Table 4: The 7-factor solution of predictors of adoption of cell phone banking

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Communalities
Self-efficacy Trialability Risk Compatibility Complexity Tech. Rel. Adv
Supp

SE 2 .892 0.855
SE 1 .870 0.802
SE 3 794 0.768
TRIAL 2 .892 0.819
TRIAL 3 .824 0.731
TRIAL 1 758 0.739
RISK 2 .834 0.737
RISK 3 .823 0.755
RISK 1 816 0.748
COMP 2 .832 0.775
COMP 3 .831 0.797
COMP 1 721 0.568
COMPLX 2 776 0.759
COMPLX 1 766 0.665
COMPLX 3 710 0.641
TECHSUPP 2 .887 0.845
TECHSUPP 1 .859 0.831
REL. ADV 2 786 0.724
REL. ADV 1 710 0.620
REL. ADV 3 .508 0.333
Eigenvalues 4932 2.661 1.685 1.554 1.356 1.232 1.110 (Total)
% of variance 24.659 13.303 8.427 7.769 6.779 6.159 5.552 72.648
Cronbach’s alpha 0.876 0.847 0.810 0.749 0.669 0.797 0.647
()
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Tests of model and hypotheses

To test the model and hypotheses, the authors utilised logistic regression analysis (Pallant, 2010). The
model contained 7 independent variables (risk, complexity, self-efficacy, trialability, compatibility,
facilitating conditions, and relative advantage) identified the factor analysis and depicted in Table 5. The
model was significant, with a Goodness of Fit (XZ = 33.976; df = 13; p < .0005) and the Hosmer and
Lemeshow Test (X° = 9.498; p = .302) was also acceptable. These tests indicated that the model was able
to distinguish between respondents who reported to have adopted CB from those who did not. The model
explained between 15.6 per cent (Cox & Snell R squared) and 20.8 per cent (Nagelkerke R squared) of
the variance, with approximately 70 per cent classification accuracy (Pallant, 2010). This indicates that
approximately 70 per cent of the sample was correctly classified as either using CB or not. Of the seven
predictor variables, three made significant contribution to the model: complexity (B = -.611; Wald =
9.253; p <.002), self-efficacy (B = .551; Wald = 6.144; p < .013), and relative advantage (B = .397; Wald
=3.967; p <.046).

To further test these predictors, we analysed results using an independent-samples t-test to determine
whether the means for each of the predictor variables identified in the model differed significantly
between the trial and non-trial groups. Table 5 summarises this data, and provides support for the logistic
regression results.

Table 5: The 7-factor solution of predictors of adoption of cell phone banking

Mean
Predictor (1 = Strongly disagree; 5= Strongly t-value p-Value
agree)
Adopters Non-Adopters
Complexity 2.206 2.619 3.853 .000
Relative 3.986 3.604 -3.760 .000
Advantage
Self-efficacy 4.060 3.633 -3.709 .000
Discussion

Seven predictor variables were tested; only three (complexity, relative advantage, and self-efficacy)
provided statistically significant results relating to adoption. The results suggest that complexity and self-
efficacy, and relative advantage are most important predictors seem satisfactory. The literature
consistently illustrates that three predictors (relative advantage, complexity, and compatibility) explain
the greatest variance in adoption of new technologies (Agarwal & Prasad, 1998). Given that this research
conforms to two of the ‘big three’ is exciting.

The reason why compatibility, in the present study, might have not been a significant predictor instead of
self-efficacy could be explained by the nature of the sample. In the study, the majority (59 per cent) of the
sample was younger than 25 years old, which Nicholas, Rowlands, Clark, and Williams (2011) calls the
Google Generation who tend to be more experienced than any other ‘generation’ when it comes to the use
of technologies including cell phones. Nicholas et al.’s (2011) findings are consistent with Hooper and
Zhou (2007), who posit that cell phone usage among students is compulsive, habit-forming, and addictive
in that students are always on their cell phones experimenting and always on the look-out for new features
and functions. It is arguable that because of the Google Generation places more emphasis on their abilities
and confidence in cell phones, self-efficacy, therefore, becomes more important than compatibility
(Rogers, 1995). In contrast, compatibility appears to refer to the extent to which consumers assess a
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technology that they might have not yet used in relation to their lifestyle. But self-efficacy deals with a
technology that consumers are already familiar and comfortable in using. The latter appears to
corroborate findings by Brown et al. (2003) that increased diversity of cell phone improves CB adoption.

Another important finding relates to relative advantage. Figure 4, above, indicates that the most
frequently used functions of cell phone banking are checking balances and airtime purchase. This is
sensible in that students generally are heavy users of cell phones, which many authors posit such
behaviour as habitual, addictive, and compulsive (Hooper & Zhou, 2007). Therefore, purchasing airtime
on cell phones to continue using one’s cell phones is a reasonable assumption. The implication therefore
is that students might be a ready-market for cell phone banking.

The concept of complexity or ease of use is best understood in the context of Davis’ (1995) Technology
Acceptance Model (TAM). The latter author posits that if a technology is not complicated to use (or is
easy to use), such a technology therefore becomes useful to the consumer. As in the case of purchasing
airtime, above, it CB is simple to use, consumers would be motivated to use it. Financial institutions
therefore need to clearly understand the needs of their clients as well as understanding how and why their
current clients are using CB (Mansfield, 2011).

In terms of CB, trialability and perceived risk seem to the features that decelerate the rate of adoption.
Current practices appear not to provide customers with adequate room for trying out these technologies.
Trialability might benefit first time users in equipping them with the much-needed confidence and self-
efficacy needed to successfully conduct banking through cell phones. On the other hand, the perception of
safety appears not to be considered by banks. A key security issue related to cell phone banking on the
part of consumers is the possibility of losing their money. Comparatively, Internet banking appears to be
more secure than CB in that users have passwords and also utilise ‘one-time passwords’ sent through cell
phones or emails. Thus, with CB the sense of additional security is non-existent. The latter, therefore,
needs to tie in with customer demonstrations and education since many consumers, especially those with
low-technology literacy levels, differentiating USSD and SMS technologies is challenging.

Limitations and future research

The limitations associated with the present study are as follows. Firstly, the Rogers’ (1995) conceptual
model on the adoption of cell phone banking was not exhaustive. Other models such as the Theory of
Planned Behaviour or Theory of Reasoned Action could also have been used. Secondly, the sample
utilised was university students. Drawing a sample from a more representative segment may provide
different results. Future studies could also consider different sample groups including the elderly and
working individuals. Comparative studies examining adoption processes among the different remote
banking channels, such as between Internet, telephone, and ATMs may also provide better understanding
of cell phone banking.

Conclusion

Given that South African banking institutions have invested significantly in developing cell phone
banking channels, it is important for these institutions to get return on investment. Therefore,
understanding factors influencing CB adoption is likely to provide important strategic intelligence to
financial institutions. Perceptions towards risk and security concerns and trialability appear to slow the
adoption rate. While banking institutions have done a lot in launching cell phone banking, focussing
attention on promoting CB through customer demonstrations may further improve adoption rate.
Demonstrations are important especially for two reasons. Firstly, consumers need assurance from their
banks that CB is safe. It is difficult for some consumers to grasp how USSD works. Many consumers
view USSD and SMS technology as the same thing. The greatest fear could be, ‘if I enter my password
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and commands and my cell phone is stolen or I leave it on my desk, then someone will steal from me.’
Banks need to allay these fears through obligation-free demonstrations. Another perfect example of
Trialability can be seen with how Capitec Bank is promoting the use of ATMs in its branches. Capitec
Banks is a South African bank that specialises in the low-income market segments. Most of Capitec
ATMs are located inside the branches, and there is always a bank employee located close to the ATM to
assist customers, should there be a need. Having the ATMs in the branch and a stand-by attendant
provides comfort and stability for customers. However, demonstrations for cell phone banking in
branches, at least at the time of this study in South Africa, were non-existent, and something that banks
should look into.
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The paper analyses competiveness of upland and lowland rice production systems in Eastern Uganda. The results
show that both systems are generally competitive with lowland rice being slightly more competitive than upland
rice. Econometric results show that the most critical factors affecting competitiveness include: education, extension
contact and farm size. The results therefore suggest that efforts to promote education (informal and formal),
increasing frequency of extension contact and farm size will improve competiveness of both rice systems.
Encouraging  farmers to adopt available productivity enhancing technologies will increase productivity without
encouraging them to encroaching on already degraded wetlands.

Introduction

Rice is an important staple food for about half of the human race constituting a major part of the
diet in many countries with 33% to 49% of the world population depending on rice for its main
diet. It is harvested on about 158 million hectors of land, representing 9% the planets agricultural
land and annual production of 660 million tonnes. Globally, farmers need to produce at least 8—
10 million tonnes of rice each year over the coming decade to meet demand and keep prices
stable (International Rice Research Institute-IRRI, 2010).

In Sub Saharan Africa, rice is recognized as an important strategic component of food security;
as such it has gained prominence in the farming systems and diets in Africa (Ochollah et al.,
1997). The crop ranks fourth among the cereal crops in Uganda, occupying a total of 119
thousand hectares of land. The production of rice is done primarily by smallholder farmers, who
have limited capital resources and using rudimentary tools like hoes, pangas and slashers. Rice
cultivation is wide spread throughout the country under three systems (or ecologies) classified as
rain-fed upland; rain-fed low land and irrigated. Of the three, rain-fed lowland is the most widely
grown covering 65,000 ha of land, followed by rain-fed upland which covers 40,000 and then
irrigated rice covers only 5,000 ha (MAAIF, 2009).The level of domestic rice production and
consumption is estimated at 165,000 and 225,000 tonnes respectively, leaving a huge gap of
65,000 tonnes being filled by rice imports. Annually, additional 300 hectares of land in Uganda
is brought under rice cultivation (FAO, 2005) as a result of which production is expected to
increase. This has been attributed to increase in urbanisation, the decline in millet, cassava and
banana production which are the major staple foods in the different parts of the country and the
desire for import substitution (MAAIF, 2009; Ocholla et al., 1997).

In order to fill the existing knowledge gap about the rice industry , several stakeholders have
conducted studies aimed at highlighting rice production constraints Musime et al,( 2005);
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resource use efficiency Kyomuhendo (2005); profit efficiency Hyuha et al., (2007) and
adoption of NERICA varieties and lowland rice especially in Eastern Uganda (Kijima et al.,
2010). Within these efforts none has focused on competitiveness of two subsystems upland (rain
fed) and low land (rain fed) subsystems. This study therefore explores the production scenarios of the
two major rice production systems (Lowland and upland rice) in Eastern Uganda with the view of
determining which of the systems performs better and why in order to deliver workable policy options.

Methodology

Sample selection

The study was carried out in the districts of Bugiri, Butalejja and Palisa in Eastern Uganda. The
region was chosen because it produces over 60 percent of rice in the country. We used multistage
sampling technique to collect primary data. This involved purposive selection of the districts and
sub-counties based on their rice production level and the presence of both lowland and upland
production systems. This was followed by random selection of rice farmers from the sub-
counties. Data from 180 respondents (90 for lowland and 90 for upland rice) was used for the
analysis. Using structured questionnaires, data collected included resources employed and costs,
yield and prices. Secondary data was also obtained from the Central bank of Uganda.

Analytical method

Data were analysed using descriptive statistics and Ordinary Least Square (OLS) regression
method. Summary statistics such as mean and standard errors were also employed. To determine
the competitiveness of rice enterprise, Unit Cost ratio (UCR) was used. The UCR method
developed by Siggel and Cockburn (1995), was selected because it is a microeconomic method
of analysis which best used to distinguish between comparative advantage and competitiveness
of a farm(firm) and it is a ratio of total costs to total revenue for a particular firm. UCR uses
three variants, UCR4 (domestic competitiveness), UCRx (international competitiveness) and
UCRs (comparative advantage), of a unit cost indicator derived from Ricardian comparative
advantage to determine the sources of competitiveness for a particular firm or industry. The unit
cost indicator used in this study is based on domestic competitiveness, UCRq4 proposed by Siggel
(1997) and it is structured as:

: 1
UCR, = Ic_1c (1)
Vo  Q.F, . :

Where UCRy = domestic unit cost ratio, TC = total costs, VO = value of
output (total revenue), Q = quantity of product, P4 = domestic producer price
AUCRy of less than one indicates that a farm covers all costs, including the opportunity cost of
capital. However, UCRy4 exceeding one indicates that the farm does not cover all costs plus
opportunity cost of capital and is therefore not considered competitive.
Following Siggel and Ssemogerere (2000), Unit cost ratio for determining competitiveness of

upland and lowland rice production systems was specified as follows:

UCR, =—~ )
ov;

TC,=> X P +C (3)

ov,=> 0P, (4)
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Where UCR; is the unit cost of i rice production system; TC; is the total cost of i system; OV;
is the value of the output of i system; Q; is the quantity of output from the i production system,
P, is the price per Kg of rice; X is quantity of the ™ resource used in i™ production system, Py is
the unit cost of the jth resource, 1 is production system index representing upland rice and lowland
rice, C is the opportunity cost of capital. Capital used in rice enterprise is mainly machinery
(pangas, hoes, sickles, slashers, sacs and gunny bags). Opportunity cost of capital is computed as
the value of farm assets minus outstanding debts multiplied by market interest rate (Siggel,
1997). Total cost comprised the total variable cost (labour, seeds and chemicals) and opportunity
cost of capital. The value of output was the product of the total rice output and sales from it.

Factors influencing competitiveness in the two systems

Following Atieno et al, (2008) and Toit et al, (2010), an Ordinary Least Square (OLS)
regression model was used to determine factors that influence competitiveness of upland and
lowland rice production systems. The model shows the relationship between Unit Cost Ratio
(which is inversely related to competitiveness) and the determinants of competitiveness. Two
separate models which were transformed into double log were estimated for the two production
systems and were specified as:

Model 1: Lowland rice

Y, =B, + B Edu+ B, HH + B, Exp+ B,Fsze+ B, Spz + B,Crd + [, Ext + B, Fgp + ,Dst +

Model 2: Upland rice
Y, =B + B Edu+ p,HH + B.Exp+ pB,Fsze+ [;Spz + B,Crd + B, Ext + [, Fgp+ [, Dst +

PloFSALE A €.ttt (6)

Where,

Y, = the competitive indices of lowland given as TCi/OVi (Unit Cost Ratio) and has an
inverse relationship with competitiveness

Y, = competitive indices of respectively upland rice production systems,

Edu = number of years of formal education (-ve);

HH = household size (+-ve);

Exp = experience in rice farming in years(-_ve);

Fsize = farm size in hectares (-ve),

Spz = degree of specialisation inhectares(-ve);

Crd = access to credit (-ve);

Ext = extension contact (-ve);

Fgp = belonging to farmers group (-ve);

Dst = distance to the market in km (+ve);

Fsale = form of rice sold (-ve);

B s o= the coefficients to be estimated and & the error term and the terms in brackets are

apriori expectations.

Results and discussion

Socio-economic characterisation of sampled rice farmers

The mean age of sampled farmers is 38 and there is a five-year difference between the mean ages
of lowland rice farmers (35) and upland rice farmers (40), which is statistically significant(Table
1). This is an indication that relatively younger persons are involved in both production systems
and therefore there is likelihood of increased productivity. This result is corroborates earlier
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finding by (Hyuha, 2006 and Hyuha et al., 2007). Average farm size also differs between the two
categories of farmers. Lowland rice farmers own significantly smaller plots (0.47ha) than upland
rice farmers (0.64ha). There is an increasing pressure by environmentalists to conserve wetlands
and this might explain the reason why relatively smaller plots are allocated to lowland rice as
most of it is grown in wetlands.

In terms of experience in rice cultivation, lowland rice farmers have an average of 1lyears of
accumulated rice farming as compared to nine years for upland rice farmers. This was however
expected since upland rice is still relatively new crop in the farming system. The mean years of
education shows that on average, the highest level of education attained by a farmer is secondary
level although lowland rice farmers have more years of formal education than upland rice
farmers.

Table 1: Demographic and socio-economic characteristics of rice farmers

Characteristic Overall Lowland rice Upland rice t-values’
(n=180) (n=90) (n=90)
Mean Mean Mean

Age (years) 38.02 35.92 40.12 -2.272%*
(-1.34) (-1.34) (-1.34)

Education 8.57 9.33 7.81 4.032%%*

level (years) (-0.20) (-0.24) (-0.29)

Household 7.94 6.93 8.94 -3.604***

Size (-0.29)  (-0.37) (-0.42)

Rice farming 9.85 11.12 8.58 6.976%**

experience (-0.21) (-0.30) (-0.21)

(years)

Rice farm size 0.55 0.47 0.64 -2.83***

(ha) (-0.03)  (-0.03) (-0.05)

Degree of 0.39 0.32 0.43 -2.831#*

specialization (-0.02) (-0.02) (-0.02)

(ha)

Land size (ha) 1.64 1.48 1.81 -1.60
(-0.10) (-0.09) (-0.19)

Source: Computed from field survey data, 2011

The average household size is high among sampled farms (7.9). Large households have been
reported to enhance family labour availability since it reduces labour constraints in rice
production (Idiong et al., 2007). On average, lowland rice farmers had significantly smaller
household size (6.9 persons) compared to upland rice farmers (8.9 persons). The results revealed
that upland rice farmers had larger plots and this might explain the reason why they have larger
household size. The mean land size was 1.48ha and 1.81ha lowland and upland rice farmers,
respectively, but it was not significantly different.

! Testing difference in means between lowland and upland rice farmers
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The results of the non continuous variables show that membership in farmers’ organisations and
credit access were significantly different for lowland and upland rice farmers with more lowland
rice farmers accessing credit (54.44% versus 30%) and belonging to farmers groups (71.11%
versus 30%) than upland rice farmers. The difference in the significance of membership to
farmer groups between the two rice systems may be a reflection of how the groups were formed.
In upland system, they were more political than coming together to solve a common problem.
Similarly, fewer upland rice farmers are accessing credit probably because upland rice is being
promoted by the government. As result, some of the items for which farmers could borrow
money were provided free by the government.

Table 2: Summary of statistics of non-continuous variables’ for lowland and upland rice
farmers

Whole sample Lowland rice Upland rice Chi-square’
(%0) (%) (%)
Extension access (% yes) 15.56 18.89 12.22 0.217
Herbicide usage (% yes) 28.33 25.56 31.11 0.408
Fertiliser usage (% yes) 1.67 0.00 3.33 0.081
Credit access (% yes) 42.22 54.44 30.00 0.001
Membership of farmers group 46.67 71.11 22.22 0.000

(%o yes)

Source: Computed from field survey data, 2011

The results further show that upland rice farmers were more inclined to fertilizer use (3.33%
versus 0.00%) than lowland rice farmers. This might be due the efforts by National Agricultural
Advisory Services (NAADS), an organization charged with the responsibility of encouraging
farmers to use fertilizers in various crops for increased output. On the other hand, there was no
significant difference in herbicide usage among the two groups of farmers (25.56% vs 31.11%)).
However, overall fertilizer and herbicide usage shows a generally low level of input use among
the farmers and this is not only specific to rice, but to other crops (Asimwe, 2010).

Competitiveness of rice production systems

Estimates of Unit Cost Ratio (indicator of competitiveness) for the pooled sample, lowland and
upland rice farmers are presented in table 3. The results indicate that rice production in the study
area is generally competitive since the cost per unit of output (unit cost) was less than one. This
implies that the value of output was more than the cost of production. The Unit Cost Ratio for
lowland rice was significantly lower (0.21) than that for upland rice production system (0.3),
indicating that lowland rice is slightly more competitive than upland rice. This might be a
reflection of higher productivity (1.89 tonnes/ha) and unit price (1,412 shs/kg) for low land rice
compared to upland rice (1.75 tonnes/ha and 1,137 shs/kg) since there is no significant difference
in total per hectare between the two categories of rice farmers in the study area. MAAIF (2009)
also found out the productivity of lowland rice is greater than that of upland rice in Uganda
(2.4tonnes/ha vs2.2 tonnes/ha). Idiong et al., (2007) had similar observation in rice production in
Nigeria.

% Values of categorical variables indicate the proportion of farmers taking on particular qualitative attributes
3 Testing for significant difference between lowland and upland rice farmers
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The results further indicate that the value of output per hectare in the lowland rice production
system was significantly greater than the upland production system. Value of output is the
product of output price and output quantity. This might be a reflection of higher market price for
lowland rice (1,412.78 shs/kg) compared to 1,137.78 shs/kg for upland since the difference in
yield was not statistically significant between the two rice systems. The farmers attributed the
low market for upland rice to the lack of aroma and stickiness when cooked and high percentages
of breakages during milling. This is consistent with WARDA (2008) which asserts that most of
the upland rice varieties; especially the NERICA varieties have no aroma.

Table 3: Comparison of Unit cost ratios in lowland and upland rice

Category Overall Lowland rice (n = 90) Upland rice (n = 90) t-values

(Ushs) (n =180) Mean values Mean values

Total cost/ha 537,489.45 564,968.87 510,010.02 1.64
(16,799.46) (102,450.16) (93,864.21)

Value of 2,471,398.07 2,921,30 2,021,497 6.48%**

output /ha (77,009.45) (102,450.20) (93,864.21)

Unit Cost 0.25 0.21 0.30 -4 AH**

Ratio/ha (0.001) (0.02) (0.02)

Source: Computed from field survey data Note: independent sample T-tests with equal variances assumed

*HE Rk * Significant at 1%, 5% and 10% respectively  Figures in brackets are standard errors

Determinants of competitiveness in lowland and upland rice production systems

Table 4 presents a summary of determinants of competiveness of the two systems under study.
The relationship between Unit Cost Ratio (the measure of competitiveness) and the factors
influencing competitiveness was derived using ordinary least squares (OLS). The R? for sampled
farms is 54% and 47%, respectively for lowland and upland rice systems implying that the
variables included in the model do explain the observed “variances in competitiveness of rice
production systems . The results in lowland rice system indicate that the estimated coefficients
associated with education level, farm size, extension contact bear negative sign and statistically
significant implying reduction unit cost ratio thereby improving competitiveness. Similarly, in
upland rice system the same variables affect unit cost ratio in the same direction. Membership to
organizations was significant and has negative influence on low land rice competitiveness. The
results also show that distance to the market irrespective of the system has a direct relationship
with the unit cost ratio meaning decreasing competiveness in both upland and lowland rice
systems.

The role of education in improving competitiveness is widely known because it enhances the
acquisition and utilization of information on improved technology by the farmers as well as their
innovativeness (Dey et al, 2000; Nwaru, 2004; Effiong, 2005). It also enables farmers to
understand the socioeconomic conditions governing their farming activities and to learn how to
collect, retrieve, analyse and assimilate information.

Competitiveness can be greatly influenced by the number of times a farmer accessed extension
service because that is when the farmer learn of the new practices. The study showed that
extension education had a negative and statistically significant (P < 0.01) influence on the Unit
Cost Ratio in both lowland and upland rice production systems implying that increasing the
frequency of extension contact significantly reduces Unit Cost Ratio per hectare, thus improving
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competitiveness. This result is also consistent with findings obtained by Rahman (2002) among
rice farmers in Bangladesh.

The estimated coefficients for farm size had the expected negative signs and statistically
significant in both rice production systems implying that increasing farm size significantly
improves competitiveness in both systems. These findings provide evidence of returns to size on
rice farms. Large farms are claimed to achieve economies of scale and benefit from preferential
access to output and input markets (Hall and Laveene, 1978). As expected, distance to markets
was found to reduce competitiveness in both lowland and upland rice production systems. Far-
off markets imply high transaction costs for the output (Atieno et al., 2008).

The coefficient of household size variable is negatively related to competitiveness, suggesting
that a large family size reduces competitiveness in lowland rice. This result is rather surprising
since large family size is expected to provide farmers with variety of labour (children, men and
women) which leads to division of labour and specialization (Nwaru, 2004). A possible
explanation could be that due that this could be a reflection of Government policy on Universal
primary education requiring all the children of school going age to be at school instead of
working in the rice fields.

Table 4: Determinants of competitiveness in lowland and upland rice production systems
Dependent variable — Unit Cost Ratio per hectare

Explanatory Lowland Upland
variables

Coefficient t- value p-values Coefficient t- value p-values
Constant -0.298 -0.330 0.742 -0.427 -0.440 0.664
Education level -0.236 -1.690* 0.094 -0.262 -2.760*** 0.007
Household size  0.147 2.410* 0.018 -0.045 -0.520 0.605
Experience -0.226 -1.240 0.218 -0.493 -2.910***  0.005
Rice farm size  -0.361 -3.410***  0.001 -0.197 -2.240**  0.028
Degree of -0.044 -0.500 0.618 -0.093 -1.020 0.313
specialization
Credit usage -0.054 -0.730 0.468 -0.103 -1.090 0.278
Extension -0.228 -2.270%*  0.026 -0.257 -1.840* 0.069
contact
Membership to -0.244 -2.830***  (0.006 -0.111 -1.080 0.285
farmers group
Distance to 0.124 2.710%**  0.008 0.224 4.290*%** 0.000
market
Form of rice -0.141 -0.410 0.680 0.530 1.310 0.193
sold (1=
milled)
R? 0.546 0.473
Adj R? 0.489 0.406
F — value 9.510 0.000 7.090 0.000

62



Proceedings of the 13™ Annual Conference
© 2012 TAABD

Conclusion and recommendations

The study has revealed that both lowland and upland rice productions systems are competitive
implying that they are using the resource at their disposal efficiently. However, lowland system
is slightly more competitive than upland system. Thus there still exists room to improve the
competitiveness of the two production systems by addressing some important policy variables.
These will enable the farmers get better returns from rice and produce rice sufficient enough to
feed the growing population.

The main variable that the government should pay particular attention to is market access as
measured by distance to the market. Since this variable was found to increase unit cost, it is
important that market access is strengthened through improved infrastructure such as roads and
information dissemination regarding the crop and prices. This helps to cut down on transaction
costs. As for education, a farm size and extension service delivered the Government is
encouraged to increase their levels because of their positive influence on competiveness in the
both systems. In terms of education, provision of informal and formal education is required to
enable farmers assimilate the information disseminated by the extension staff researchers. As for
farm size, positive influence implies that in order to achieve cost reduction, there will be a need
to expand farm size. However, this would mean encroaching on already degraded wet lands. The
feasible alternative is to encourage farmers to adopt productivity enhancing technologies that are
already available at Namulonge Agricultural and Animal Production Research Institute.

Extension contact also had positive relationship with competitiveness in both production
systems, implying that policies that increase the frequency of farmers contact with extension
system would have a significant impact on competitiveness. Such policies could include: training
of more extension staff, and motivating them so that they work harder.
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Social security priority and needs: The case of Sierra Leone

Emmanuel A. Cleeve, E.Cleeve@mmu.ac.uk
Manchester Metropolitan University Business School, UK

The extension of social security coverage to all sections of the population remains and continues to be a critical
issue confronting the Sierra Leone government and its agent, the National Social Security and Insurance Trust
[NASSIT]. It involves different categories of the population, among which: farmers, agricultural workers and
fishermen; self-employed in small commercial settings, craftsmen; salaried workers in small enterprises, workers in
rural or remote geographical areas; workers in the informal sector; migrant workers; and unemployed persons.
This paper reports on the participatory risk assessment method and findings of a social security needs priority
survey, which will assist us in identifying the nature of benefits that are most responsive to their needs. We believe
that measures taken to provide coverage against employment injuries as well as the provision of medical care
through a national health insurance scheme would go a long way in the fight against poverty.

Introduction

The National Social Security and Investment Trust (NASSIT) conducted this Pilot Social Security
Priority and Needs Survey in two weeks in June/July 2007. The survey is the first sampling survey of its
kind to be carried out in Sierra Leone. Its aim is to provide some insight into the risk priority and social
security needs of informal sector workers, who are largely without social security. We hope that the
information contained in this report will serve firstly, as a preliminary guide for extension of social
security to the uncovered population and secondly, as a framework for a more in-depth and wider study of
the uncovered population in Sierra Leone.

As with many countries around the world, social security is becoming a major focus in Sierra Leone. The
legislative and institutional measures that have been in place to cater for the population through collective
security and mutual help are proving to be less relevant in light of recent developments and the current
state of affairs in the country. In 2001, following national consultations and policy discussions, the
national pensions system that addressed the contingencies of old age, invalidity and death went through
reforms that led to the creation of the National Social Security and Insurance Trust (NASSIT). Ten years
on, and by virtue of its level of funding and financial status, NASSIT is presently at the centre of the
country’s national social security apparatus.

Social Security, however, involves broader aspects and includes more contingencies than are being
addressed by NASSIT. Essentially, social security refers to (i) the protection which society provides for
its members through a series of public measures, against the economic and social distress that would be
caused by the stoppage or substantial reduction of earnings resulting from sickness, maternity,
employment injury, unemployment, invalidity, old age and death; (ii) the provision of medical care; and
(ii1) the provision of subsidies for families with children. While (i) above applies mainly to workers,
(hence their prominence under the ILO’s Conventions); (ii) and (iii) apply universally to all members of
the society (Bonilla Gacia and Gruat 2003).

The general objectives for any social security system are: (i) to provide compensation for loss of income;

(ii) to prevent illness or provide health; and (iii) to create living conditions that will satisfy the needs of
the population and the special needs of the elderly, children and the disabled.
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The next section seeks to discuss the issue of social security in Sierra Leone as the basis for a more
comprehensive study to determine the most critical social security needs of workers in the informal
sector. It is expected that the findings of this study will engender recommendations of appropriate policy
directions for the design of an effective social security system for this group of workers. Section 3
discusses the NASSIT scheme in providing retirement and other contingency needs of workers. Section 4
explains the participatory risk assessment method, while section 5 summarises the results on workers, risk
priorities and needs. Section 6 summarises and concludes the study.

Social Security in Sierra Leone

Sierra Leone, like any other society, has a number of measures in place to address the above key social
security issues. The adequacy of the benefits provided or the accessibility of such benefits to those who
need them is another matter. This section presents a brief overview of social security as it applies in the
Sierra Leonean context.

Social security as it exists in Sierra Leone can be classified into the following broad categories: Old Age
(Retirement); invalidity; survivors; employment Injury; sickness; medical Care; maternity; family
subsidies. These categories are covered by various legislative and institutional arrangements.

Old Age, Invalidity and Survivors: The National Social Security and Insurance Trust (NASSIT) Act of
2001 made provisions for old age, invalidity and survivors’ benefits (in the form of pensions or grants) to
workers and their dependants. It established a Trust with a mandate to administer the scheme, based on
social insurance principles.

Employment Injury: The Workmen’s Compensation Act NO.2 of 1971 makes provision for providing
compensation and other benefits for workers injured during the course of performing job-related tasks.
The key provisions of the Act include the calculation of benefits that should be provided to workers
injured during active course of duty.

Maternity: The provision of Maternity benefits applies within the context of Collective Bargaining
Schemes negotiated by organised labour unions and worker’s associations. Many formal sector
institutions provide cash benefits (mostly by continuing payment of salaries) during periods of maternity.

Sickness: Sickness is covered, like Maternity, mainly for formal sector workers who earn salaries.
Workers who work for daily or hourly wages mostly do not receive pay for periods they do not work and
are not usually covered for sickness.

Medical Care: Medical care is provided for workers in the formal sector in the context of conditions of
service. The level of coverage for medical conditions or amount of treatment varies across sectors
(public/private); across levels in the administrative echelon; and across institutions. This benefit also
applies only to salaried workers. Such medical schemes are administered by either making periodic finite
cash payments to workers to provide for medical contingencies or through an employee insurance scheme
that is financed by the employer.

Family Subsidies: These are provided mainly through Government programmes that aim either at
reducing the economic and financial burden on families for certain activities or at enhancing living
conditions. Current national family subsidy programmes include (i) examination-fee subsidies for pupils
taking external standardised examinations; (ii) subsidisation of essential drugs in public medical facilities;
and (iii) cash benefits paid to the extremely poor elderly members of society through a Social Safety Net
Scheme.

Figurel below illustrates the Social Security system in Sierra Leone.
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Figure 1: The Sierra Leone Social Security Dashboard
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The efficacy of the social security system in Sierra Leone, in terms of the level of coverage of
contingency needs and the adequacy of benefits it provided is not discussed here.

The NASSIT Scheme

NASSIT is a social insurance scheme in which members contribute periodically and receive benefit when
a contingency occurs. The objective of the Trust is to provide retirement and other benefits to meet the
contingency needs of workers and their dependants. In order to achieve this, the Trust undertakes the
following: Registers all employers and members and issues them with individual Employment
Registration and Social Security Numbers respectively and collects contribution of members and
compiles relevant data relating to the contributions. It maintains and updates personal and financial
records on members; processes and pays benefit to members as they fall due, and manages and invests the
social security funds.

The Trust has been very active in fulfilling these objectives since 2002, in terms of its mobilization of
contributions and investment projects. Both of these support the Sierra Leone Poverty Reduction Strategy
(PRS) by fulfilling a critical aspect of its mandate, which is the provision of the means for the people of
Sierra Leone, particularly the underprivileged, to meet their social needs.

The risks of old age, invalidity and death (zo survivors) are covered under the NASSIT Act No. 5 of 2001,

which created NASSIT to administer a social insurance scheme for working members of the population.
Available national population statistics and information from the NASSIT membership database, shows
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that even though the NASSIT scheme potentially covers all workers in the country, it effectively offers
protection to less than 10% of the working population.

The 2004 population census carried out in Sierra Leone puts the country’s population at 4,930,532, a
breakdown of which is provided in Table 1 below.

Table 1: Population Age Distribution

Age Group 0-—14 15-49 50— 64 65+ Total
No. of People 2,057,046 | 2,356,990 | 362,091 154,405 | 4,930,532
% of Total Pop 41.7 47.8 7.3 3.2 100

Source: Statistics Sierra Leone 2004"

The employment status of the economically active population indicates that approximately 70.1 percent
are either self-employed or employees in the informal sector. The formally employed, with identifiable
employers constitute only about 6 percent of the economically active population. Table 2 below shows the
total work force based on employment classification by the Sierra Leone Integrated Household
Survey (SLIHS).

Table 2: Employment Classification of Work Force

Employment Classification No. of Persons % of Workforce

Formal Sector Employees 195,868 5.98
Formal Sector Self-Employed 802,407 24.50
Informal Sector Self-Employed 273,159 8.34
Informal Sector Employees 2,003,085 61.17
Total 3,274,519 100.00

Source: Statistics Sierra Leone (SLIHS, 2004)°

By design, the NASSIT scheme potentially covers the self-employed workers in both the formal and
informal sectors. Effective coverage of these groups has been negligible, only 534 self-employed out of
126,749 are members of the scheme. Informal sector employees, enumerated to stand at about 2,003,085
are almost unidentifiable to be effectively targeted by the scheme, since they are mostly domestic workers

and employees of self-employed artisans, traders or in the agricultural sector.

Table 3: Distribution of the Employed Population

Employment Classification No. of Persons % of Total
Public sector 72 222 3.80
Private sector 1,828 361 96.20
Private formal sector 98 830 5.20
Private informal sector 1,729 531 91.00
Total 1,900 583 100.00

Source: Régie des rentes du Québec (2006)°

* Sierra Leone Population and Housing Census 2004 (SSL)
> Employment and time spent on activities in Sierra Leone (GoSL, ILO)
® Final Report: Actuarial Valuation of NASSIT as at 31* December 2004
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Table 4: The Covered Population by Employer Category and Region, 2004-2006.

Employer Category No. of Employees No. of New Employees
2004 2005 2006 2004 2005 2006
Formal public 64,990 | 68,069 72,767 1,659 3,079 | 4,698
Formal private 37,877 46,434 53,982 5,906 8,557 7,548
West 33,925 38,921 44,164 1,957 4,996 5,243
North 715 2,817 4,078 715 2,102 1,261
South 1,665 2,451 3,243 1,663 786 792
East 1,572 2,245 2,497 1,571 673 252
Total 102,867 | 114,503 126,749 7,565 11,636 | 12,246

Source: NASSIT Annual Report, 2006

Table 4 shows the distribution of the covered population in 2004-2006. A comparison of Table 3 and
Table 4 shows that in 2004, there was little room for expansion of coverage from 64,990 to 72,222, in the
formal public sector. By 2006, cover for the public sector employed had expanded to 72,767. A
significant proportion of the increase in coverage overall has come from the private formal sector where
there is still a large potential for expansion. Regionally, the western region has experienced the highest
increase in coverage followed by the North. In terms of the rate of increase, the North has the highest
percentage increase, while the West has the lowest. An even larger potential for expansion/extension of
coverage is obviously in the informal sector.

It is essential, therefore, to develop a means of targeting the uncovered workers especially in the informal
sector and identify their priority needs, based on their perception of the risks they face in life; determine
their willingness to participate in a social security scheme and the nature of benefits they deem
appropriate. The outcome of this exercise will provide signals to those areas that require attention in
formulating a scheme that will engender greater coverage to the current uncovered members of the
working population, and to address risks that are relevant to their need.

This paper is based on a NASSIT commissioned study of social security priority and needs of workers in
the informal sector of the Sierra Leone economy, presently uncovered by the old age, invalidity and death
social security schemes it administers. This study sought to utilise the perception of the uncovered
members of the working informal sector population to determine what risks they face and hence, the
nature of benefits they require. The information obtained was used to guide the strategy to expand
effective coverage to self-employed workers in the informal sector. The specific objectives of the study
were threefold:
1. To identify the priority requirements of the uncovered population in the informal sector in terms
of protection from the risks they perceive;
2. To solicit and provide relevant information that will guide in the expansion of the present
NASSIT scheme to capture and retain potential members that are in the informal sector; and
3. On the basis of the survey results, recommend feasible options for the design of a suitable scheme
for this group of workers.

The Study Approach and Methodology

The study targets workers (employers and employees) in the informal sector of the economy. The
informal sector by definition consists of small-scale self-employed activities (with or without hired
workers), typically at low levels of organisation and technology with the primary purpose of generating
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employment and incomes. The activities are usually conducted without proper recognition from
authorities, and escape the attention of the administrative machinery responsible for enforcing laws and
regulations (ILO, 2000). The difficulty, which arises from effectively targeting this category of the
economy, is one of the reasons that the NASSIT Act No. 5 of 2001 makes it voluntary for self-employed
persons to join the scheme.

The object of this study, therefore, is the population in the informal sector (self-employed and employees)
that is not covered by the present NASSIT scheme. It does not explicitly target self-employed persons in
the formal sector, since it presumes that this category of workers have some form of coverage from
private arrangements.

The study comprises field and deskwork. The fieldwork involves consultations with selected groups of
the population to solicit their views on priority contingency needs to be addressed by the national social
security system. The consultations utilised tested consultative methodologies for national policy
formulations, such as the Strategic Action and Planning Process (SAPP), Participatory Poverty
Assessment (PPA), and the use of structured questionnaires to gather information.

The information collected was analysed, using SPSS, within the national macroeconomic, social and
institutional contexts to report on the following: What are the main risks that various categories of
workers in the informal sector face? What kind of benefits will best suit their needs at the onset of any of
the contingencies identified above? What is their willingness to contribute to the funding of these
benefits?

Beyond the foregoing, the study makes policy prescriptions on feasible and suitable design options for a
scheme that could be attractive to this group of workers involved.

The Participatory risk assessment method

The study adopted a tested Participatory Poverty Assessment (PPA) methodology used in national policy
formulation, especially in the case of the preparation of Sierra Leone’s Poverty Reduction Strategy Paper
(PRSP). The Participatory Risk Assessment (PRA) was conducted to collect information on risk and
social protection benefit. The exercise was done in a participatory manner with five socio economic
groups across the country in NASSIT’s operational areas. Responses from participants in each socio-
economic group provided information about their perceived risks and associated social protection benefits
and needs.

Two local consultants conducted a two-day refresher training for fifteen facilitators. A pre-testing of the
adopted methodology followed the refresher. Aberdeen community in the western end of Freetown, a
fishing community, was selected for the conduct of the pre-testing exercise. The Field level exercise
started afterwards. This was conducted simultaneously starting with the districts Bo and Kenema, then
Makeni and Kono and finally in the Western Rural district of Waterloo and Tombo.

The general objective of this study method was to collect qualitative data from targeted groups on their
perceived risks and social protection benefits/needs. More specifically, the study seeks to:
e create an understanding of risk from the knowledge and experiences of the targeted groups
e cnable groups to highlight the different contingencies that could lead to income loss and
financial distress
e provide information on related social protection benefit/needs of the targeted groups
o identify research gaps for further research into social security issues especially in the informal
sector.
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The PRA Methodology

The PRA exercise was conducted in five districts where NASSIT is operational. Makeni and Kono for the
Northern Region, Kenema for the Eastern Region, Bo for the Southern Region and Waterloo and Tombo
for the Western Rural district. The selection of socio economic groups was based on the predominant
socio economic groups in each location, which are considered by national and global social security
organizations as categories of the informal sector).

The Participatory Risk Assessment (PRA) is a research methodology that enables targeted groups to
analyze their situation, focusing on the realities, needs and priorities within the context of the situation in
which they find themselves. The methodology uses a combination of various methods that include visual
(mapping, diagrams) and verbal (open-ended interviews, focus group discussions (FGDs)). The
methodology recognizes that development should be people driven and result oriented, by enabling
people to do things for themselves, and to realise that it is better to do so along a capacity they already
possess and have control over.

Fifteen facilitators received a two-day refresher training in participatory risk assessment methodology.
Three facilitators were assigned to each of the five districts mentioned for the field level exercise. The
field level exercise lasted for 10 days.

The introductory exercise helped participants to appreciate that there are different viewpoints on an issue
in a society or group, and all of the views must be appreciated, collectively analyzed in working towards
achieving a common perspective for the good of all.

The symbol ¥ was used to explain the above rationale to participants’. The rationale is to help
participants to understand that groups have multiple challenges facing them at any given point in time,
and that even the same challenge could be viewed from varying perspectives depending on people’s
background, experience and positions. In order for consensus to be arrived at, groups should be
encouraged to hold discussions and dialogue on issues so that collective decisions representing the
interest of all players within a group will be made.

Risk Identification and Profiling

This exercise paved the way for participants to think about one or two risks in their life that would cause a
serious financial situation. The responses from the participants were then recorded on a piece of paper
visible enough for them to see. Different symbols were used to represent the various categories of risk as
identified by the participants. A pair-wise comparison exercise was conducted to get the characteristics of
each risk. This process led to the identification of the various categories of risks as perceived by the
targeted groups. The exercise also came out with a representation of the number of participants who are of
the opinion that each risk category is a problem to their businesses or livelihood.

Risk Prioritization through Preference Scoring.

The preference scoring exercise is a way of arriving at an analyzed need. It helps to reduce the bias,
which may come as a result of: a) people projecting their need with an idea of getting helped, b) what
they emotionally feel is their need without analyzing it and c) taking the existing worldview of a risk
without looking at how the risk affects them specifically. The scoring exercise allows each risk to be laid
on the horizontal line so that each risk becomes a column and the characteristics on the vertical line so

7 Participants were arranged in a circle and large Y is placed in the center of the circle. Participants were then
asked what letter or symbol they were seeing. Some of the answer given were; 3, W, M, E; depending on where
they were sitting in relation to the symbol 5.

71



Proceedings of the 13™ Annual Conference
© 2012 TAABD

that each characteristic becomes a row. Participants are then asked to compare how strong or weak a
characteristic is in a particular risk by using a score out of ten. Each characteristic and risk intersects in a
unique box.

The second part of the preference scoring exercise is the distribution. Participants were encouraged to
select their priority risk by determining the current status of the identified risks, the change they want for
themselves using their own resources and the change they want for their grandchildren, in the future, also
using their own resources. The total number of identified risks is multiplied by 3 to get a hypothetical
amount. This amount is then distributed across the risks to understand the current and long-term priorities.
This process helps the group to move from felt risks to analyzed risks.

Social Security Needs/Benefits.

This exercise allows participants to understand the security needs for each risk or contingency. It helps
participants to understand and appreciate the difficulties and patterns of their vulnerability associated with
their daily lives and hence can better proffer solutions to these vulnerabilities. It also helps planners to
plan once they understand the level of risk and vulnerability that is involved and the type of benefits that
are appropriate for different categories of the targeted group of workers.

Summary of Finding on Risk Priority and Social Protection Needs

The Participatory Risk Assessment methodology used in the Pilot Social Security Priority Needs Survey
used a combination of various participatory methods (i.e. mapping, diagrams, open-ended interviews and
focus group discussions) to solicit information from targeted socio-economic groups in the informal
sector. Membership of each socio-economic group was carefully chosen to include male and female over
all age groups who were 15 years or older. Four groups of participants were alternately consulted in each
district. Participants were asked about what they perceived as risks in their lives that would affect their
livelihood or economic activities. The responses from participants across the socio-economic groups in
the districts surveyed came up with the following “Sickness”, “Work Injury”, “Old Age”, “Death of
Income Earner” “High Dependency”, “Loss of Income”, “Loss of Job”, “Disaster” and “Loss of Goods”.

Analysis of Risks as Perceived by Participants

A total of 1218 responses on the perception of the different categories of risks and their effect on the
economic livelihood of participants were recorded. As shown in Table 5, “Sickness” had the highest
number of responses (281) or 23.07% of the total responses, followed by “Work Injury”, “Old Age”,
“Death of Income Earner” and “Job Loss”. “Loss of Income”, “High Dependency”, “Disaster” and “Loss
of Goods” all accounted for less than 13% of the total number of responses across the five socio-
economic groups in the five districts
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Table 5: Analysis of Risks as Perceived by Participants

Risks Responses %
Sickness 281 23.07%
Work Injury 236 19.38%
Old Age 202 16.58%
Death of Income Earner 182 14.98%
Job Loss 168 13.79%
Loss of Income 76 6.24%
High Dependency 37 3.04%
Disaster 22 1.81%
Loss of Goods 14 1.15%
Total 1218 100

Risks Priorities of Socio-Economic Groups in the Informal Sector

Table 6 provides a summary of the top 3 risks prioritized among socio-economic groups in the five
districts. From the table, it can be discerned that “Sickness” is the most serious risk identified and
prioritized, i.e. it maintains the 1* rank among the other risks in the 5 socio-economic groups surveyed.
“Work Injury” and “Old Age” were also highly prioritized across the socio-economic groups. “Death of
Income Earner”, “Job Loss” and “Loss of Income” were also distinctively identified by certain socio-
economic groups. “High Dependency”, “Loss of Good” and “Disaster” were identified by participants
during the preference scoring exercise; however, they do not appear among the top 3 risks as shown in the
table below.

Table 6: Risks Priorities among Socio-Economic Groups in the Informal Sector

Socio-Economic Groups 1™ Risk 2" Risks 3" Risks

Transport Sickness Work Injury Old Age
(35.7%) (21.4%) (14.3%)

Service Providers Sickness Old Age Death of Income Earner
(29.4%) (23.5%) (17.7%)

Traders Sickness Work Injury Old Age
(33.3%) (26.7%) (20.0%)

Mining and Quarrying Sickness Work Injury Death Of Income Earner
(30.0%) (20.0%) (10.0%)

Non-Farming Agriculture Sickness Job Loss Income Loss
(33.3%) (16.7%) (16.7%)

Social Protection Needs among Socio-Economic Groups

Table 7 below shows the social protection needs among the five socio-economic groups in the informal
sector covered by the study. “Sickness” was rated as the most important social protection need among all
five socio-economic groups facilitated. The second most important social protection need among the
“Service Providers” was “Work Injury” (14.3%) followed by “Death of Income Earner” (12.2%). For the
“Traders”, the second most important social protection need was “Loss of Goods” (22.7%) followed by
“Old Age” (11.4%). “Disaster” (18.2%) was the second most important social protection need among the
“Miners” followed by “Work Injury” (15.9%). “Job Loss” (17.7%) and “Old Age” (12.9%) were the
second most and third most important social protection needs among the “Transport Worker”. For the
“Non-Farming Agriculture” “Old Age” (21.9%) and “Work Injury” (15.6%) were the most important
social protection needs after “Sickness”.
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Table 7: Social Protection Needs among Socio-Economic Groups

Service Providers Wholesale and Retail Mining & Quarrying Transport Non-Farming
Agriculture
% % % % %
Sickness 28.6 | Sickness 29.5 | Sickness 22.7 | Sickness 25.8 | Sickness 313
Work Injury 14.3 | Loss of Goods 22.7 | Disaster 18.2 | Job Loss 17.7 | Old Age 21.9
Death income 12.2 | Old Age 11.4 | Work Injury 15.9 | Old Age 12.9 | Work Injury 15.6
Earner
Child Allow. 10.2 | Death Income 9.1 | Death Income 13.6 | Work Injury 12.9 | Death Income 9.4
Earner Earner Earner
Old Age 10.2 | Disaster 9.1 | Old Age 11.4 | Death Income 9.7 | Child Allow. 6.3
Earner
Disaster 8.2 | Job Loss 4.5 | Child allow. 9.1 | Disaster 8.1 | Disaster 4.7
Job Loss 6.1 | Work Injury 4.5 | Loss of Income 4.5 | Loss of Income 6.5 | Loss of Goods 4.7
Loss of Goods 6.1 | Loss of Income 4.5 | Job Loss 2.3 | High Dep. 3.2 | Job Loss 3.1
Loss of Income 4.1 | Child Allow. 4.5 | Loss of Goods 2.3 | Loss of Goods 3.2 | Lossof 3.1
Income
Total 100 | Total 100 | Total 100 | Total 100 | Total 100

Summary and Conclusions

The results of the PRA methodology were presented in this paper. It starts with a brief explanation of the
process involved in risk identification and profiling, risk prioritisation and the social security needs of
informal sector workers, the target group of this study. Extra emphasis was placed on methodology.

In the analysis of risks as perceived by participants, the results show that “Sickness”, “Work Injury” and
“Old Age” are the three most important threats identified by FGD participants in the five districts
surveyed. These three risks account for almost 60% of responses.

The top three risks prioritised by socio-economic groups show that “Sickness” is the most serious risk
identified (ranked 1%) by all of them. “Work Injury” and “Old Age” were also ranked highly (either 2™ or
3") by most economic activities.

The social protection needs of the five socio-economic groups in the informal sector reports that
“Sickness” is again the most important for all of them. The importance of other protection needs vary
significantly by the economic activities in which informal sector workers are engaged. For example; in
mining and quarrying, “Disaster” and “Work Injury” are very important, while for wholesale and retail,
“Loss of Goods” and “Old Age” are more important.

The results of the PRA method have provided some insights into the perceptions, priorities and needs of
informal sector workers on social security, but certain characteristics of the group of participants have not
been obtained or analysed. These characteristics will be analysed and discussed in a separate study.

The results of this study points us in th