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## 1 Introduction

Multipoint boundary value problems for second order differential equations have recently been the focus of study by several authors (see [4],[7], [8]). However, there are relatively few papers dealing with the study of third order multipoint boundary value problems. Multipoint boundary problems arise from various sources. For instance in solving linear partial differential equations by the method of separation of variables, one comes across differential equations containing several parameters with auxiliary condition that the solutions satisfy a boundary condition at several points (see [5]).
In this paper we present some results concerning the existence of solutions for the third order three point boundary value problem of the form

$$
\begin{gather*}
x^{\prime \prime \prime}(t)=f\left(t, x, x^{\prime}, x^{\prime \prime}\right)  \tag{1.1}\\
x^{\prime}(1)=x^{\prime \prime}(0)=0, \quad x(1)=x(\eta) \tag{1.2}
\end{gather*}
$$

where $\eta \in \rightarrow(0,1) ; f:[0,1] \times \mathbb{R}^{3} \in \mathbb{R}$ is continuous. Our method of proof consists of imposing a decomposition condition on $f$ of the form

$$
f(t, x, y, z)=g(t, x, y, z)+h(t, x, y, z) \text {. }
$$

We shall employ the coincidence degree theory of Mawhim to obtain our existence results.

## 2 Existence Results

Let $X$ denote the Banach space $C^{2}[0,1]$ and $Z$ denote the Banach space $L^{1}$ $[0,1]$. We define the linear mapping

$$
\begin{gathered}
L: D(L) \subset X \rightarrow Z \quad \text { by setting } \\
D(L)=\left\{x \in W^{3,1}(0,1): x^{\prime}(1)=x^{\prime \prime}(0)=0, \quad x(1)=x(\eta)\right\}
\end{gathered}
$$

and for

$$
x \in D(L), L x=x^{\prime \prime \prime}
$$

Let $N: X \rightarrow Z$ be the nonlinear mapping defined by

$$
(N x)(t)=f\left(t, x, x^{\prime}, X^{\prime \prime}\right), t \in[0,1]
$$

Then the boundary value problem (1.1)-(1.2) can be put in the abstract form

$$
\begin{equation*}
L x=N x \tag{2.1}
\end{equation*}
$$

We shall prove the following theorem.
0.0.1 Theorem 2.1

Assume that $f:[0,1] \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ is continuous and has the decomposition

$$
f(t, x, y, z)=g(t, x, y, z)+h(t, x, y, z)
$$

such that
(i) $x f(t, x, y, z)>$ for a.e.t. $\in[0.1]$ and $(x, y, z) \in \mathbb{R}^{3}$
(ii) $y g(t, x, y, z) \geq 0$
(iii) $|h(t, x, y, z)| \leq M\left\{|x|+|y|+|z|^{\beta}\right\}$ for $0 \leq \beta<1$
(iv) $z f(t, x, y, z) \leq\left(|z|^{2}+1\right)(D(t, x, y)+\alpha(y))$ where $D(t, x, y)$ is bounded on bounded sets and $\alpha \in L^{1}[0,1]$.

Then the boundary value problem (1.1) - (1.2) has at least one solution in $C^{2}\{0,1\}$ provided

$$
M<\frac{\pi^{3}}{16 \sqrt{4+\pi^{2}}}
$$

In the proof of Theorem 2.1 we shall need the following continuation theorem based on Mawhin's coincidence degree.

Theorem: Let $\Omega$ be a bounded open set in $X$ and suppose that the following conditions hold
(1) $L x \neq \lambda N x$ for any $(x, \lambda) \in(\operatorname{dom} L \cap \partial \Omega) \times(0,1)$
(2) $Q N x \neq 0$ for $x \in \operatorname{ker} L \cap \partial \Omega$
(3) The Brouwer degree $\left.\operatorname{deg} \beta(J Q N)_{\operatorname{ker} L}, \Omega \cap \operatorname{ker} L, 0\right) \neq 0$ where $J: i m Q \rightarrow$ ker $L$ is some isomorphism. Then there exists $x \in \bar{\Omega} \cap \operatorname{dom} L$ such that

$$
L x=N x
$$

### 0.1 Proof of Theorem 2.1

Let $L$ be defined as above. Then $\operatorname{ker} L=\{x \in X: x$ is a constant mapping $\} \simeq$ IR

$$
i m L=\left\{z \in Z: \int_{\eta}^{1} \int_{t}^{1} \int_{0}^{\tau} z(s) d s d \tau d t=0\right\}
$$

the latter is closed in $Z$ and of co-dimension 1 . Thus $L$ is Fredholm operator of index zero. Therefore from the results of linear functional analysis there exist continuous projections

$$
p: X \rightarrow \operatorname{ker} L \quad \text { and } \quad Q: Z \rightarrow Z_{1}
$$

which we define by

$$
(p x)(t)=x(0)
$$

and
: $Q z=\frac{6}{(\eta+2)(\eta-1)^{2}} \int_{\eta}^{1} \cdot \int_{t}^{1} \int_{0}^{\tau} z(s) d s d \tau d t, z \in i m L$
so that

$$
X=\operatorname{ker} L \oplus \operatorname{ker} p, \quad z=i m L \oplus i m Q
$$

and

$$
L_{p}=\left.L\right|_{D(L ; \text { Пker } p}
$$

The operator $k=L_{p}^{-1}: i m: L \rightarrow D(L) \cap \operatorname{ker} p$ is the linear operator defined by

$$
\begin{equation*}
(k y)(t)=\frac{1}{2} \int_{0}^{t}(t-s)^{2} y(s) d s \tag{2.2}
\end{equation*}
$$

By the Arzela-Ascoli theorem it can be shown that $k$ is compact. Hence $N$ is $L$-compact.
We shall prove that the conditions of the theorem are satisfied. To do this, we shall show that for $\lambda \in(0,1)$, the set of solutions of the family of equations

$$
\begin{gather*}
x^{\prime \prime \prime}=\lambda f\left(t, x, x^{\prime} x^{\prime \prime}\right)  \tag{2.3}\\
x^{\prime}(1)=x^{\prime \prime}(0)=0, \quad x(1)=x(\eta) \tag{2.4}
\end{gather*}
$$

is apriori bounded and then construct $\Omega$ accordingly.
Let $x \in C^{2}[0,1]$ satisfy (2.3)-(2.4). From condition (i) we derive that if $x(t)>0$ then $f(t, x, y, z)>0$ and if $x(t)<0$ then $f(t, x, y, z)<0$. Since $x(1)=x(\eta)$, there exist $\xi \in(\eta, 1)$ such that $x^{\prime}(\xi)=0$ and from $x^{\prime}(1)=x^{\prime}(\xi)=0$ there exist $t_{1} \in(\xi, 1)$ such that $x^{\prime \prime}\left(t_{1}\right)=0$. Hence if $x(t)>0$ then

$$
0=\int_{0}^{t_{1}} x^{\prime \prime \prime}(s) d s=\lambda \int_{0}^{t_{1}} f\left(t, x(s), x^{\prime}(s), x^{\prime \prime}(s) d s>0\right.
$$

a contradiction. If $x(t)<0$ we derive a similar contradiction. Hence there exist $t_{0} \in\left(0, t_{1}\right)$ such that $x\left(t_{0}\right)=0$. Hence for each $t \in[0,1]$ we have

$$
\begin{equation*}
|x|_{2}^{2} \leq \frac{4}{\pi^{2}}\left|x^{\prime}\right|_{2}^{2} \tag{2.5}
\end{equation*}
$$

Multiplying (2.3) by $x^{\prime}(t)$ and using the relation

$$
x^{\prime}(1)=x^{\prime \prime}(0)=0
$$

yields

$$
\int_{0}^{1} x^{\prime} x^{\prime \prime \prime} d t=-\int_{0}^{1}\left|x^{\prime \prime}\right|^{2} d t
$$

Therefore

$$
\begin{aligned}
\int_{o}^{1}\left|x^{\prime \prime}\right|^{2} d t & =-\lambda \int_{o}^{1} x^{\prime} g\left(t, x, x^{\prime}, x^{\prime \prime}\right) d t-\lambda \int_{o}^{1} x^{\prime} h\left(t, x, x^{\prime}, x^{\prime \prime}\right) d t \\
& \leq \int_{o}^{1} \mid x^{\prime} \| h\left(t, x, x^{\prime}, x^{\prime \prime}\right) d t .
\end{aligned}
$$

Using the Cauchy inequality $|a b| \leq \frac{\epsilon a^{2}}{2}+\frac{b^{2}}{2 \epsilon}$ for $\epsilon>0$, we have

$$
\int_{0}^{1}\left|x^{\prime} \| h\left(t, x, x^{\prime}, x^{\prime \prime}\right)\right| d t \leq \frac{\epsilon}{2} \int_{0}^{1}\left|x^{\prime}\right|^{2} d t+\frac{1}{2 \epsilon} \int_{0}^{1}\left|h\left(t, x, x^{\prime}, x^{\prime \prime}\right)\right|^{2} d t
$$

From condition (iii), we obtain the estimate

$$
|h(t, x, y, z)|^{2} \leq 4 M M^{2} \mid\left\{|x|^{2}+|y|^{2}+|z|^{2 \beta}\right\}
$$

Therefore from the Holder's inequality, we get

$$
\left|x^{\prime \prime}\right|_{2}^{2}-\frac{\epsilon}{2}\left|x^{\prime}\right|_{2}^{2} \leq \frac{2 M^{2}}{\epsilon}\left\{|x|_{2}^{2}+\left|x^{\prime}\right|_{2}^{2}+\left|x^{\prime \prime}\right|_{2}^{2 \beta}\right\}
$$

Since $x^{\prime}(1)=0$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left|x^{\prime \prime}\right|_{2}^{2}+\left(\frac{\pi^{2}}{8}-\frac{\epsilon}{2}\right)\left|x^{\prime}\right|_{2}^{2} \leq \frac{2 M^{2}}{\epsilon}\left\{|x|_{2}^{2}+\left|x^{\prime}\right|_{2}^{2}+\left|x^{\prime \prime}\right|_{2}^{2 \beta}\right\} \tag{2.6}
\end{equation*}
$$

Using (2.5) in (2.6), we get

$$
\frac{1}{2}\left|x^{\prime \prime}\right|_{2}^{2}+\left(\frac{\pi^{2}}{8}-\frac{\epsilon}{2}-\frac{8 M^{2}}{\epsilon \pi^{2}}-\frac{2 M^{2}}{\epsilon}\right)\left|x^{\prime}\right|_{2}^{2} \leq \frac{2 M^{2}}{\epsilon}\left|x^{\prime \prime}\right|_{2}^{2 \beta}
$$

Since $0 \leq \beta<1$ we infer the existence of a constant $M_{1}$ such that

$$
\begin{equation*}
\left|x^{\prime}\right|_{2}<\left|x^{\prime \prime}\right|_{2}<M_{1} \tag{2.7}
\end{equation*}
$$

provided

$$
\begin{equation*}
\frac{\pi^{4}}{8}>\frac{8 M^{2}}{\epsilon}+\frac{2 \pi M^{2}}{\epsilon}+\frac{\epsilon \pi^{2}}{2} \tag{2.8}
\end{equation*}
$$

The choice $\epsilon=2 M \sqrt{4+\pi^{2}}$ minimizes the right hand side of (2.8) and the minimum values is $2 M \pi \sqrt{4+\pi^{2}}$. Therefore (2.8) holds provided $M<\frac{\pi^{3}}{16 \sqrt{4+\pi^{2}}}$

Furthermore, since $x\left(t_{o}\right)=x^{\prime}(1)=0$ for $t_{o} \in(\eta, 1)$ we get from (2.7) that

$$
\begin{equation*}
|x|_{\infty}<\left|x^{\prime}\right|_{\infty}<M_{2} \tag{2.9}
\end{equation*}
$$

for some constant $M_{2}>0$
From condition (iv) of Theorem 1.1, we obtain

$$
\begin{equation*}
\frac{x^{\prime \prime} x^{\prime \prime \prime}}{\left|x^{\prime \prime}\right|^{2}+1} \leq D\left(t, x, x^{\prime}\right)+\alpha(t) \tag{2.10}
\end{equation*}
$$

Integrating (2.10) from 0 to $t$ we get

$$
\begin{equation*}
\int_{0}^{t} \frac{x^{\prime \prime}(s) x^{\prime \prime \prime}(s)}{\left|x^{\prime \prime}(s)\right|^{2}+1} d s=\left[\frac{1}{2} \log _{e}\left(\left|x^{\prime \prime}(s)\right|^{2}+1\right)\right]_{0}^{t}<D+|\alpha|_{1}=N \tag{2.11}
\end{equation*}
$$

where the constant $D$ depends only on $M_{2}$. Furthermore since $x^{\prime \prime}(0)=0$ we get from (2.11) that

$$
\begin{equation*}
\left|x^{\prime \prime}\right|_{\infty}<e^{N}=M_{3} \tag{2.12}
\end{equation*}
$$

Let

$$
\|x\|=\max \left(|x|_{\infty},\left|x^{\prime}\right|_{\infty},\left|x^{\prime \prime}\right|_{\infty}\right)<\max \left(M_{2}, M_{3}\right)=R .
$$

It follows that $\|x\|<R$
We take $\Omega=\{x \in X:\|x\|<R\}$, then if $x \in D(L) \cap \partial \Omega$ then $L x \neq \lambda N x, 0<$ $\lambda<1$.
If $x \in$ ker $L \cap \partial \Omega$ then $x= \pm R$.
Now if $x=R$ we derive from condition (i) that

$$
Q N x=\frac{6}{(\eta+2)(\eta-1)^{2}} \int_{\eta}^{1} \int_{t}^{1} \int_{0}^{\tau} f(S, R, 0,0)>0
$$

and if $x=-R$ we get

$$
Q N x<0 .
$$

Thus $Q N x \neq 0$ for $x \in \operatorname{ker} L \cap \partial \Omega$, verifying condition (2) of the theorem. It is
easily verified that

$$
H(\mu, x)=\mu x+(1-\mu) Q N x, \quad 0 \leq \mu<1
$$

is a homotopy from the identity $I$ to $Q N$ on $\bar{\Omega}$ and is such that $H(\mu, x) \neq 0$ on $[0,1] \times(\partial \Omega \cap$ ker $L)$. Hence taking $J$ in condition (3) of theorem to be the identity we get.

$$
\operatorname{deg}_{B}\left[\left.Q N\right|_{\operatorname{ker} L}, \Omega \cap \operatorname{ker} L, 0\right]=\operatorname{det}_{B}[I, \Omega \cap \operatorname{ker} L, O]=1
$$

This completes the of proof our theorem.
Remark 2.1 The results of Theorem 2.
placed by the condition 2.1 still hold if condition (i) is re-

$$
x f(t, x, y, z)<0 .
$$

Remark 2.2 The results of Theorem 2.1 r
is replaced by any of the following assumption remains valid if assumption (iii)

1. $|h(t, x, y, z)| \leq M\left(|x|+|y|^{\beta}+|z|\right)$ for $0 \leq \beta<1$ provided $M<$ $\frac{\pi}{8 \sqrt{16+\pi^{4}}}$
2. $|h(t, x, y)| \leq M\left(|x|^{\beta}+|y|+|z|\right)$ for $0 \leq \beta<1$ provided $M<\frac{1}{\pi}$
3. $|h(t, x, y, z)| \leq M\left\{|x|^{r}+|y|^{\beta}+|z|^{\gamma}\right\}$ for $0 \leq \gamma, \beta, r<1$ for some
4. $|h(t, x, y, z)| \leq M\left\{|x|^{\beta}+|y|^{r}+|z|\right\}, 0 \leq \beta, r<1$ for some constant
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