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Abstract 

Laboratory measurements of three predicted wave types (two compressional or P-waves 

and one shear S-wave) have been made in artificial soils. The Type-I P and S-wave are 

predicted to be most sensitive to the macroscopic elastic properties of the frame, whilst the 

Type 11 P-wave is predicted to be most sensitive to the hydrodynamic material properties. 

A loudspeaker source has becn used for the preferential excitation of the Type I1 P- 

wave whilst preferential excitement of the Type-I P-wave has been accomplished using a 

mechanical shaker. Probe microphone ineasurements of the Type-I1 wave allowed the 

flow resistivity and tortuosity of the material to be determined using a rigid frame model, 

whilst deduction of elastic moduli has been made froin signals received at buried 

geophones. Tt has been shown that microphone signals include Type-I P-wave energy in a 

high flow resistivity soil. Acoustically deduced soil properties are consistent with 

mechanically derived values. 

A systematic investigation of outdoor measurements of acoustic-to-seismic 

coupling ratio has been made. From the measurements, it has been found that the 

geophone-ground coupling has a great effect upon the measured coupling ratio. In-situ 

c;ilihratioii methods have been developed to overcome this problem. whilst the novel use of 

a Laser Doppler Vibrometer has been proposed to provide a completely non-invasive 

inethod of measuring motion in soils. 

The nicasui-ed coupling ratio has been compared with theoretical predictions, using 

a modified Bio-Sto11 formulation. The model can be used to predict values of flow 

resistivity, porosity, hulk and shear moduli and layer depths. Reasonable agreement has 

been obtained between the model and data. 

Procedures that exploit acoustic-to-seismic coupling data and models to determine 

soil properties have been developed and used to measure the soil properties of friable 

agricultural soils where more standard investigation techniques have proved unsuitable. 



and we can save 700 lire (I . . .  
by not taking soil tests. ” 
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Chapter 1 

Introduction 

1 Introduction 

Over the past decades the increasing strain being placed on the agricultural resources of the 

\vorld. has generated interest into an improved understanding of the structural and 

hydi-odynamic properties of soils. There are already a number of direct and indirect 

methods for the determination of the material properties. However, with a growing 

concern for both the accuracy and the environmental impact of these methods there is a 

need for a cheap. reliable, non-invasive method for the determination of bulk and 

hydrodynamic soil properties. 

Soil strength and rigidity are important bulk properties that control inany factors 

including seed emergence. eIodibility and tillage. Hydrodynamically, knowledge of the 

proportion of air-filled and air-connected pores. total porosity and pore-size distribution. 

tortuosity, air permeability and their variation with depth is desirable to indicate the 

sti-uctural compaction and aeration of a soil. Although. the precise dependence of these 

parameters on crop growth is not yet fully understood, it is known that poor structure, such 

as sniall air-filled porosity and poor drainage. will inhibit plant development. 

Over the past fifty years. there has been considerable effort, in  both civil and 

agricultural engineering. into the development of techniques to determine soil properties. 

Shear box or triaxial tests have long been the standard techniques for soil strength 

determination (Smith, 1994). Direct characterisation of the stnictural properties of soils 

has been developed using image analysis techniques (Ringrose-Voase. 199 1 )> whilst 

indirectly there are several techniques that use liquid or gas flow measurements for 

characterising pore properties (Stinson and Daigle. 1988). 

Most of these techniques involve the removal of a soil packet to be tested later in a 

laboratory. This removal either alters or totally destroys the in-situ soil structure, making 

the results difficult to interpret. These tests are also labour and time intensive and since 

many of the soil parameters of interest vary continuously with time, there is a need for 
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continuous monitoring in a tolerably non-invasive manner. Wave propagation techniques 

can provide a means for determining the physical properties of soils with minimum soil 

disturbance. The measurement techniques align themselves to being portable and so 

suitable for field sites. Furthermore, measurements can be performed continuously without 

sample alteration once the source and receivers have been placed. 

The propagating waves can he either seismic or acoustic. Seismic waves propagate 

in the bulk soil and are most sensitive to the macroscopic elastic properties of the soil 

frame. Seismic wa\les are pi-imarily excited through direct contact with the soil surface. 

using mechanical vihrators. drop weights or explosive charges. Seismic investigations are 

commc~nly used to obtain inforniation about the depth to the interface separating materials 

of  different properties. and to obtain information about various physical propel-ties of each 

material (Telford ri t i / . ,  1976). 

Acoustic waves propagate prcdominantly through the soil pore space and are 

$ensitive to the hydrodynaniic properties of the soil. Acoustic waves in the pores are 

excited by iiisonifyiiig the grouiid using loudspeakers. Several authors (Moore and 

Attenborough. 1992: Sabatier et o/. .  1996) have used acoustic waves to determine the air 

permeability and porosity of soils. 

In principle however. acoustic waves can be used as the principal source of induced 

ground motion in porous elastic materials. Theoretical inodeis of acoustic and seismic 

wave propagation in porous elastic maierials predict the existence of two types of 

dilatational and one rotational L V ~ Y K .  The first dilatational wave is primarily transmitted 

through the bulk soil and the becond is primarily transmitted through the soil porcs. This 

inethod of excitation has the advantage that tlic input source energy is non-irivasivc. 

especially when compared to the use of explosives in scisniic exploration. 

In light of this, there have been several studies in recent years that have involved the 

phenomena of acoustic-to-seismic coupling (Albert and Orcutt, 1989; Bass ri u/., 1980; 

Sabatier et d., 1986a). The acoustic-to-seismic coupling ratio is the ratio of the pressure 

exerted by an acoustic wave at a point on the surface to the acoustic particle velocity 

generated at the surface at that point and forms the main focus of this dissertation. 

A study has been made into the extent to which acoustic-to-seismic coupling can he 

used in the determination of soil properties. In general: this project is concerned with the 

problem of making inferences ahout physical systems from data. To make these inferences 

quantitative, one must answer three fundamental questions. 
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1) How accurate is the data? 

( I s  the dutu reliable? Huve all errors in the datu collection been minimised?) 

2) How accurately can we model the response of the system? 

(Huve we included all the physics in the model that contribute significantly to the 

data?) 

3) What is known about the system independently of the data? 

(This is called u priori information and is essential for optimisation of a system. There 

will be unreasonuble i~alues of purumeters thut can be used in the models that will 

allow the model to $t the known datu. Prior information is the means by which we 

reject or give less credence to uiireasonable models.) 

Of these three fundamental questions it is the first which is of most importance in this 

project. There has been a great deal of time spent developing and improving the 

theoretical models to describe the ground response to an external acoustic disturbance. In 

contrast, very little work has been undertaken into a coherent investigation into the 

experimental measurement of acoustic-to-seismic coupling and its subsequent use in the 

deduction of soil properties. To the author’s knowledge, this thesis is the first to explore 

the possibility of obtaining structural (i.e. elastic constant) information as well as 

information about pore properties froin acoustic-to-seismic coupling incasureinents. 

Since the study is multi-disciplinary in nature, covering acoustics, seismics and soil 

mechanics, it has been found necessary to give brief outlines of background information in 

the text. It is hoped that this will provide a clearer understanding of the project for those 

unfamiliar with each of the relevant disciplines. 

The majority of the experiments undertaken as part of this study involved the use of 

the Labview programming language for the acquisition and partial analysis of the 

experimental data. All the programs used were written specifically for the project by the 

author. A brief note on the fundamentals of FFí based signal analysis and measurement, 

with specific relation to Labview has been given in Appendix A. 
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1.1 Thesis Outline 

The background to this study is described in the remainder of Chapter 1 in the form of a 

literature review of published material relating to two topic areas. Firstly, the development 

of theoretical formulae that have been used to describe the ground response to an external 

acoustic disturbance and secondly. a summary of the experimental investigations that have 

included, to some degree, measurements of acoustic-to-seismic coupling. 

Chapter 2 then gives a more detailed description of some of the theoretical models 

that have been outlined in the literature survey. The models are described in sequence of 

increasing c»niplexity. Nunierical predictions arc given to outline differences between the 

models. 

Several differing experiniental techniques have been used throughout the study from 

ivhich soil properties have been deduced. Chapter 3 outlines the procedures and 

techniques used for each set of experiments from which soil property deduction have been 

made. 

Chapter 4 gives a description of each experimental location both in and outdoor. A 

description of the mechanical properties of the materials used throughout the project is 

given which is later used as a comparison to those calculated using the wave propagation 

techniques. At the beginning of this chapter a brief introduction to soil properties and 

mechanical testing techniques is given. 

Chapter 5 provides u detailed description of the indoor experiments undertaken. This 

work covers the mcasurcmcnt of the two dilatational waves and one rotational wave 

predicted by poro-elastic theory and their use in soil property deduction. A description is 

given of the calibration of the sensors used throughout the project. Finally, an account o i  

the use of a Laser Doppler Vibrometer (LDV) in acoustic-to-seismic coupling 

measurements is detailed. 

Chapter 6 gives the results and analysis of the experiments outlined in Chapter 5. 

Chapter 7 is similar to Chapter 5 in that it provides a detailed description of the 

outdoor experiments undertaken, at locations described in Chapter 4. The experiments 

cover the seismic refraction method for the deduction of ground layering and wave 

velocities (plus a brief introduction to seismic investigation theory); the measurenient of 

acoustic-to-seismic coupling in varying inaterials. including the reliability of these 
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n1easurements and the effect of experimental set-up on the recorded spectra; and the in-situ 

n ueophone calibration method. 

Chapter 8 gives the results and analysis of the experiments outlined in Chapter 7 

Finally a summary of the project and implications of the work for an applied use and 

for further areas of research and investigation are presented in Chapter 9. 

1.2 Previous Work 

In the following section a litcraturc sui-vcy is givcn which, though not exhaustive, provides 

background information on the theoretical models to describe the interaction of airborne 

sound with the ground. The second section highlights some of the experimental work 

undertaken. Since experimentally. acoustic-to-seismic coupling has received 

comparatively little attention. available data comes from a variety of indirect and direct 

investigations. 

1.2.1 Thearetical Models 

The influence of the presence of the ground surface on outdoor sound propagation has 

received considerable attcntion including Embleton et o/. ,  1976: Boleii and Bass. 198 I; 

Delaney and Bazely, 1970; Attenborough, 1983 and Attenborough, 1985. These models 

assume that the ground is locally reacting so that its acoustical properties are described 

adequately by its normal acoustic surface impedance. 

A common assumption of all the models is that the frame of the porous material is 

rigid, so that for acoustical purposes. the porous medium may be regarded as that of an 

effective or modified fluid. For many ground surfaces, this assumption appears to be 

satisfactory, but is clearly unsatisfactory when describing the response of buried geophones 

and microphones to sound waves in the air. 

Air-ground coupling has been of considerable interest in geophysics, both because 

of the measured ground-roll caused by intense acoustic sources and the possible use of air 

sources in ground layering studies. Theoretical analyses have been carried out for 



spherical wave incidence on a ground consisting either of a fluid or solid layer above a 

fluid or solid half-space (Press and Ewing. 1951; Jardetsky and Press, 1952). Hastrup 

(1980) investigated cases of shallow wave propagation where the sea bottom consists of a 

layer of soft unconsolidated sediments above a high velocity layer and this model was 

applied to acoustically induced ground motion by Attenborough (1986). 

In seismic geophysics. the ground has been modelled as that of a layered elastic 

medium. The theory of motion in an elastic medium has been treated widely and can be 

found i n  many reference books (Ewing et o/.. 1957; Aki and Richards, 1980). However. to 

accurately describe the phenomenon of acoustic-to-sei?mic coupling it has been found that 

the ground must be modelled as an elastic porous material (Attenborough er d., 1986; 

Sabaticr et aí., 1986a.b: Tooms, 1990; Taherzadeh. 1997). 

Biot undertook the seminal work in the modclling of prnpagation in porous elastic 

media. Starting with a paper on cnnsolidation of porous elastic materials in 1931 (Biot, 

1941 ì. he developed a comprehensive theory for the static and dynamic response of linear. 

porous iiiatci-ials containing a compressible fluid. He considered both low and high 

frequency behaviour (Biot, 19S6a. b). and has included the possibility of viscoelastic or 

viscodynamic response in various components of his model (Biot. 19621, b). 

At around the same period Frenkel ( 1944) and Brandt (1955) had discussed wave 

propagation i n  porous media. although in a less rigorotis manner. Beranek (1947) and 

Zwikker and Kosten ( i  949) had also made consideration of consolidated inaterial with an 

elastic frane.  although in bnth cases sticar motion w a s  ignored. Their theories were based 

upon the use of impedances. 

Brutsaert (1964) considered a three-phase material and predicted the possibility of 

three kinds of dilatational waves. Bolton (1984) modified the model of Rosin (1973) to 

include frequency dependent viscous and thermal effects, although Allard has indicated 

that the Biot theory is more self-consistent than the niodels of Rosin, Baranek or Zwikker 

and Kosten. 

The above models essentially describe the medium by conceptual pore 

microstructure. Attenborough (1982) undertook a review of theories that specify a model 

microstructure for the solid constituent. This delineation covered a wide range of materials 

iiicluding parallcl and stacked fibres. packed spheres. arrays of solid cubes or cylinders. 

and a lattice of arbitrarily shaped m a s  elements with viscoelastic connections. One 

common feature of all these models. however. is their unsuitability for wide application 

due to the assumptions made about the microstructure. 
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1.2.1.1 The Biot Theory 

Biot's 1956 papers began by examining the stress-strain relationships in an isotropic elastic 

solid containing a fluid. This showed that in the absence of dissipation the material could 

be described by four distinct elastic constants: two corresponding to solid Lamé constants. 

one corresponding to the modified bulk modulus of the fluid and a fourth corresponding to 

a coefficient of coupling between the volume change in the solid, and that in the fluid. 

The kinetic energy in the medium was described in terms of three mass coefficients 

and, via Lagrange's equations, equations of motion for dilatational and rotational (shear) 

waves in the niediurn in the absence of dissipation were derived. It was shown that, 

assuming the pore fluid to be an ideal fluid, one rotational and two dilatational waves exist. 

and equations for their velocities were derived. 

The derivation for the equations of propagation was then repeated, using a 

dissipative term in the LaGrange equations, as a function of the velocity difference 

between the solid and fluid, and hence as a function of the frictional forces on the walls of 

the pores due to the viscosity of the flow. Poiseuille flow in the pores was assumed to 

occur, thus the dissipative terms were give,n a simple form. An approximate limiting 

frequency above which Poiseuille flow breaks down was then derived as a function of pore 

diameter and fluid viscosity. 

In the second paper íßiot. 1956b) the viscous forces on the pore walls were 

examined for txvo pore shapes at frequencies above which Poiseuillc flow breaks down. 

Biot showed that for flows at these frequencies a modified viscosity coefficient could be 

calculated which corrected for noli-Poimiille Ilow. 

Biot (1962a) went on to derive detailed stress-strain relations for porous elastic 

media. In this paper. he also considered the problem of the attenuation of waves due to the 

movement of fluid into and out of cracks in the solid frame and the areas of intergranular 

contact were also considered. 

In the following paper (Biot. 1962b). the derivations of the equations of 

propagation were modified and a "viscodynamic operator" was introduced. This included 

the effects of both the viscous and the inertial forces between the solid and fluid, including 

the modified viscosity on the breakdown of Poiseulle flow. 

Stoll (1974) developed a theory of elastic wave propagation in porous media based 

on the work of Biot. Stoll attempted to include in the calculation of attenuation, the effect 
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not only of viscous forces due to the relative movement of solid and fluid, but also the 

effect of the movement of fluid into and out of the contact areas between grains as the 

frame expands and contracts. Stoll also attempted to relate the fast longitudinal and shear 

wave velocities of a porous solid to the static stress on the solid. This could be related to 

the depth of burial and hence theoretical velocity-depth relations were derived. 

The Biot-Stoll model predicts the existence of three wave types in the porous 

medium. These arc two dilatational waves and one rotational. In a material consisting of a 

dense solid frame with a low density fluid saturating the pores, the first kind of dilatational 

wave has a velocity very similar to the dilatational wave (or geophysical "P" wave) 

travelling in the drained frame. The attenuation of the first dilatational wave type is 

howevei-, higher than that of the P wave in the drained frame. The extra attenuation comes 

from thc viscous forces in the pore fluid acting on the pore walls. This wave has negligible 

dispersion and thc attenuation is proportional to the square of the frequency, as is the case 

for the rotational wave. This viscous coupling leads to some of the energy in this 

propagating wave being carried in the pore fluid as a second type of dilatational wave. 

The second dilatational wave has a much lower velocity than the first in most cases 

relevant to air-saturated soils. Its attenuation also stems îrom viscous forces acting on the 

pore walls. Its rigid-frame liniit is vcry similar to the pore wave, which travels through the 

fluid in the pores of a rigid-porous solid in the Rauleigh-Atteiiborough propagation model 

(,Attenborough, 1987). Most of the cncrgy in this wave type is carried in the pore fluid, 

Howevcr. the viscous coupling through the pore \valls Icads to some propagation within the 

solid frame. At low frequencies. it has the nature of a diffusion process rather than a wave. 

being analogous to heat conduction. The attenuation for this second dilatational wave is 

higher than that of the first in most materials and the real and imaginary parts of the 

propagation constant are nearly equal. 

The rotational wave has a very similar velocity to the rotational (or geophysical 

"S") wave carried in the drained frame. Again therc is some extra attenuation due to the 

viscous forces, and there is some differential movement between solid and pore fluid. The 

fluid is unable to support rotational waves, but is driven by the solid. 

The propagation of each wave type is determined by a number of parameters 

relating to the elastic properties of the solid and fluid components. Considerable work has 

been undertaken to identify these parameters and determine appropriate forms for specific 

materials. Although Biot developed his theory in the 1950's. its practical application was 

limited until Stoll and Bryan (1970) and Stoll (1974) applied the theory to attenuation i n  
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marinc scdiments. including terins to accounts for losses due to grain-to-grain contacts and 

a viscous fluid loss. 

Plona (1980) first observed slow wave propagation in water-saturated porous 

ceramics and correlation with the Biot theory was provided by Berryman (1980) and Dutta 

(1980). The theory has found wide application in understanding the propagation and 

attenuation of the fast and shear'modes in sediments (Stoll, 1977) and rocks. The presence 

of the slow wave in rocks has recently begun to be measured (Hunt and Worthington. 

1999) along the interface between layers. although i t  has been shown theoretically to have 

a decay radius in the order of centimetres (Norris, 1985). 

The Biot theory has also bcen applied to partially consolidated media (Johnson and 

Plona. 1982: Berryman, 1981). whilst Ogushwitz (1985a: b. c) Fave an overview of the 

field with emphasis on the prediction of the attenuation properties of sediments and 

suspensions. 

Santos et d. (1990) derived a model for wave propagation in a porous solid 

saturated by t ~ «  iinmiscible fluids. and considered the case of oil and water in sandstone. 

while Bardet and Saycd (1993) coinpared the Biot theory to a three-phase model in relation 

to the attenuation and speed of the fi-ame wave in nearly saturated soils. A recent 

extcnsion to the theory predicts three compressional and two shear waves in a medium 

consisting of ice, liquid water and rock (Leciaire, 1994). 

01,erall. Biot theory has bccn uscd to model outdoor ground surfaces for iinpedance 

predictions (Sabatier. 1986b; Tooms et d. 1993: Tooms and Attenborough, 1989 1, 

transmission of sound into the ground (Attenborough et cri. 1986), acoustic-to-seismic 

coupling (Attenborough et t r l .  1986; Sabatier ef 01. 1986a, b. c;  Tooms, 1990; Taherzadeh, 

1997). and acoustically induced surface waves (Attenborough and Chen, i 990). 

An alternative theory of wave propagation to the Biot theory has been proposed by 

de la Cruz & Spanos (1985, 1989a, b). In this model an allowance is inade for vorticity in 

the perineating fluid. so that two rotational waves are predicted in comparison to the one 

predicted by Biot. Another important difference between the two theories is that in the de 

la Cruz & Spanos formulation porosity is i10 longer taken as a constant propeity but is 

treated as a dynamic variable. 

Thcy started by considering equations of continuity at the pore scale and also the 

boundary conditions at the pore wall. They then used averaging theorems to obtain mass- 

averaged inacroscopic cquations of state for the porous medium. 
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A further approach to the prediction/simulation of ground vibration from airblasts 

is the moving-loud formulation (Miles, 1960). More details on the solution scheme have 

also been given by Siddharthan ef c d .  (1993) and Montcourt (1995). This approach is 

based on the observation that at large distance from a blast point, the air pressure wave 

front propagates nearly horizontally over the ground snrface and hence acts as a moving 

normal load. Although such models ignorc atmospheric refraction. which in many cases 

has significant effect on the induced ground vibration. they nevertheless provide an 

effective means to gain insight into the mechanism of ground vibration and interplay of the 

various environmental parameters (Hole et d. 1998). 

As part of an investigation into the moving load model, Hole et d. (1998) made 

measurements of acoustic pulses out to a range of 1400m using 1 kg unconfined charges of 

C4 plastic explosive as sound soui-ces. These data were compared with viscoelastic and 

poro-elastic FFP inodels and the moving load formulation. 

He concluded that both versions of the FFP model gave realistic values of the 

magnitude of the ground oscillations. although the viscoelastic version predicted too high a 

frequency. He also concluded. that the moving load simulation did not give a complete 

rcpresentation of all the physical processes involved, even if a layered ground was included 

in the calculation. When the moving load propagates with a speed higher than the ground 

speeds (i.e. the superseismic case), ensuing motion is not predicted. although magnitude 

and frequency of the directly induced motion seemed to be of the correct order-size. 

I n  order to make numerical predictions of acoustically induced ground motion 

several authors have produced computer prograins hased around the Biot model. Of most 

interest to this study ai-e the FFLAGS and OASES programs (or more notably SAFARI). 

Both these programs are general purpose computer codes for modelling seismo-acoustic 

propagation in horizonially stratified waveguides using wavenumber integration in 

combination with the Direct Global Matrix solution technique. 

FFLAGS. or Fast Field Program for Layer Air Ground Systems was originally 

developed by Tooms (1990) working at The Open University, with Taherzadeh (1997) 

making further improvements. 

OASES (Ocean Acoustics and Seismic Exploration Synthesis) was developed by 

Schmidt (1988) from his original SAFARI (Seismo-Acoustic Fast Field Algorithm for 

Range Independent Environments) code (Schmidt, 1986). SAFARI was based around a 

viscoelastic approximation of the ground, whilst OASES incorporated the full Biot solution 

for poro-elastic materials. 
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1.2.2 Experimental Studies 

Exploration seismic methods were developed out of pioneering earthquake studies in the 

mid-to-late nineteenth century. The first use of an artificial energy source in a seismic 

experiment was in 1846 by Robert Mallet an Irish physicist, who was also the first to use 

the word “seismology”. John Milne introduced the drop weight as an energy source in 

1885. His ideas werc further devclopcd by August Schmidt. who in 1888 devised travel- 

time distance graphs for the dctcrmination of seismic velocities. In 1899, G.K. Knott 

explained the propagation, refraction and reflection of seismic waves at discontinuity 

boundaries. 

Both the Allies and Axis powers made significant developments in the refraction 

method during the First World War, particularly by Ludger Mintrop. Research was 

undertaken at the time to develop methods by which the location of heavy artillery could 

be achieved hy studying the waves generated by the recoil of the guns on firing. As with 

most geophysical methods. the Second World U’ar provided advances in technology that 

increased the usefulness of the various seismic methods. 

Since the 1980’s. of the two main seismic methods available (refraction and 

reflection). there has been a major shift towards using high-resolution seismic reflection 

surveying in shallo\v investigations (i.e. to depths less than 50m). Previously refraction 

surveying had been principally used within engineering site investigations. However, 

extrenicly shallow investigations are still difficult, due to the lack of a suitably high 

frequency source. In studies of this nature the depth of interest is approximately the first 

h. where typical propagation velocities are less than I O O O d s .  In an attempt to overcome 

this problem, higher frequency sources were investigated. 

Early work was undertaken by Press and Ewing (1951) who investigated the effect 

in seismic exploration of using airborne explosive sources. A typical vertical component 

geophone trace for a shot below the surface showed a sequence of P, S,  and R waves. The 

R waves being distinguished by their retrograde elliptical motion, characteristic dispersion, 

and low velocity. A trace for a shot above the ground gave only a later primary pulse 

followed by a non-dispersive R-wave train whose phase velocity was approximately equal 

to that of sound in air. The frequency of these R waves from the air shot matched that of 

the section of the dispersive train from the ground shot which was travelling along the 

surface at the velocity of sound. It was therefore inferred that there was a resonant 

coupling between the airwave and the R-wave, this was modelled as a succession of 
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infinitesimal impulses incident on the surface producing dispersive waves in the surface 

along the path of the airwave. The induced wave train will thus be of constant frequency 

and non-dispersive, in contrast to the dispersive Rayleigh wavetrain produced by a below 

surface source (Press and Ewiiig, I95 1 ). 

Mooney and Kasai (1962) also found that appreciable energy was transferred to the 

ground as the acoustic wavefront traversed the surface without this resonance condition 

being satisfied. The induced ground signal took the form of a short pulse followed by 

several cycles of nearly the same frequency but considerably smaller amplitude. 

Sonic boom cffects provided a brief area of  interest in the study of  acoustic-to- 

seismic coupling (Goforth and MacDonald, 1970). where typical seisinograins revealed 

constant-frequency air-coupled Rayleigh waves. Rocket launchings have also provided 

further data with Heller and Weiss (1967). They studied the fi.eequency distribution of the 

ground-induced motion due to a launching 800m away, but yielded no quantitative value of 

the coupling as the acoustic-seismic component was ohtained by subtructing the theoretical 

contribution due to ground motion coining directly froin the launch pad. 

McCarty and Dalius (1971) found that the air coupled seismic system was much 

larger in amplitude than that produced directly froin the vibration of the launch pad during 

the launch of a rocket. Ci-owley and Ossing (1969) examined the seismic signals froin 

rocket firings to assess their effect on a "natural" runway surface 8km away as a possible 

means of detecting rocket firings. Static firings were found to produce very weak broad 

band seismic, but they found that in geologically suitable areas air coupled waves were 

significant and would allow seisiiiic detection ranges of up to tens of kilometres in 

moderate seismic noise conditions. The filtering actions of the ground layers served to 

reduce the source broadband signal to narrow band of approximately 5Hr.  wiiii effects due 

to the thinning of the surface layer. 

The US Air Force Geophysics Laboratory has been studying seismo-acoustic 

coupling foi- many years with their interest being i n  the coupling of low frequency 

acoustics in the ground and structures. They are particularly interested in the detection and 

tracking of low flying subsonic aircraft by use of the acoustic-coupled phase (Crowley and 

Blaney. 1987) and the acoustic induced effects on structures, primarily archaeological 

sites, by very low flying aircraft (<200m). 

Earlier Crowley (1985) had studied the forecasting and measurement of the vibro- 

acoustic environment for Shuttle launches at the Vandenburg Air Force Base in support of 

facility design. operation and lifetime prediction. This report was part of a comprehensive 
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review of all Shuttle launch sites, as the launch complex and natural setting for Shuttle 

operations between sites are markedly different in many ways. 

Acoustic-to-seismic coupling has been found to be an important parameter in the 

monitoring of sub-surface conditions. especially in the detection of buried objects or 

cavities. Cook and Wormser (1973) found ground-induced vibrations due to a suspended 

loudspeaker source to be easily detectable by a geophone buried 300mm deep. Local 

changes in the surface (such as digging a hole and refilling) produced an increase in 

vibration levei. Triaxial geophones confirmed that R-waves formed the main propagation 

mode. 

The frequency spectra of the coupling was found using a swept sine up to 300Hz 

and showed the peaks in  spectra to be independent of source height. There was also a fall 

off in the spectra over 200Hz. which they considered to be either real or due to the 

geophones. The detecting geophone used was at an angle of grazing, and this may partly 

explain the contrasting results of Antmann ( 1  970) who undertook measurements at normal 

incidence and found a strong dependence on source height, though this effect could 

possibly be due to near field effects of the speaker. 

The total propagation loss from the source to the geophone included an unknown 

contribution froin the air-ground interface. They also found this unknown contribution in 

further measuremcnts. where they suspended a loudspeaker in a hole beneath the ground 

surface. The hole was blocked to prevent a direct airborne path to the geophone and was 

calculated using the standard plane wave normal incidence rigid boundary relation for the 

traiisiiiission coefficient. A further assumption made was that the velocity in the soil was 

equal to the \peed of swi id  in the air. They calculated a frequency-independent interface 

loss of 27dB and hence a loss in the soil of 14dB/iii at IOOHz. This was taken to indicate 

shear wave propagation. 

More directly, several experimental investigations have used arrays of geophones 

and niicrophones at various distances from the sources emitting acoustic waves and 

mechanically isolated from the ground, and from vehicles constituting combined acoustic 

and seismic sources. over various ground surfaces in order to characterise acoustic 

coupling as a function of ground type (Flohr and Cress, 1979; Peck, 1987; Bass et al. 

1980). 

In the work by Bass et r i / .  (1980), seismic coupling was investigated in the 

frequency band 20 to 300Hz. A loudspeaker was suspended a measured distance from the 

ground (between lrn and IOm). The source signal was a swept frequency of between 20 
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and 700Hz. The microphone receivers were varied in height between 0.0 and 2.0m, with 

the geophoncs buried to approximately 0.05m. Results for vertical, horizontal and radial 

motion indicated that the couplcd seismic signal is greatest for vertical. next for radial and 

least for trmsverse. though the difference between radial and vertical displacement 

velocities %'as not great and depended upon speaker altitude. The seismic structure of the 

ground was determined using standard seismic refraction techniques. 

The recorded ratios exhibited peaks at certain low frequencies (less than 100Hz). It 

was found that the peaks in the seismic coupling coefficient altered in frequency when the 

height of the source was altered. It was also found that some of the peaks were near the 

frequencies predicted by a simple waveguide model (Espanosa and Sierra. 1967). although 

for other peaks the alteration in frequency could not be explained. 

Bass and Bolen's (1983) further work included the measurement of seismic 

structure of t\vo ground surfaces, together with measurement of soil samples for bulk 

density and flow resistivity. rind the lise of probe microphones to measure the acoustic 

propagation i n  the soil. The acoustic-scisinic transfer function was then measurcd and 

compared to the transfer function predicted by a single layer Biot model. Although 

agreement was reasonable, much of the fine structure in the coupling could not be 

predicted. 

Further work (Flohr and Cress. 1979) up to 600Hz gave coupling data differing 

from the earlier work and revealed ii significant variation of the results between geophones 

depths of 0.5 and l.0m in the range 100-200Hz. The magnitude of the coupling also 

increased with bandwidth, giving a different response to an impulsive or limited-bandwidth 

continuous signals. 

In a follow-up to the previous work undertaken by the US National Centre for 

Physical Acoustic (NCPA). Sabatier et d. (1986~)  undertook a more systematic 

investigation to determine the location and magnitude of maxima in the acoustic-to-seismic 

transfer function. In this paper. the seismic transfer function for a desert site is compared 

to the seismic transfer function for holes dug in the desert floor, which were filled with 

pumice. The hole geometry was rectangular and hole depths varied from 0.25111 to 2.0m. 

The p- and s-wave speeds. densities, porosities and flow resistivities for the desert floor 

were all measured 

By varying the hole depth and the fill material, the maxima in the seismic transfer 

function was shifted in frequency and location. The results compared reasonably with that 

of a hard-backed layer calculation. 
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In a similar manner, Van Hoof (1986) carried out a series of experiments to 

determine the acoustic attenuation and propagation velocity for several materials. To 

achieve this lm’ holes were cut and filled. The main implication of the work was to study 

the application of unattended ground sensors to detect, locate and classify targets of 

interest and was a continuance of previous work (Van Hoof and Doorman, 1983). 

The measurements were carried out on a military terrain in Wezep, NL. The site 

was first characterised with boreholes dug to determine the ground profile and soil 

property measurements taken on the materials. It was shown that inconsistencies were 

found in the results with time and between geophones buried at differing depths. 

Although. it was experienced that the deeper geophones responded more consistently under 

various distances, source heights and metcorological conditions. 

From a number of these experimental investigations it seemed clear that large 

differences were being found in the coupling ratio with geophone positioning and with 

time. Although. this could be attributed to either. meteorological effects on the 

microphone or errors in microphonc positioning, experiments by the author led to the 

conclusion that variations in the geophone signal were causing the recorded differences in 

the spectra. ,411 investigation was therefore made into the phenomena of geophone-ground 

coupling. 

The subsequent review showed that this was a problem that had occurred in seismic 

data acquisition. It appears that the first investigation was made by Washburn and Wiley 

(1941). who discovered that geophone ground coupling is a resonant phenomenon and 

deinonstratcd that thc coupling could distort the seismic signal by altering both the 

amplification and phase of  the higher frequencies. Fail et d. (1962) inade both field and 

laboratory tneasurcmcnts of coupling. 

It appears that there has been inore theoretical modelling of geophone ground 

coupling than actual experimental work (Wolf, 1944; Miller and Pursey, 1954; Lamar, 

1970; Asten. 1977: and Hoover and O’Brien, 1980). This list would be even longer if i t  

included those who solved some of the mathematics relating to a point force near a surface. 

Howevcr, all the work modelled the coupling as a rigid cylinder resting upon a isotropic 

elastic half-space. The models do vary in the form of attachment, choosing either a 

uniform normal stress distribution under the cylinder or using a stress distribution for static 

loading. With either form, a complex mixed boundary value problem is formulated in 

terms of integral equations that are solved numerically. 
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Krohn (I 984) has made a comprehensive study of geophone-ground coupling both 

theoretically and with laboratory experiments. He showed that the coupling is adequately 

modelled by a siinple resonant system in terms of a single coupling resonant frequency and 

damping factor. The vertical coupling resonant frequency and damping depends upon the 

firmness of the soil in  which the geophones are planted. He concluded that burying the 

geophones or using longer spikes would increase the resonant frequency coupling, 

although the dnmpiiis facioi- is Ci-eater foi- buried geophones. 

Krohn also showed that the coupling resonances are insensitive to changes in  mass 

or diameter of the geophone. although this disagrees with the results of Hoover and 

O’Brien (Hoover and O‘Brien, 1980) and Omata (1983). Both these studies showed that if 

vibration transducers with different weights and base areas were placed on the same soil 

surface. the values measured by each transducer would be different for the same ground 

motion. 

However. the Hoovcr and O’Brien conclusions of base size dependence o f  the 

coupling wcre based upon experimental work that included three points in sand and clay. 

Although, they reported an increase with base size of resonant frequency in sand. their 

work with clay did not show a change. The differences in the results may be due to the 

Hoover and O’Brien work being based upon large seismometers mounted on a flat base. 

Whereas. the geoplioiies used by Krohii were basctl on tlie inore modern design which 

incorporates a long spike on the base. The modern geophone is dominated by i t  spike. 

which has il very d rent set of stress distributions than a flat base. With a spike i t  is 

likely that variations of soil conditions near the surface become very important. 

It appears the calibration of the geophone is an important factor for measurements 

requiring accurate amplitude data and for frequencies higher than those used in standard 

seismic investigations (>200Hz). This could be either the determination of the frequencies 

and characteristic modes of vibration of an arch dam using data obtained from geophones 

attached to the dam or more importantly for this study, ac«ustic-to-seisinic coupling 

meusurements. 

The most direct method of calibrating a geophone is to drive it with a shaker table 

having a well-defined mode of vibration and amplitude over the required frequency range. 

MacArthur (19SS) describcs a system of geophone frequency calibration using a shaker 

table after his search of the literature did not reveal a suitable frequency calibration 

procedure. Although. i t  has been rioted that further experimental testing is required to 

calibrate shaker tables precisely (Hudson. 1984). Hence. indirect methods are used for in- 
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situ calibration of geophones. The release test (Krohn, 1984) and the phase-ellipse test (Liu 

and Pcselnick. 1986) are the two most practical methods. 

To ovcrcome the problems associated with the use of geophones for ground 

vibration measurements. non-invasive measurement systems have been investigated. 

Arnott and Sabatier (1990) undertook an investigation into the use of a Laser Doppler 

Vibrometer (LDV) in acoustic-to-seismic coupling measureinents. 

The use of the frequency shift of laser light (or Doppler shift) to measure flow 

velocities was first demonstrated experimentally in I964 and has since undergone 

continued developmcnt (Bouchard and Bogg, 1985). Various Laser Doppler Vihrometcrs 

(LDV) were built in the late sixties (Massey, 1967; Whitmdn er al., 1968) and are intended 

for non-contact vibration measurement from diffuse or specularly reflective surfaces. The 

LDV measures the moving velocity of an object by detecting the frequency shift of the 

laser. 

The work by Arnott and Sabatier ( 1990) compared the response of a geophone to a 

propane cannon burst and to continuous waves from a speaker system. Measurements 

were in the frequency range 100 to 500Hz. The geophones were positioned in a well- 

packed consolidated soil, which had been manicured with a straight edge to be horizontal 

so that the scattered light followed the path of the incident light. 

They showed that the response of the LDV followed the geophone when the LDV 

probe beam \ ~ i h  focusscd on the scophonc m d  that ii similar response was seen when the 

prohc beam was focussed directly onto the soil 0.10in away. They also gave a description 

of the modifications necessary to use an off-the-shelf LDV system in outdoors acoustic-to- 

seismic coupling measurements. They did show however, that the quality of the LDV 

signal was detrimentally affected by wind noise by causing the laser beam to sample many 

different soil parcels. 

LDV's have heen used by several other workers, investigating or utilising elastic 

wave motion. Bouchard and Bogy (1985) developed a technique for the experimental 

measurement of scattered surface waves. The primary motivation of the work was in the 

field of non-destructive evaluation (NDE). In NDE, piezoelectric disks are used as active 

elements of transducers, which arc usually mounted on the test piece with a viscous 

couplant. These transducers allow the detection of the ultrasonic wave motion scattered 

from passive flaws or generated by actively growing flaws, yielding information about the 

geometry and orientation of these flaws. 
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The mechanical detection of the incident and scattered waves using piezoelectric 

trans&Icei-s is problematic due to the narrow bandedness and the poor characterisation of 

the tr;insducers. However, they found that the LDV avoided problems with reproducibility 

due to mechanical contact of the detector and the detection was very versatile in terms of 

frequency and amplitude. 

Laboratory studies of seismic wave propagation in inhomogeneous media using a 

LDV tias been Lindertaken by Nishizawa et d. (1997, 1998). In the first paper they 

&velopcd the system ror studying elastic wave propagation and showed important features 

of the waveforms that were due to thc inhornogcneities, such as the change in P-wave 

particle motion caused by scattering. The second paper deals specifically with the 

detection of shear waves in rock samples. 

Their measurements were accomplished by attaching a commercially available 

reflective sheet. covered Lvith 6Opn spherical glass Icns, to the rock sample. Since the 

spherical lens strongly reflects the laser beam along its incident direction, the vibration of 

the saiiiple surface along the beam direction can be detected. Measurements were taken of 

surface motion in three different directions to derive the three-component elastic 

waveform. 

An investigation has also been made by Hickey and Sabatier (1986) into the use of 

in-situ microphones for the iiieasureineiit of elastic waves. This was undertaken as part of 

a set of measurements of phase velocity and attenuation of the two dilatational waves (Biot 

Type-I and Type-ti) and one rotational wave. predicted by the Biot theory. in an air filled 

unconsolidated sand for the deduction of the bulk elastic properties of the material. 

They showed that for the material used that the microphones produced the same 

Type-I P-wave phase velocity as that iiieasured by vertical component geophoiics. using a 

mechanical shaker source and that a loudspeaker source produced selective excitation of 

the Type-I1 P-wave which could be detected by both the microphones and geophones. 

Using the measured Type-I P-wave phase velocity an inversion was made for 

values of the undrained bulk modulus of the material using an “elastic” wave theory and a 

limit of the dual wave theory. It was shown that dual wave theory does not incorporate the 

proper attenuation mechanisms and the values determined for the undrained bulk modulus 

were larger. 

They also used the loudspeaker source in conjunction with a probe microphone. 

From these measurements, values for the tortuosity and permeability of the sand were 
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determined using the rigid frame model. This work was a continuance of previous work by 

Sabatier et d. (1996) which describes the development of the technique that had begun 

with work by Moore and Attenborough (1992) and Sabatier er al. (1990). 

1.2.3 Conclusions 

It appears from the literature review that considerable effort has been made to theoretically 

describe acoustically induced motion. Models range from those based on simple 

resonances in a layer through to more complex models using wavenumber integration in 

combination with the Direct Global Matrix solution technique. These models have 

described the ground us either elastic or porous elastic materials. 

Experinieiitally. although a number of workers have considered acoustic-t«-seisiiiic 

coupling, much of this work has been carried out for the development of detection systems. 

Very few workers have undertaken a coherent investigation into the use of acoustically 

induced ground motion to determine the physical properties of the ground. These studies 

have raised a number of questions concerning the influence of the experimental 

configuration on the i-ecorded spectra and the overall reliability of the data. 

It is hoped that the present work wi l l  go some way to resolving these issues, 
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Chapter 2 

The Prediction of AcoListìcallv-Induced Ground Motion 

2 Introduction 

There have been several theoretical models formulated for the prediction of acoustically 

induced ground motion. These range from simplistic models based on plane waves and 

non-porous elastic layer resonances to more complicated models which consider full-wave 

propagation in layered porous and elastic solids. Measurements of the acoustic-to-seismic 

coupling ratio in soils show the variation in masnitude of the coupling with frequency. 

Models therefore need to predict the frequencies at which the maxima and minima occur as 

well as the magnitude of the extrema. 

This chapter wi l l  outline the mathematical formulations for four of the available 

models in order of increasing complexity. The first two models. based around layer 

resonance, predict only thc frequencies at which the maxima and minima occur. Models 

that are more complex are required to also calculate the magnitudes and two of these will 

be described. 

As stated abovc and outlined in the literature review in Chapter 1. a number of 

models arc available for the prediction of acoustically induced ground motion. It is beyond 

the scope of this study to address all models: the models presented here are the most 

widely accepted. 

2.1 Single Rigid-Backed Layer 

This model is the most simplistic available and is based on wave interference within a 

single layer. It is assumed that the layer is a homogeneous elastic layer, bounded by a 

pressure release boundary at the air-ground interface and a rigid solid half space with a 

totally reflecting interface at the base (Figure 2-1). 
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Substrate C2@2 

An airborne acoustic plane wave is incident at the ground surface, i t  is partially reflected 

back into the atmosphere, but also excites elastic vibrations in the ground. The elastic 

waves are incident on the rigid half space and are totally reflected. The reflected waves 

travel throush the layer and upon rneeting the pressure release boundary interfere with 

further incoming waves. 

The condition for constructive interference is that the extra path length travelled by 

the first wave is exactly an integral number of wavelengths. Furthermore, since the upper 

surface is assumed to be a pressure release boundary it produces an additional phase shift 

equal to n. This is equivalent to an extra path length of '/z the wavelength. Therefore, the 

condition for constructive interferencc can be written as: 

¿ìPL = n/l + % A  (Ey. 2-1) 

where: 

FPL = Path length difference 

h = Wavelength 

To calculate 6PL. we can make Lise of simple trigonometrical relationships. Referring to 

Figure 2-1. 6PL can be determined from the lengths BC + CD. It can be seen that: 
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and that: 

We h; : stated th; 

17 
CD=- 

coso 

AD = 2h(tanO) 

2hsin’O 
cos 8 

A B  = AD(sin0) = 

li 2hsin’O BC = CD - AB = ~ - 
coso coso 

SPL can be determined from the lengths BC + CD: 

(Eq. 2-2) 

(Eq. 2-3j 

(Eq. 2-4) 

(Eq. 2-5) 

=-( i-sin’O)= îhcos8 (Eq. 2-61 2h 2hsin’o 2h 
cos0 cos0 cos8 

SPL = BC+ CD =-- 

Using Sncll‘s law it can be seen that: 

sin 0 = -sin L‘I : O,, 
C,I 

(Eq. 2-7j 

and (Eq. 2-8) 

Then SPL = ? / d i  -[:sin 8” 1 (Eq. 2-9) 

Using the expression for 6PL shown in Equation 2-1 and /z = ‘A 

( E q  2-10) 

where 

f =  Resonance frequency 
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c i  = Wave speed in the ground layer (compressional or shear speed) 

cu = Speed of sound in air 

This then gives the frequencies of the first and subsequent harmonics for either 

compressional or shear waves. 

Two simplifying assumptions arc made in this model. The first is that the upper 

interface of the layer is a pressure boundary and the second is that the bottom interface is a 

totally reflecting surface. The latter assumption has been relaxed by Hastrup (1980) whose 

model is the second to be described. 

2.2 Single Soft-Backed Layer 

Attenborough ( 1086) used a model developed by Hastrup (1980) to improve on the single 

rigid backed layer niodcl. In this model. it  is assumed that the bottom interface need not be 

totally reflecting. It is also assumed that the wave speed in the underlying substrate is 

greater than the comparable wave speed in either the upper layer or the air (See Figure 

2-l) ,  such that: 

c2 > Ci) > c ,  (Eq.  2-12) 

and that shear waves are negligible in this case. Since the substrate is no longer totally 

reflecting. the equation for the determination of the path length difference must be 

modified to include the added phase shift at the bottom interface. 

The reflection coefficient at the bottom interface can be written as 

where 

(Eq. 2-13] 

(Eq. 2-14) 

(Eq. 2-15) 

Thus. the phase shift can be expressed as: 
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@=S(+8)  (Eq. 2-16) 

Combining Equation 2-13 and Equation 2-14 together with Equation 2-6 gives an 

expression for the path length difference, 6PL. such that: 

(217 + i ) ~  + S@ - 8 )  c, 211 COS 8 = __ 
2 n  .f 

for n=0,1,2 

(Eq. 2-17) 

(Eq. 2-18) 

(Eq. 2-19) 

The two resonance iiiodcls have been coinpared (Attenborough, 1986) with data measured 

by Van Hoof (,1986). Table 2-1 shows the predicted and measured frequencies of 

interference maxima in thc acoustic-to-seismic coupling ratio. 

Table 2- 1. M r a s i m d  m7d predicted peukfreqrieiicies of ricolistic-to-seismic coupling latiu. 

Asterisks rgfer to mnjor petrks, Sn unù Pn to the nth harmonics of s- and p-wnves 

respectively, 
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It can he seen in Table 2-1 that the softness of the substrate reduces frequencies of the ! 
peaks. It is also clear that for this data set that single soft-backed layer model gives the 

more accurate predictions, even when applied to shear wave resonances. 

2.3 Layered Elastic Media 

The remaining two models that will be described are based on wave propagation theory. 

The first. described hcrc. conccrns the modelling of the ground as a homogeneous. 

isotropic clastic solid, whilst the second method introduces ground porosity. This will be 

described in Section 2.4.  

The following is a brief background to the theory of motion in an elastic medium. 

A more detailed treatment can be found in reference books (Ewing et u/..  1957, Aki and 

Richard\. 1980). 

Seismic \vave\ which conhist of tiny packets of elastic strain cnergy. travel away 

from any scisinic source at speeds detcrniined by the elastic moduli and the densities of the 

inedia through which they pass. There arc two main types of seismic waves: those that 

pass through the bulk of the medium. known as hody ~.vuves: those confined to the 

interfaces between media with contrasting elastic properties. particularly the ground 

surface, are called surface I.VUII'~S. 

A) Body Waveï 

Two types of body wave can travel through an elastic medium. P-waves, which are the 

most important in exploration seismology, are also known as íoizgitudinal, priinury, push 

or corrzpressiorzcrí waves. Material particles oscillate about fixed points in the direction of 

wave propagation (Figure 2-2A) by compression and dilatational strain. The second type 

of wave is the S-ii,uii,e. also known as the tran.svrr.sc, secondary or shear ~.vuve. Particle 

motion is at right angles to the direction of wave propagation and occurs by pure shear 

strain (Figure 2-2B). 
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Figi(re 2-2. Eltrstic deforniatior7.s and groi~nd pcrrticle motions associated with the passage 

(dhody  wave.s (Ai a P-wave and ( B )  an S-wave. P-wuves have short wuielengths and a 

relatively high ,freqiiency. They are longitudinal waws and can travel through the whole 

eart/7, including the molten core. S-iocives d.so have short i.i~rrvelengths and a relntively 

hi,yh ,freqiieiicj,. They UT? tran5i'erse iiui'es and are unable to trrrivl tliroirgh the liquid 

parrs of the rcirth. 

All the frequencies contained witliin body waves travel through a given material at the 

same vclocity. subject to the consistency of the elastic moduli and density of the medium 

through which the waves are propagating 

B )  Surface Waves 

Waves that do not penctrate deep into the subsurface media are known as surface waves. 

of which there arc two types. R q l e i g h  and Love \raves. Rayleigh waves travel along the 

free surface of the Earth with amplitudes that decrease exponentially with depth. Particle 

motion is in a retrograde elliptical sense in a vertical plane with respect to the surface 

(Figure 2-3A) and as shear is involved. Rayleigh waves can only travel through a solid 

medium. Love waves occur only where a medium with a low S-wave velocity overlies a 

layer with a higher S-wave velocity. Particle motion is at right angles to the direction of 

wave propagation but parallel to the surface. These are thus polarised shear waves (Figure 

2-3B). 
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Surface waves have the characteristic that their waveform changes as they travel because 

different frequency components propagate at different rates. a phenomenon known as  uve 

tli.sper,sior~. The dispersion patterns are indicative of the velocity structure through which 

the waves travel. Surface wave dispersion has been described in detail elsewhere (Grant 

and West, 1965: Sheriff and Geldert, 1982). 

Body waves are non-dispersive. In exploration seismology, Rayleigh waves 

manifest themselves normally us large amplitude low-frequeney waves called grormtl-roll. 

Rayleigh waves can mask reflections on a seismic record and are usually considered as 

noise. Seismic surveys are usually constructed to minimise ground roll, which can be 

further reduced by filtering during later data processing. 

The cquations of motion in terms of displacements ii. v. it'. of a point in an elastic solid in 

the absence of body forces is expressed as: 

(Eq. 2-20) 
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(Eq. 2-21) 

(Eq. 2-22) 

where: 

h' = Lamé constant 

p = Lamé constant 

û = Cubic dilatation 

For displaceinents in a solid body. i t  is convenient to define the displacements rt .  I', 11% in 

terms of a scalar potential. cp. and vector poteiitial y (y,, y?. y3) as follows: 

or in vector form: 

di a; 3.x 

(Eq. 2-23) 

(Eq. 2-24) 

(Ey.  2-25) 

@ = V ' q  (Eq. 2-27) 

In general. the equations of motion. given in Equations 2-20, 2-21 and 2-22 represent the 

propagation of a disturbance that involves both equivoluminal and irrotational motion. 

However. by introducing the potentials cp and y]. separate wave equations are obtained for 

these two types of inotion. Substituting Equation 2-26 and Equation 2-27 into the 

equations of  motion. we obtain. using Equation 2-20 for example: 
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Rearranging gives: 

- p 7 - ( A ' + p ) V ~ q - p V ~ q  = 
ax a [ at- 1 

If cach square bracket is zero independently. then the equality will be valid for all u, v and 

iv, such that: 

uhci-c 

And 

where 

(Eq. 2-30) 

(E4. 2-31) 

(Eq. 2-32) 

(Ey. 2-33) 

(Eq. 2-34) 

Similar results can he found using Equations 2-2 I and 2-22. The solution to these wave 

cqtiations is simple if the medium is homogeneous. For a medium in which the wave 

speeds vary with Iicight. ihe mcdiurn can be divided into layers. Within each, the wave 

speed is constant. The wave amplitudes in each layer are evaluated by forming and solving 

the boundary equations between successive layers. 

For spherical waves, the solution can be written in terms of a Hankel transform 

integral. In physical terms, the Hankel integral represents thc solution as a summation of 

plane waves. This method will be described in greater detail in the following section. 
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2.4 Layered Porous Elastic Media 

In the final model to be described, the ground is modelled as an air-filled poro-elastic layer 

above a non-porous semi-infinite, elastic substrate. The poro-elastic Payer supports two 

kinds of compressional waves and one shear wave as opposed to the single compressional 

and shear wave that has been shown to propagate in an elastic medium. 

The formulation given is a modified Biot model. The Biot equations of motion are 

used to determine the propagation constants in the layer material. The following is a 

description of the inethod used to determine the equations describing the two dilatational 

waves. A similar procedure may be followed to obtain equations describing shear waves. 

The coupled equations governing the propagation of dilatational waves as given by 

Biot-Sto11 (Stoll. 1980) can be written as 

(Eq. 2-35) a 2  
at - 

v’ (He - c<) = 7 (p. - p ,  <) 

(Eq. 1-36) a i  
V’(Cr - M < ) =  -(p, 

at ~ k at 

where e = VA (Ey. 2-37) 

and is the dilatation or volumetric strain of the skeletal frame, and 

2 = b N . ( / L  -u) (Eq. 2-38) 

and is the relative dilatation betmen the frame and thc tluid. Also, where 

id = Displacement vectors of the frame 

U = Displacement vectors of the fluid 

F(2.1 = Biot viscosity correction function 

p = Total densiiy of the medium 

p, = Fluid density 

q = Dynamic fluid viscosity 

k = permeability 
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The term 

(ELI. 2-39) 

allows for the dumping through \riscous drag as the fluid and matrix move relative to one 

another. In Stoll's notation (Stoll, l980), rn is a dimensionless parameter that accounts for 

the Fact that not all the fluid inoves in the direction of macroscopic pressure gradient as not 

all the pores run normal to the surface, and is given by: 

TP r in = ~ 

c2 

where 

T = Toïtuoïity 

(Eq. 2-40) 

R = Porosity 

H. Ganci Mare elastic constants tli;it can be e.tplr\sed in terms of ihe moduli of the p i n s .  

fluid and friime. 

and 

where 

(Eq. 2-41) 

(Eq. 2-42) 

(Eq. 2-43) 

(Eq. 2-44) 

K,, Kt: Ki, are the bulk moduli of the discrete grains. the fluid. and the frame, with p being 

the shear modulus of the frame. 

The bulk and shear moduli of the frame can be determined from measurements of 

the compressional and shear wave speeds in the porous frame, the frame density and the 

expressions for these waves in a poro-elastic solid. For air-filled porous media. K, can be 

calculated using the Zwikker and Kosten expression for the dynamic fluid modulus, K(w) 
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(Sides et OZ.,  1971; Sabatier er al. 1986a). It should be noted, however. that the expression 

for K(wj.  represents the effective bulk modulus that the medium presents to an incident 

wave and hence differs by a factor of I/R to the intrinsic bulk modulus, K ,  of the fluid, i.e. 

K,=SLK( U). 

The term F(2.) in Equation 2- 36 represents a viscosity correction factor, where 1 is 

a dimensionless quantity that is related to the thickness of the viscous boundary layer at the 

pore wall. Biot (1956b) developed expressions for F(1j for cylindrical and parallel sided 

pores in terms o i  the fluid viscosity and pore diameter. Subsequent work (Attenborough, 

1983) has shown that for an arbitrary pore shape the expression for the dimensionless 

parameter 2. is: 

(ELI. 2-45) 

where S,, = Pore shape factor ratio. 

Here, A',>. is used as a scaling factor to cquate the fluid velocity profile ii i  the 

arbitrary pore shape to that i n  a regular pore cross-section. The viscosity correction factor 

F(2.j i b  a complex function and is written as 

(Eq. 2-46] 

whcre 

(Eq. 2-47) 

and J(, and J ,  are the zero and first-order Bessel functions of the first kind. This expression 

for F ( L )  differs from the version given by Biot ( 1956b) by the factor S,,. This factor is 

requircd to ensure cquivalcncc bctween Equation 2-36, when e=O, and the corresponding 

wave equation in a rigid porous medium of arbitrary shape. 

Assuming that e and < vary as e-''''". ¿I/& can be replaced by -iu, and Equation 2- 

36 can be written (Attenborough, 1987) as 

V' (ce - M < )  = -u2 (p  , e - p(wX)  (Eq. 2-48) 
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where (Eq. 2-49) 

is the dynamic fluid density. If plane waves: 

e = Aexp(i(/.x - ar) (Eq. 2-50) 

5 = Bexp(ií,lx- - ut) (Eq. 2-51) 

are chosen as solutions to Equations 2-36 and 2-48, then the tlispcrsion equations for the 

propagation constants may be derived. These are: 

A([” - u ’ p ) + ~ ( w ’ p ,  - / ~ ) = o  (Eq. 2-52) 

and 

A non-trivial solution of Equation 2-52 and 2-53 exists only if the determinant of the 

coefficient vanishes, giving 

The sign of the term including F f A )  is dictated by the sign in the in the time convention 

There are two complex roots of this equation from which both the attenuation and 

phase velocities of the two dilatational waves are calculated. These dilatational wave 

modes propagate simultaneously in both constituents of the porous medium, however, in 

general one of the waves travels predominantly in the frame whilst the other is borne 

mainly by the fluid. These waves are commonly termed “fast” and “slow”, although in 

materials with high porosity and at high frequencies the “fast” wave can travel more slowly 

that the “slow” wave and so for clarity it is preferable to term “Type-I” and “Type 11” 

waves or “frame” and “fluid” waves. 

From Equation 2-52. the relation between the fluid and matrix wave amplitudes for 

each wave type is expressed as 

(Eq. 2-55) 
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\/ 
&ir Layer 

The solution to the wave equations can be written in terms of displacement potentials. In 

terms of these potentials the solid and fluid displacement can be written as: 

r r = V @ ,  + V x x , ,  (Eq. 2-56) 

w = V @ ,  +nr,Vxs,, (Eq. 2-57) 

here. w is the relative fluid displacement and LI is the solid matrix displacement. The 

vector potential can be written simply in terms of a third scalar potential (Attenborough. 

1980). such that: 

- a@; 
ar x ,  =8- ,  (Eq. 2-58) 

(Eq. 2-5Y) 
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In a porous-elastic layer, hounded by interfaces at depths d l  and d2, in the absence of a 

source; the @ j ' s  at a depth z are given by : 

where /3 is the vertical component of the wavenumber. The amplitudes A,TI are described 

in Figure 2-4. 

Thc mi's given in Equations 2-60 to 2-62 are the ratios of Huid to solid 

displacement. To determine the unknown amplitudes. boundary conditions between layers 

have to be set and solved. Thei-e are six unknown aniplitudes requiring six boundary 

conditions and these are 

I )  Contiuuiiy of total normal stress 

2)  Continuity of normal displacement 

3) Coniinuity of fluid prcssure 

4) Continuity of tangential stress 

5) 

6) 

Continuity of normal fluid displacement. 

Continuity of tangential frame displacement 

For the iniei-facc bctwcen a fluid arid the poroelastic layer there are only four unknowns 

requiring four boundary conditions and these are: 

I )  

2) Continuity of normal displacement. 

3) Continuity of fluid pressure. 

4 )  Continuity of tangential stress. 

Continuity of total normal stress 
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So far. the solution is for plane waves. for spherical waves one can transform the wave 

equation by Hankel transform to express the potentials in terms of an integral. 

(Eq. 2-63) 

@ I  is the longitudinal displaccnient potential in the solid, @2 is the longitudinal 

displacement potential in the fluid. @? is the transverse displacement potential in the solid, 

to which the fluid transveise displacement potential is directly proportional. Here 5 is the 

same as @ in Equations 2-60 to 2-62. These now have to be evaluated for a11 ki,. since in 

Equations 2-63 to 2-65 the vertical wavenumber pt can now be written as 

p, = ( k ;  4;) (E4. 2-66) 

where k, ,  is the propagation constant in the medium. thus allowing for the dependence of 

ki,. 

In thc far ficld, the Bessel functions i n  the integrals can bc approxiniated by their 

large argument expression (Abrarnowitz and Stegun, 1970) and the Hankel integral can be 

approximated by a Fourier transform. The resulting integral can be solved efficiently by 

Discrete Fourier Transform methods. 

This method has been detailed explicitly elsewhere (Tooms. 1990; Taherzadeh. 

1997). 

Table 2-2 is a reproduction of Table 2-1 giving the comparison of the single soft- 

backed layer model with the measured data. The table now gives the predictions made 

using programs that model the ground as either an elastic or poroelastic medium. The 

results given are based around full spherical wave solutions. The measured ground 

p;u-aineters are those listed in Table 2-3 with the plot of the predicted spectra shown in 

Figure 2-5. 
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Measured 

(Attenboroueh, 
(Van Hoof, 1986) 

Single Soft- Elastic Poroelastic 

105* 
116" 
155 

174* 

220* 
235 
250 
275 
303 

- 
1986) 

108.3(s2) 105'% 105* 
122.9(pl) 130 I30 

155 155 

174* 174* 
202 202 

I6S.36( s3 j 

222.4(s4) 
23 I .6(p2) 

279.5( s5 ) 

~~~ 

264 264 

330* 

Table 2-3. Parcii7irte,:s ttrkeir 1 7 ~  L'UIZ Hoof ( I  986) niid used ir, the predictions shoii,ir in 

Table 2-2. 

330" 
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335 340.95(p3) 

P-wave speed ( d s )  

Porosity 
Grain shape factor 

S-wave speed ( d s )  
Flow resistivity (Pa sm.') 

Soil density (kg/m3) 
Layer thickness (m) 

Attenuation 
Dynamic viscosity of air 

(Nsm.') 
Source height (m) 

Microphone height (m) 
Geophone depth (m) 

Range (m) 
Frequency range (Hz) 

Speed of sound in air ( d s )  

Layer Suhstrate 
270.0 500.0 
190.0 330.0 

366000 3660000 
0.27 0.001 

1700.0 2650.0 
2.0 ca 

0.02 0.02 

_. . 0.5 0.5 
~ _ _ _ _ _ _ _ _ ~ . . _  

______ 
.~.~____~._ 

1 .8 1 x 10.' 

2.0 
0. 10 
-0.10 

50 
1 00 - 400 

344.0 



Frequency (Hz) 

It can be seen in Table 2-2, that there are some measured inaxima that are not predicted by 

the full-wcivc solution iiiodcls. iiiost notably the major peaks at 1 I6Hz and 220tIz. There 

are also sevc,ral minor peaks nieasured at 235. 250, 275, 303 and 335Hz that have not been 

predicted. although i t  is likely that these are due to a h e r  ground structure at the site that 

has not been reported. 

The results show that overall thc predictions made iising the elastic and porous 

clastic niodels give :in increased accuracy over predictions made using the model based 

upon layer resonance. It can be noted that the predicted values for the porous elastic 

formulation differ slightly froin those given previously (Taherzadeh, 1997). The 

prediction based upon elastic theory shown in Table 2-2 and Figure 2-5 was made using il 

low poi-osityihigh flow i-esistivity approximation of the porous-elastic inodel using the 

FFLAGS cornpiiter profrun. 

It has been shown previously (Tooms, 1993) that predictions using the FFLAGS 

program for the vertical particle velocity (due to an elevated source) at the surface of a 

layered porous and elastic ground in which the porosity is allowed to decrease to zero, and 
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the flow resistivity allowed to increase correspondingly, approach those from a similar 

model that allows for a layered elastic ground but excludes porosity. The model used for 

comparison was SAFARI (Schmidt, 1986). 

Subsequent calculations have shown that the same is true for predictions of 

acoustic-to-seismic coupling ratio made using the FFLAGS and SAFARI computer 

models. Figure 2-6 and Figure 2-7 show predictions of acoustic-to-seismic coupling ratio 

using the elastic (SAFARI) and low porosity limit of porous elastic theory (FFLAGS). 

The parameters used to describe the ground are given in Table 2-4. 

Microphone height (m) 

Speed of sound in air 

~~ 

Geophone depth (rn) _____________ 
0.05 0.05 

344.0 343.0 
-0.05 -0.05 

Figure 2-6 shows the prediction of change in acoustic-to-seismic coupling ratio with range 

at a frequency of 50Hz. It can he seen that the two predictions give excellent agreement, 

with some small differences occurring at long ranges, i.e. those greater than 250m. Figure 

2-7 shows the predictions niadc for a frequency of 250Hz. Excellent agreement is found, 

although again. small diffei-ences can be sem at the longer ranges. It seems therefore, that 

using a low porosity / high flow resistivity limit in the porous elastic model. the FFLAGS 

program can he used to model the ground as if it behaved as an elastic medium. 

li can be observed in Table 2-4 that the values of attenuation used in each model 

were dissimilar. This is a consequence of the two models use differing expressions for 

aitenuation. 
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Figure 2-7. A conipnrison of elastic cind low porosig limit of the poroelastic theoq  itzith 

range ut u,frequency cf25OHz. Using pcirunieters in Table 2-4 

41 



It is well known that sound propagating i n  a ground layer undergoes significant attenuation 

due to the dissipation of the seismo-acoustic energy into heat. It is therefore crucial to a 

realistic prediction of the propagation characteristics that volume attenuation be taken into 

account. 

Consider a harmonic wave of  angular frequency (u) propagating in a homogeneous 

medium along the positive axis of a Cartesian coordinate system. 

where k,,, is the medium wavcnumber for  either the compressional or shear waves and A is 

the ainplitude. If k,,, is real. this wave has a constant amplitude for all ranges of x. 

However. attenuation can be accounted for by letting the medium wavenumber k,,, be 

complex. such that: 

- 
k / , I  =k , , , ( l - i 6 ) ,6  > O  (Eq. 2-68) 

Then the wavefield becomes: 

and the amplitude decays exponentially with range. Since the medium wavenumber is now' 

complex. the Lamé constants must also be complex. such that: 

It has been shown experimentally (Ewing ef d., 1957) that most solid media are Voigt 

solids which exhibit an attenuation increasing linearly with frequency. For a Voigt solid: 

(Eq. 2-72) 

(Eq. 2-73) 

where Q( and QT are constants. By inserting the complex Lainé constants into Equation 2- 

33. 2-68 and using the relationship: 
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(Eq. 2-74) 

this leads to the following value of 6 for compressional and shear waves respectively, 

assuming Qc and Q, >>1: 

1 6, =- 
2 e, 

1 6 ,  =- 
2Q, 

(Eq. 2-7.5) 

(Eq. 2-76) 

It is more common to express the linearly frequency dependent attenuation in dB/A, where 

A is the wavelength: 

= -2oI0g[e?~""]= 40n6loge e - 27.29 (Eq. 2-77) F ( s +  A. t )  y = -201og 1 F(i.,r) i Q 

The SAFARI model uses y as the value of attenuation whilst, FFLAGS uses 6. It can be 

scen however. that they can be resolved through: 

y = (2 x 27.29)6 (Eq.  2-78) 

The use of this relationship allowed the direct comparison of the two models. shown in 

Figure 2-6 and Figure 2-7. to be inade. 

Since i t  has now been shown that using a low porosity / high flow resistiuity limit 

in the porous elastic inodcl. the FFLAGS prograin can be used io inodel the ground as if it 

behaved us a n  elastic medium. numerical differences between the two inodcls have been 

invesíigated. 

Figure 2-8 shows the effect of increasing porosity (and dxequent ly  decreasing 

flow resistivity) on predicted values of acoustic-to-seismic coupling ratio. The figure 

shows that overall, increasing porosity leads to an increase in the magnitude of the 

coupling ratio. However, below 125Hz. there is little difference in the predictions. These 

predictions were inade for u range of sin and a grazing angle of 2". The ground was 

described using the parameters given in Table 2-5 and for each subsequent plot, the only 

parameters altered were the porosity and flow resistivity. 
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P-wave speed ( d s )  
S-wave speed (mís) -i Flow resistivity (Pa sm. ) 

Layer 
500.0 
320.0 

5000 
25000 
50000 

P-wave speed ( d s )  
S-wave speed (mís) 

FIOW resistivity (Pa sm.‘) 

Layer Substrate 
500.0 1000.0 
320.0 640.0 

5000 
25000 
50000 

50000000 

Porosity 
porous 

elastic 
Grain shape factor 
Soil density (kg/m’) 

Attenuation 
porous 
elastic 

Layer thickness (m) 

500000 

0.4 
0.3 
0.2 
0.04 
0.5 0.5 

1700.0 2650.0 
2.0 m 

0.01 25 0.0125 
0.0125 0.0125 
0.0100 0.0100 

0.0004 

Dynamic viscosity of air 
(Nsm.’) 

Source height (m) 

Figure 2-9 shows the predicted acoustic-to-seismic coupling ratio spectra for a porosity of 

0.2. Also shown in the figiire. are plots of coupling ratio calculated for the elastic model, 

i.e. zero porosity. The plot shows the sensitivity of the predictions to the value of 

attenuation input into the model. It can bc seen how the prediction based on clastic theory 

can he made to match the coupling ratio spectra for a porous ground (with ii porosity of 

0.2) by altering the attenuation value. 

Figure 2-10, in a similar manner to Figure 2-8. shows the effect of increasing 

porosity (decreasing flow resistivity) on predicted values of acoustic-to-seismic coupling 

ratio. However. here calculations are based on a range of 25m and a grazing angle of 2“. 

Again, the ground was described using the parameters given in Table 2-5. 

0.0075 0.0075 

~ 

1- 

0.15 
0.75 

45 

Microphone height (m) 0. 10 
Geophone depth (m) -0.10 

Range (m) 5, 25 
Frequency range (Hz) 100-500 

Sneed of sound in air í d s )  344.0 1 



Frequency (Hz) 

50 125 200 275 350 425 500 

Frequency (Hz) 



It can be seen that, at this longer range, the differences between predicted values of 

coupling ratio are much smaller. The main difference between the plots is the magnitude 

of the peak at roughly 150Hz. Figure 2-11, again shows how alteration of the level of 

attenuation used, can enable the prediction based upon the elastic model to fit the 

prediction based around porous elastic theory. 

Predictions made at greater grazing angles show similar results to those already 

shown. That is. at short unges there is a large overall increase in magnitude of acoustic- 

to-seismic coupling ratio with increasing porosity (decreasing flow resistivity), whilst with 

increasing range the difference is much reduced. 

Predictions previously shown have been based upon a spherical wave solution. The 

use of the full spherical wave solution requires extra computation time, due to the extra 

numerical calculations involved. There has been some discussion, therefore. concerning 

the merits of using a less computationally exhaustive plane wave solution. 

The major difference between the two models is that in outdoor sound propagation 

plane waves at grazing angles do not predict thc groundwave caused by the boundary loss 

factor (F(w) ) .  This term makes significant contributions to the total field at grazing angles. 

At near iioriiial incidence, however, there is little difference. Similarly. in seismic 

excitations. spherical waves impinging on a boundary at near grazing angles will excite 

extra boundary waves that will be significant at shorter distances. 

This eí'î'cct ciin be hccn i n  Figure 2-12 and Figure 2-13. Figure 2-12 shows a 

prediction of acOustic-to-seismic coupling ratio using plane wave and spherical wave 

solutions. Here. the geophone receiver is placed close to the air-ground interface. i t  can 

be seen that at low frequencies. especially less 150Hz. there are significant differences 

between the two predictions. 

Figure 2- i 3 again shows a prediction of acoustic-to-seisrnic coupling ratio using 

plane wave and spherical wave solutions, but here the geophone was placed close to the 

centre of the ground layer. It can be seen that both predictions give almost identical 

solutions. Both plots use values given in Table 2-6 to describe the ground. 

A more thorough investigation was undertaken to highlight numerical differences 

between spherical and plane wave porous elastic theory. Here, the variation of 

conipressional and shear wave velocity. flow resistivity and porosity on the acoustic-to- 

scisrnic coupling spectra prcdicted by each model was studied. 
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(Nsm-') 
Source height (m) 

Range (m) 
Microphone height (m) 

Geophone depth (m) 

Sneed of wiind in air 
Frequency range (Hz) 

It was believed that large differerices would occur at compressional wave velocities in the 

ground close to that of the speed of sound in air and low flow resistivites. As such, P-wave 

velocities used for the calculations ranged froin 300 to 100Omís in 50mk intervals. with a 

V,/V, ratio 010.5 used ihi-oughout. The range of flow resistivities used was from I0000 to 

I00000 MKS Rayls in  O000 XIKS Rayis intervals with the respective porosities calculated 

0.2 

0.05 
-0.05 

20 - 400 

5.0 - 

344 n 

using (Hovein and Ingrain, 1979): 

and it is assumed that the solid grains are spherical 

where: 

R ,  = flow resistivity 

q = kinematic fluid viscosity 

R = porosity 

2-79) 

For this investigation the ground was described using the parameters given in Table 2-7. 
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P-wave speed ( d s )  
S-wave speed (m/s) 

Flnw resistivity (Pa sm-2) 
Porosity 

Layer Substrate 
Variable 2000.0 
Variable 1200.0 

Variable 1000000 
Variable 0.0027 

(dependent upon Vp) 

Grain shape factor 
Soil density (kg/m’) 
[,aver thickness ímì 

(dependent upon R,) 
0.5 0.5 

1700.0 2650.0 
2.0 m 

Figure 2-14 to Figure 2-19 give an example set of results from this study. The figures 

show the diffcrcnces in acoustic-to-seismic coupling ratio between predictions based upon 

plane wave and spherical wave solutions with increasing flow resistivity for a range of 

compressional wavc velocities and I‘iequencies and for a range of grazing angles. 

The examples shown give the results of the lower compressional wave velocities of 

3 0 0 d s  and 400mk at frequencies of 100. 200 and 300Hz over the range of tlow 

resistivities used. 

~ 

Attenuation (V,) 
Attenuation (V,) 

Dynamic viscosity of air 

Figure 2-14 shows the predictcd acoustic-to-seismic coupling at 100Hz for a 

ground having a compressiolial wave speed of 3 O O d s .  The plot shows that there is little 

variation in the coupling magnitude predicted using the plane wave model, yet there 

appears some variation between the coupling ratio as defined by the spherical wave 

solution. There does not appear to be any relationship between the difference in the 

predictions of the two models and the grazing angle. although the difference is greater at 

lower tlow resistivities. 

0.048 0.048 
0.0175 0.0175 

1.81xlO’ 

so 

(Nsm”) 
Source height (m) 

Micrnphone height ím) 
Geophone depth (m) 

Frequency range (Hz) 

Angles of incidence ( O )  

5.0 
0.05 
-0.05 

I ,  2. 3 ,4 .  5 .  10. 15. 30.45, 
60,75 

1 100 -500 



0 00E+00 
10000 0 20000.0 30000.0 40000 0 50000.0 60000.0 70000.0 80000.0 90000 0 100000 

0 

Flow Resistivity (mks raylr) 

Figure 2-14. Differerices ir1 cicoii.sric.-to-seisrnic coupling rutio beiiiwri predictions bused 

irpon p l m e  u w e  cirid .splieric.cil ri'uve .soliitiorrs. (P-wcii~ = 300ni/s, Frequericy = IOOHz). 

Figure 2-15. Differences in cicoListic.-to-seismic coilpling rutio hehveen predictions bused 

iipori pluiie ivuve und sphericul M'me solutions. (P-kvave = 400rn/s, Frequency = IOOHz,). 
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Figiire 2-1 9. Diferereiices in ncoirstic-to-seismic couplirzg ratio behveen predictions based 

upon p l m e  wave and .spher-icd ivaw .soluiioiz.s. ( P - ~ a v e  = 4OOnús, Frequency = 3OOHz). 
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Increasing thc compressional wave velocity to 400m/s, shown in Figure 2-15, shows that 

again, plane wave theory predicts roughly equal inagnitudes of coupling ratio with 

increasing flow resistivity. with the spherical wave coupling ratio showing a larger 

magnitude. The exception is the result for a grazing angle of IO", where both models show 

a result much lower than the previous grazing angles. Again, there is a small decrease in 

the difference between the two models for each grazing angle with increasing flow 

resistivity. 

With increasing frequency the difference between the predictions, made using the 

two models becomes closer. This can be seen in Figure 1-16 which shows the predictions 

for a frequency of 200Hz. with a ground layer having a compressional wave velocity of 

300mis. Again. the predictions made using the plane wave model show similar 

magnitudes for increasing flow resistivity. with the difference between the two models 

being smaller than at IOOHz. 

Figure 2-17 which shows the results of a 40Om/s ground layer at 200Hz shows a 

similar narrowing of the difference between the t\vo models, which can also be seen at tlie 

higher frequencies shown in Figure 2-18 and Figure 2-19. 

The overall results follow thc trends observed in the example figures. It appears 

that at tlie grazing angles considered that the plane wave model predicts very little 

variation in acoustic-to-seismic coupling with increasing grazing angle. The difference 

between the two models appears greatest where the ground compressional wave velocity is 

close to the speed of sound in air and that the difference becomes less as this velocity 

increases. Also. that the differences also decrease with increasing frequency. 

2.5 Conclusioris 

Four models have been described which can he used for the prediction of acoustically- 

induced ground motion. These ranged from simplistic models based on plane waves and 

non-porous elastic layer resonances to more complicated models which consider full-wave 

propagation in layered porous and elastic rolids. 

Comparisons with previously published data (Van Hoof, 1986) show that those 

models based upon full-wave propagation give a more accurate description of the acoustic- 
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to-seismic coupling ratio. Both the full-wave propagation model based upon elastic porous 

media and the model based upon elastic media predict the same values of extrema. 

In the porous elastic model the predicted magnitude of the coupling ratio has been 

found to be dependent upon the ground parameters, porosity and flow resistivity, and upon 

the value of attenuation of the compressional and shear waves. Alteration of the value of 

attenuation input into either model allows agreement of the magnitude of the coupling ratio 

between the two models. 

Rigid 

Since the value of attenuation used is an arbitrary value and since the difference 

between the two values used in each model is within the reasonable range of values of 

attenuation. claims of the superiority of one model against the other can not be justified on 

this ground. However, Attenborough el n/. (1995) showed that the porous elastic model 

can he used to predict acoustic propagation above a rigid porous ground, whereas the 

elastic model is mutually exclusive with the rigid porous theory. 

Porous Elastic 

Figure 2-20 shows ii plot of excess attenuation predicted using rigid porous. porous 

elastic and elastic theories. The plot shows the analogous predictions of the rigid porous 

and porous elastic models. The plot also shows the marked difference between the two 

models and the elastic model. The almost flat 6dB prediction of the elastic model shows 

that. here the ground is taken at totally reflecting. 

Layer thickness (m) 
Dynamic viscosity of air 

Source height (m) 
Microphone height (m) 
Speed of sound in air 

W S )  

(Nsm.') 

1 .o I .o 1 .o m 

I .8 I x 1 .8lxl0~ '  I .8 I x 10~5  

0.5 0.5 0.5 
0. 1 o. 1 0. 1 

344.0 344.0 344.0 
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Thus, it appears that thc porous elastic model is a more complete theory for the modelling 

of acoustic and acoustic-to-seismic data. In view of this, it has been decided to use the 

porous-elastic model to prcdict measurements of acoustic-to-seismic coupling ratio taken 

as part of this thesis. 

A numerical investigation into differences between spherical wave and a plane 

wave approximation of the porous elastic model shows that close to the air-ground 

boundary predictions of acoustic-to-seismic coupling ratio show marked difference 

between the two. The major differences are seen at lower frequencies, below 150Hz. 

where peaks in the coiipling ratio. most likely attributed to the presence of acoustically- 

induced interface waves. are not predicted by the plane wave solution. 

Measurements taken close to the centre of a deep ground layer show very little 

difference between the two models. 

The more detailed numerical search shows that the largest differences occur 

between the models at low frequencies, less than 300Hz, and where the ground 

compressional wave velocity is close to the speed of sound in air. 



Chapter 3 

Algorithms for  the Deduction of Soil Properties 

3 Introduction 

This chapter is concerned with the methods for dcducing soil properties froin acoustic-to- 

seismic measurements. In acoustic-to-seismic analysis therc are basically two sources of 

information concerning the subsurface: wave travel times and amplitude. From these 

parameters, material properties can he deduced using either empirical or theoretical 

expressions. 

The emphasis of this project was the measurement of both of these two basic 

sources of information. Measurements were taken both indoors and outdoor. The majority 

of the indoor study consisted of laboratory measurements of the two dilatational waves and 

the one rotational wave propagating through an air-filled unconsolidated soil. The outdoor 

study consisted of measurements of the acoustic-to-seismic coupling ratio, i.e. the ratio of 

the sound pressure amplitude at the surface to the vertical particle velocity amplitude 

ïncasured at some depth in the ground. Preliminary measurements were also made of 

acoustically induced surface waves. with the travel time and suhsequent phase velocity 

being of most interest. 

3.1 Algorithms Used For Indoor Measurements 

This study focused on the measurement of the bulk elastic properties and hydrodynamic 

properties of an unconsolidated air filled porous medium. 

Measurements were made of the three possible body waves in the material (shear 

wave (S), Type I dilatational (P) and Type I1 dilatational (P)). The wave speed and 

attenuation of the Type I1 P-wave is most sensitive to the hydrodynamic properties of the 

material. Flow resistivity and tortuosity can be evaluated using a rigid frame model. The 



wave speed of the Type I P-wave and S-wave are controlled largely by the bulk elastic 

properties and the density of the component phases. 

Two main experiments were undertaken in the Indoor Tank. Five cycle tone bursts 

were used for the measurement of Type I P-wave and S-wave, whilst MLS (Maximum 

Length Sequence) was used for the measurement of Type I1 P-wave. These experiments 

will be described in detail in Chapter 5 with the results and analysis given in Chapter 6. 

Elastic wave models of wave propagation predict the presence of one 

compressional (P-Wave) and one shear (S-Wave) wave. Both these waves are "Body 

Waves" and are non-dispersive. i.e. all frequency components in a wave-train or pulse 

travel though any material at the same velocity. determined only by the elastic moduli 

(bulk and shear) and density of the material. In an ideal material there is no attenuation. 

Attenuation may be introduced by allowing the elastic moduli of the material to be 

coniplex valued. However, studies show that i t  is very difficult to associate the measured 

attenuation (imaginary part of the moduli) and the actual physical mechanism responsible. 

Most soils are porous and contain a mixture of fluids. This simplified approach cannot 

adequately account for the interaction of solid and fluid. 

Theoretical niodels have therefore been produced for wave propagation which 

involve two coupled and interactin: continua. The most popular of these "dual wave 

models" was developed by Bioi. The model predicts the presence of two dilatational 

waves and one shear wave and has been incorporated into the FFLAGS model described in  

Chapter 2. The two dilatational waves are usually referred to as the fast or Type I and the 

slow or Type 11 wave. 

The complete description of wave propagation through porous media requires 

between six and thirteen macroscopic parameters. Solving of the coupled differential 

equations makes obtaining relationships for wave speeds and attenuation extremely 

difficult. Inverting these expressions for material properties is even more difficult and error 

prone. In view of this, some limiting case must be considered to allow inversion for the 

material parameters to be undertaken. 
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Limiting Case 1: A Model of Phase Constituent Motion 

Numerical calculations (Hickey. 1990; Albert, 1993b) of the Type 1 P-wave and S-wave 

using dual wave theories have shown that for many consolidated porous materials the solid 

and fluid phase are strongly coupled. The component displacements associated with the 

deformation of these waves have approximately the same magnitude and phase. The 

coupling does not degenerate with increasing frequency with some occurrence of relative 

motion. However, an approximate low frequency model (below a few kilohertz) for the 

Type I P-wave and S-wave assumes that the solid and fluid displacements or velocities are 

equal, i.e., 

Il, =u,  =u. (€y. 3-1) 

In such ii l i m i t  the dissipation associated with fluid flow, as predicted by Biot theory, is 

zero. Iii the de la Cruz & Spanos model (1985. 1989b), however, the equations contain 

several lerins repi-esenting dissipation associated with the viscosity of the fluid. Using 

Equation 3-1 and combining the standard equations of motion it is possible to construct the 

wave equation 

Tvhere the material density is 

P , , , = ( l - q " M ,  + U d ,  (Eq. 3-3) 

- 1 0 1  . The complex material shear modulus (assuming e time dependence) is given by 

where p , , ,  is the macroscopic frame shear inodulus. The coinplex bulk inodulus is given 

by: 

(€9. 3-51 

The calculation of phase velocity of a wave propagating through a medium described by 

complex inaterial coefficients is cumbersome because one has to take the square root of 

coinplex number, more useful expressions are obtained for the wavenumber squared. 
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Assuming a plane shear wave propagating in the x direction, the shear wavenumber 

calculated using Equation 3-2. is 

For all porous materials p?, ,  I ( l -qo)p~.  For air, the viscosity is of the order of 10~’ Pa.s 

so that for low frequency the second term in the denominator is much less than the first 

tei-m and may be disreprdcd. The real part of the shear wavenumber squared then 

becomes 

(Eq. 3-7) 

Knowing the hulk density of the material Equation 3-7 can be inverted to obtain the 

material shear modulus. The imaginary part of the shear wavenumber squared is 

(Eq. 3-8) 

Equation 3-8 might be used to obtain a value for the shear modulus of the solid grains. In 

the case of unconsolidated sands p,,, << p $  and Equation 3-8 then becomes 

and the ratio of imaginary to real part of the shear wavenumber is 

(Eq. 3-9) 

(Eq. 3-10) 

This can he inverted for the material shear modulus without knowing the bulk density of 

the material. However, the use of the imaginary part of the shear wavenumber squared, i.e. 

Equations 3-8 to 3- 10. requires that the dominant attenuation mechanism be associated 

solely with fluid viscosity. Hickey and Sabatier (1996) have shown that for air and water- 

filled porous materials this type of attenuation accounts only for a small amount of the 

measured shear wave attenuation. Therefore, alternate attenuation mechanisms must he 

examined and incorporated before the imaginary part is of any use. 

Following the same procedure as above, the compressional wavenumber squared is: 
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It has been deduced (Greenspan, 1959) from acoustic absorption experiments that the bulk 

viscosity of air i, z 0 . 6 O p f .  Therefore, for low frequencies the second term in the 

denominator may be ignored. The real part of kl>z is then given by 

W'P", 
Re(kft)= 4 

K,,', + 7 P n ,  

and the imaginary part of kl: is 

(Eq. 3-12) 

(€4. 3-13) 

Knowing the bulk density and the inaierial shear modulus, equation 12 can be used to 

determine the undrained bulk modulus of the porous fi-ame. Again, forward model 

calculations for air- and water-filled porous materials show that the attenuation 

incorporated above accounts for only a very sinall amount of the measured compressional 

wave attenuation. 

Using the equations above. the material shear modulus and undrained bulk modulus 

of a porous material may be determined if the bulk density of the material is already 

known. I t  is preferable to use the real part of the wavenumber squared, and not the 

imaginary part as it is strongly dependent upon the attenuation mechanisms accounted for 

in the model. These mechanisms are not sufficient to account for the measured attenuation 

and therefore use of the imaginary parts would lead to the results being suspect. 

Ignoring attenuation reduces the inversion to that based on simple elastic theory. 

This approach uses seismic wave velocities and material densities. It can be shown that the 

m e s  at which seismic waves propagate through elastic media are dictated by the elastic 

moduli and densities of the niaterials through which they pass. As a broad generalisation, 

velocities increase with increasing density. The velocity of propagation V ,  through an 

elastic inaterial is: 
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//z 
I J  = (Apprupriute elastic rn»duli /derisi@ (p)  

Velocily of P-Waves is: 

Velocity of S-Waves is: 

(Eq. 3-14] 

(Eq. 3-15) 

Determination of the s-wave velocity and knowledge of the material density allows the 

shear rnodulus to be determined. This can then be used in conjunction with the p-wave 

velocity for the determination of the bulk modulus. 

Limiting Case 2: Rigid Frame Limit 

The acoustical properties of the ground may be modelled as those of a rigid-porous 

material and characterised by a complex density, containing the influence of viscous 

erfecis. and a complex compressibility. containing the influence of thermal effects. 

Thermal effects are much greater in air-filled materials than in water-filled materials. The 

precise forms of these quantities may be obtained by considering a microstructure of 

narrow pores or tubes. This offers a more rigorous basis for ground impedance and 

propagation constant prediction than the semi-empirical approaches. 

It has been shown (Stinson. 1991) that the complex density in a uniform pore of 

arbitrary shape can be written as 

(Eq. 3-17) 

where /1 is a dimensionless parameter. The complex compressibility is then given by: 

(Eq. 3-18) 

7 ., . where (yPo)-'=(p(Jc(;) IS the adiabatic compressibility of air. 
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H(A) has been calculated for many ideal pore shapes (Stinson, 1991; Champoux 

and Stinson, 1992; Allard, 1993; Attenborough, 1993) including circular, capillary, infinite 

sided slit. equilateral triangle and rectangle. Having calculated the complex density ( p ( ~ ) )  

and complex compressibility (C(W)) of the individual pores then the bulk propagation 

constant (k i , (o) j  and relative characteristic impedance (Z,(W))  of the bulk porous material 

can be calculated from 

Attenborough ( 1983) scaled the complex density function directly between pore shapes 

and introduced an adjustable dynamic pore shape parameter (SA). For example, the bulk 

complex dcnsity function for cylindrical pore functions is 

Where 

From these equations simple approximations for characteristic impedance and propagation 

constant in the limit of small A (corresponding to low frequencies and high flow 

resistivities) can be deduced. The approximation (based on approximation of cylindrical 

pore functions) for thc propagation constant may be written as. 

Where 

y=  the ratio of specific heats 

N,,, =the Prandtl number 

c,, = speed of sound in air 

p(, = the density of air 

In this form ki, is complex and thus solving for p or o, would be difficult. However, 

squaring Equation 3-22 gives 
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, , 4?r'f? R e ( k , ; ) = k ; - k , -  =y--- U t  
c,: 

(Eq. 3-23) 

(Eq. 3-24) 

where 

Combining these two equations with phase and magnitude measurements, gives z and oc[r 

in ternis of measurable and known quantities. 

(Eq. 3-25) 

(Eq. 3-26) 

For this approximation o,fi = RS,,'RI 

where 

S,, = Pore shape facior 

R ,  = Flow resistivity 

The above formulation is for normal incidence. However, when the speaker is positioned 

off to one side then a modification to the theory must be made. The set-up is more typical 

for outdoor experiments. Where the angle of incidence is ß,, the tortuosity (7') becomes 

sin' 8, 
t'= t + 

4 ( Y - 1 )  
fEq. 3-27) 

The flow resistivity remains unchanged. For more details of the formulation see Sabatier 

er d. í 1996). 
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3.1.1 Measurements 

The MLS measurement consists of a measurement of phase difference and relative 

magnitude of the signal at the appropriate sensor with respect to some other sensor. 

A time harmonic plane wave propagating in the 1 direction with a complex wave 

number Re(k)+i h ( k )  is written as, 

(Eq. 3-28) - i r a  i: 1 I ,,Ref!. )!-ox) e e 

The real part of the wavenumber can be determined from the phase difference, A @ .  by. 

A@ 
Re(k) = - 

AK 
(Eq. 3-29) 

where AY is the distance between receivers. The imaginary part of the wavenumber can be 

obtained from the relative magnitude. lnlA, / A l l ,  by, 

(Eq. 3-30) 

For the five cycle tone burst measurements. first break arrival time and peak-to-peak 

amplitudes were measured, from the signal received by the probe and the various 

geophones and microphones. Knowing the spatial separation between the sensors and the 

difference in arrivai time. the wave speed or Re(k) may be determined by 

(Eq. 3-31) 

Table 3-1 gives a summary of the measurements undertaken in the Indoor Tank and the 

subsequent reduction of the data to give a number of soil properties. 
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3.2 Algorithms Used For Outdoor Measurements 

3.2.1 Acoustic-to-seismic coupling ratio 

The theoretical formulations for predicting levels of acoustic-to-seismic coupling have 

been discussed in detliil in Chapter 2. 

The FFLAGS compier  code for predictions of acoustic-to-seismic coupling in poro- 

elastic media has been shown to give the closest agreement with experimental data. Fitting 

the theoretical prediction to the experimental data requires the input of a number of soil 

properties. They are: 

I .  Number of ground layers 

2 .  Flow Resistivity 

3. Porosity 

4. Compressional wave velocity 

5 .  Shear wave velocity 

6. Soil density 

7. Layer thickncss 

8 .  Soil bulk modulus 

As in the indoor tank experiment, knowledge of the material shear wave velocity and soil 

density allows the shear modulus to he determined. 

3.2.2 Acoustically induced surface waves 

Measurements were made of acoustically induced surface waves. The process will he 

described in Chapter 7 with the results and analysis to be found in Chapter 8. 
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The measurements include phase speed and wavelength determination for each 

The process of converting the field dispersion curve to a Rayleigh input frequency. 

velocity-depth relationship was undertaken using the wavelength-depth technique. 

This technique is thc simplest. and as such the least exact of the available methods. 

Its value is in its ease and quickness of use. To establish the depth profile. i t  is necessary 

to determine at what depth, z, the calculated phase velocity is representative of the 

propagation properties of the ground. Recall. that the amplitude of a Rayleigh wave 

diminishes with depth. In the wavelength-depth method the representative depth is taken 

as a fraction of the wavelengh (h). That is, h / z is assumed to be a constant. A ratio of 2 

is commonly used (Matthews ef d., 1996). Gazetas (1982) recommends that 4 is used at 

sites where the stiffness increases with depth. and that 2 is suitable at more homogeneous 

sites. He suggests that 1 /z = 3 is a reasonable compromise. 

To calculate the stiffness profile. the standard 1-elationship between shear wave and 

Raylcigh wave velocity must be used. such that 

v *  = p v ,  (Eq. 3-32J 

where p is a constant derived from the solution of the Rayleigh equation. being dependent 

upon the value of Poisson’s ratio (a). For a value of 0=0.25 then p=1.088, whilst for 

0=0.5 then />=I ,047. showing that a poor estimation of O has little effect on vr. The shear 

modulus. p ,  is related to the shear \vave velocity by 

Hence 

P = Pl,P2”,2 (Eq. 3-34) 

This permits a conversion from Rayleigh velocity depth profile to stiffness-depth profile. 

The stiffness values derived are usually denoted by P,,,,,,~. The values represent the very 

small strain stiffness. that is considered to be the maximum shear modulus exhibited by a 

material. p,,,,,, can be used in subsequent calculations with only minor modifications. 
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Chapter 4 

E.yerimentu1 Site Location and In-situ Material Properties 

4 Materials Used in the Study 

One of the aims of this study was the development of a non-invasive acoustic method of 

determining soil properties. Consequently, it was necessary to directly ascertain the 

mechanical properties of the soils utilised, so that comparisons could be made with the 

acoustically derived values. Experiments were therefore undertaken, to assess soil 

properties for comparison purposes and for general classification. Throughout the project, 

eight different sediments were used. These included a coarse pea-gravel. fine and coarse 

sands and four agricultural soils. 

As part of any engineering or sedimentological investigation, a description of the 

material under analysis is required both in the field and in the laboratory. In the light of 

this, materials used in the outdoors experimental portion of the study were given in-situ 

descriptions and then sampled. A sample of the material was taken to the soils laboratory 

of the University of Wales. Bangor for sedimentological classification. The work was 

carried out during the period November 1998 to January 1999. 

The test5 undertaken to assess soil properties foi- comparison purposes were air and 

water permeability (constant hcad test for the unconsolidated materials and a modified 

Aberdeen test for the consolidated materials), porosity (gravimetric method), and tortuosity 

(Jackson cell). In addition, a modified Drevnich resonant column test was carried out upon 

several of the materials for the measurement of dynamic shear modulus. 

As well as those tests required for general classification (particle size analysis and 

consistency). a number of further tests were carried out. These included natural sediment 

properties (natural moisture content, specific gravity and colour) and shear strength 

determination. The consolidated materials were also tested for organic content. 

Indoor measurements were undertaken at the Open University and the American 

National Centre for Physical Acoustics (NCPA), based at the University of Mississippi. 

Experiments at the Open University were conducted using a graded coarse dried silica sand 
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and a relatively poorly graded medium sand. This medium sand was from the HMC Stone 

Lane Quarry that will he described in Section 4.1.2. 

The material used at NCPA. was an agricultural Loam found locally to Oxford, 

Mississippi that had been sieved to remove the coarse particles and then crushed until it 

was a fine powder. (Jnfortunately, due to constraints only a small sample of this material 

was available and so was only tested for a limited number of parameters. 

Outdoor ineasureiiients wci-e performed at three sites; the Acoustics Research Group 

test area at the Open University, where the in-situ material is a medium Gravel; HMC 

Stone Lane Quarry where the in-situ tnateriiil is a medium Sand; and at HRI Wellesbourne, 

Lvhere the in-situ material consisted of three differing agricultural soils. 

4.1 Outdoor Study Areas 

4.1.1 Acoustics Research Group Test Site 

Provisional outdoor experiments were conducted in a trial pit at the Open University. The 

pit is approximately 3.5m x 3m x 2.Om. As part of the design, a drainage system was 

provided to minimise the build up of ground water. It is surrounded on all sides by an area 

of flat grassland for approxiiiiateiy IOni.  where on one side there is a line of trees and on 

another. there is a sinal1 building. A view of the site can be seen in  Figure 4-1. The pit is 

filled with a coarse pea-gravel. 

Field Description: Loose light grey subangular sandy fine to course GRAVEL with 

oc.ccisiona/ pr-eserice qfroots. (BS 5930, 198 1 ) 
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Figure 4-1. Acoiisrics Resecirch Group test arecl. 

4.1.2 HMC Stone Lane Quarry 

The second field site \vas at the Hepworth, Minerals and Chemicals, Stone Lane Quarry, 

Heath and Reach, Bedfordshire and can be seen in Figure 4-2. 

The quarry lies in a region of Lower Cretaceous sediments that consist of Lower 

Greensand and Gault Clay. This outcrop is up to 8km wide, and the unit dips gently 

(approximately 0.6") to the Southeast. although dip is variable and on a very local scale 

may be more, The Lower Greensand in the Leighton Buzzard area is late Aptian in age 

and is known in Bedfordshire area as the Wohurn Sands, due to its maximum development 

in the Woburn area. 

In most areas, division of the Lower Greensand is not possible, however, in 

Leighton Buzzard region it can be divided as follows: 
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- ‘Red’ Sands * 
‘Upper Wohurn’ Sands 

Lower Greensand - ‘Silver’ Sands 
(Woburn Sands) 

‘Lower Wohurn’ Sands - ‘Brown’ Sands 

Table 4-1. Division of the Lower Greensand in the Leighton Buzzard Area. (BGS terms: 
see,for instance (Shephard-thorn et al., 1986)) 

At Stone Lane, the main outcropping formation is the ‘‘silver sand” beds of the Upper 

Wohurn sands. In this area, the Lower Greensand is approximately 50m thick. with the 

’silver’ sands being up to 20m in thickness. 

Figure 4-2. HMC. Stone Lane Quurp  
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The ‘Silver’ sands are characteristically white but are often iron-stained to give yellow, 

orange or red colouration. The are very pure quartz sands that contain pebbly lenses or 

laminae of quartz and chert. Eyers (1992) reported they had medium to coarse, well 

rounded grains, which showed moderately well sorting. 

Field Description: Loose yellowish roundedfine to medium SAND. (BS 5930, 198 1 )  

4.1.3 HRI Wellesbourne 

Finally. a case study was undertaken at Horticultural Research International (HRI) hased at 

Wellesbourne, Warwickshire. Measurements were undertaken on a specially prepared 

experimental plot ihat was heing used by HRI as part of a seed emergence monitoring 

experiment. 

The site consisted of an artificial seedbed 6m wide by 26m length with three 

different soil types A, B and C in 2-m wide bands, with each bed heing between 0.25m and 

0.50in thick (See Figure 4-31, As part of the HRI experiments the area is permanently 

covered, as can be seen in  Figure 4-3. 

The soil (B) is the original soil sequence on the station; a shallow phase over 

calcareous gravels of the Wick series. Whitfield (1974) described the top soil (B) as a very 

friable sandy loamy soil with 67% sand, 14% clay, 19% silt and 0.9% of organic carbon, 

with an available water content of a typical plough layer about 17%. 

Topsoil, up to 25cm. in bands A and C was removed and replaced by non-native 

topsoil. In band (C), a sandier end of the same Wick series collected locally on the 

research station was used. This loamy sand contains 80% sand, 9% clay and 11% silt. The 

topsoil in (A) with 8% sand, 20% clay and 72% silt is a silty loam soil that has developed 

originally over marine alluvium in the marsh of Lincolnshire. This deep stoneless 

calcareous fine silty loam belongs to the Tanvats association. All the three soils are 

commonly used for vegetable crops. 
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Figidre 4-3. The HRI experimentul site. Soils A,  B and Cure  described in iext. 

Soil A - Field Description: S t i f  to v e p  s t i f  yellowish brown very friable jïssured slightly 

cl(iyey SILT with occasional presence of roots. (BS5930, 198 1). 

Soil B - Field Desci-iption: Ver): .si(&‘ light brown v e p  friahlejïssured wry sil- SAND with 

occusionul presence of roots. (BSS930, 198 I). 

Soil C - Field Description: Sri8 to w r y  stif brown vel? friuhle fissured slighlly silp fine 

SAND with occasional presence of roofs. (BS5930, 198 I) .  

4.1.4 Sampling Techniques 

Two types of soil sample can be obtained: a disturbed sample and an undisturbed sample. 

In practice, no matter how careful the technique employed there will inevitably be some 

disturbance of the soil during its collection as an “undisturbed” sample. With sample 

tubes, jacking is preferable to hammering although if the blows are applied in a regular 

pattern there is little difference between the two (Smith, 1994). 
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Collection of undisturbed samples of the cohesionless soils, such as gravel and 

sand. i s  extremely difficult. If the sample is damp and there is enough temporary cohesion, 

samples can be collected in sample tubes. Various techniques involving chemicals or 

temporarily freezing the ground have been tried, but they are expensive and have been 

found not to be satisfactory. Also, even if an undisturbed sample can be extruded, then 

transportation can easily disturb the sample 

Therefore, the cohesionless materials used throughout the project were all taken as 

disturbed samples. After sampling, the material was placed in plastic sample bags which 

were immediately sealed to ensure that the natural moisture content of the material 

remained constant until it was ready for testing. 

For the cohesive sediments found at HRI Wellesboume, two specially designed 

samplers were used for the collection of undisturbed inaterial. The sampler used for the 

collection of inaterial for the shear strength determination test consisted of an open ended 

metal sided box. 0.20111 x 0.20in and 0.0Sm deep. with one side having a sharpened edge 

for easier intrusion. The sampler used for the collection of niaterial for the resonant 

column test, consisted of metal tubes. 0.0381~1 in  diameter and between O. 175m and 0.2S0m 

in length. 

The sampler was employed by first removing the top surface of the sample point to 

achieve a clean horizontal surface. free from large pebbles and fractures. It was then 

driven into the sediment with the aid of a hammer and piece of wood. Finally the material 

surrounding the sample box was carefully reinoved, to produce as little disturbance as 

possiblc. and the sampler removed. The ends were then sealed to the atmosphere using 

plastic caps, io ensure [hat the natural moisture content of the inaterial was kept. 

Material for the index property tests was taken from the material extruded around the 

sample tubes, as the non-disturbance of this material i s  unessential. This material was 

placed in plastic sample bags, which were immediately sealed, again to ensure that the 

natural inoisture content of the material remained constant until it was ready for testing. 

75 



4.2 Comparative Tests 

4.2.1 Permeability 

Permeability is a measure of the ease with which a fluid moves through a soil medium. 

Soil scientists prefer to measure this function using water and give it the title permeability. 

whilst acousticians tend to measure this function using air and give it the title flow 

resistivity. 

4.2.1.1 Water Permeability 

Water niay pabs through the voids of soils, the pores, or through the discontinuities such a s  

the fissures found in an overconsolidated clay. This behaviour will affect the value of the 

coefficient of permeability that can be determined by either laboratory or in-situ testing. 

Darcy (1856) showed cxperimentaliy that a fluid's velocity of flow through a 

porous medium is directly related to the hydraulic gradient causing the flow. That is: 

rui (Eq. 4-1) 

where i = hydraulic gradient (the head lo\s per unit length). Thus: 

1: = ci (Eq. 4-2) 

where C = a constant involving the properties of both the fluid and the porous material. 

When the constant C is determined using water as the permeant. the value obtained is 

known as the coefficient of perineability and is the given the symbol k. 

It is important to note that when the soil is said to have a certain coefficient of 

If another fluid is used as the permeability this value only applies to water (at 20°C). 

permeant. the value of C would be considerably different. 

The conversion of a permeability of a soil, measured with a fluid of the same 

viscosity and unit weight as water, from permeability in cmkec, to an intrinsic 

permeability constant k, which is independent of fluid properties is 



71 k ,  = k -  
PS 

(Eq. 4-3) 

where: 

k = permeability ( c d s e c j  

p = Density of water = 0.9982 g/cm’ at 20°C 

g = Acceleration of gravity = 980 cdsec’  

71 = Dynamic viscosity of water = 0.01 g / cm sec at 20°C 

k, = intrinsic permeability (in units of cm?) 

(conversion factor: 9 . 8 7 ~  10.’ cm’/darcy) 

This intrinsic permeability is really only applicable to inert particles such as sands and 

gravels. With clays, the chemical interaction between different fluids and the soil can be 

much inore complex than described by viscosity and unit weight. 

The value of permeability of a soil depends upon a number of factors, with the 

main ones being 

1)  The size of rhe soil groins. It has been found that permeability appears to be 

proportional to the square of an effective grain size. This is known as Hazen’s Formula. 

but is only applicable foi- single sized sands. 

k = I O L I , ,  n i l l i / s  

where = the effective particle size in mm. 

(Eq. 4-4) 

2 j The properties of the pore jZuid. The only important variable of water is viscosity, 

which in turn is sensitive to changes in temperature. 

3) The void mtio ofthe soil. 

4) The shupes and c~rr(ingetnent.~ of p r e s  

5) The degree qf saturation. An increase in the degree of saturation of a soil causes an 

increase in permeability. 

It can be seen that i t  is possible to evaluate permeability of a soil given its particle size 

distribution, and various formulae have been produced (Loudon. 1952). Typical values of 

permeability can be found in Table 4-2. 
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4.2.1.1.1 Aiailahle Methotls 

At least four laboratory methods of measuring the permeability of a soil are available. 

These are, constant head, falling head. capillarity and consolidation test. 

Of these methods, the constant head permeameter is the most widely accepted 

apparatus for the determination of permeability for cohesionless materials, whilst the 

falling head permeameter is the most widely accepted apparatus for the determination of 

permeability for cohesive materials. 

4.2.1.2 Flow Resistivi0 

Soil flow resistivity is a measure of the difficulty with which air inoves through a soil 

medium and is the inverse of  air permeability. Measurements of air permeability are based 

on Poiseuille’s Law of fluid flow through a cylindrical pore with a tube radius r. as shown 

where: - 

Q = Volume/time = Volume flow rate 

q = Viscosity of the fluid 

grad $I = Potential gradient 

pt = Density of the fluid 

g = Acceleration due to gravity 

From Childs (1969) for a number ( 1 7 )  of pores, this can be written as 
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(Eq. 4-6) 

Taking into account porosity R, where R is equal to the area of the pore per unit area of 

cross-section (nm2/A), then, 

(Eq. 4-7) 

When gravitational potential is negligible (assuming horizontal flow) compared to the 

pressure potential, then 

(Eq. 4-8) 

where L is the length of the pore. This is analogous to Darcy's Law of flow through a 

single capillary tube. 

AP 
L 

Q = K - A  (Eq. 4-9)  

where A i 5  the area of the tube. Childs (1969) expresses k the conductivity of the body as 

(Eq. 4-10) 

wherc K,=Rr2/X and is the intrinsic permeability and is a11 exclusive property of the porous 

medium dependent upon porosity and pore radius. k is the conductivity and is also called 

the permcability. It is dependent upon both k ,  and the viscosity of the fluid. In this case, k, 

is expressed in dimensions of area m'. In acoustics, the specific air flow resistance (or 

resistivity) is: 

Rs  =-=8rl rl 
k,  Rr' 

and IS meaiured in Pa s in ' where 1Pa s nY2 = i mksraylsim 

(Eq. 4-11) 

Typical values for flow resistivity of soils can be found in Table 4-3, Table 4-4 and 

Table 4-5. 
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Ground Type Flow resistivity Porosity - total 
or (air-filled I 

water-filled) (%a)  
kPa s m-' 

Loamy sand beneath lawn (no roots) 671 k 93 28.8113.7 

Grass-covered field 300 34.5116.0 
Grass covered compact sandy soil 463 k 122 41.715.2 

Loamy sand beneath lawn (0.06 m 237 c 11 50.5 

Grass root-filled layer 189291 .... 

loamy sand with roots (mixed 114252 2 I .  1127.1 

thick with roots) 
.... Grass 220 

- overgrowth) 

Tu17/e 4-4. Typical i3tr/urs of t h e , f h i ~  resistivity und porosities,for s o i l s  and siirids. 

Ground Type 

bare loamy sand 
grass root layer in loamy 
sand 

sand 

loamy sand beneath root- 
zone 
loamy sand with roots 

grass root layer in loamy 

Flow resistivity Porosity 

48.3 -r 1.7 
47.9 2 4.4 

50.5 * 9.3 

kPa s m-' (volume %) 
422 -r- 165 
153 2 91 

231 k 17 

611 c 93 42.5 * 1.7 

114252 55.2 * 4.5 



Table 4-5 indicates that the presence of an acoustically-soft organic roof luyer (the root 

zone) above rootless mineral soil reduces the flow resistivity near the surface by a factor of 

between 2 and 5 compared with that in the substrate. The measured effects of roots on 

porosity are less dramatic. 

The values given in the abovc tables are taken from Martens et al. (1985) and 

Moore and Attenborough (1  992) 

4.2.1.2.1 Aiuiliihlr Methods 

Measurements of the flow resistivity are extremely difficult to make. In doing so porosity 

and structure of the soil particles and crumbs. that are probably the most important 

physical soil properties governing its flow resistivity, are usually unavoidably changed. 

In the laboratory, the most practised method involves the use of compressed air 

apparatus iii conjunction with manometers. An alternative comparative method (Stinson 

and Daigle, 1988) inakcs use of a calibrated known resistance (a laminar flow element) 

placed in  series with the test sample. Variable-capacitance pressure transducers are used 10 

measure pressure differences across both the test sample and the calibrated resistance. For 

steady non-pulsating flow. the ratio of flow resistances equals the ratio of measured 

pressui-e differences that may be obtained with variable electronic capacitances. The 

airflow may also be controlled electronically. 

Laboratory techniques involve the disturbance of cores during sampling, 

transportation to the laboratory and insertion into the resistivity rig itself. This is 

particularly true for cohesionless materials, where sampling of undisturbed samples is 

extremely difficult. 

Various in-situ flow resistivity techniques, known as air permeameters are 

available. All these techniques require the insertion of a sampling container and the 

sealing of the surrounding soil surface with paraffin wax or similar. They also require 

individual calibration to account for boundary conditions peculiar to each specific 

apparatus. There are a number of inethods for in-situ measurement of flow resistivity but 

they can be broadly divided into two groups. 
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I .  Variable pressure methods 

The original variable pressure method was developed by Kirkham (1947) and uses a 

constant volume air tank. Air at a given initial pressure P, (and registered on a manometer 

as ,’) is allowed to discharge through a soil sample of known dimensions located in-situ. 

The dimensions of the perrneaineter and the volume and initial pressure of the air tank 

(regulated by a bicycle pump) can be varied to give a conveniently low rate of pressure 

drop during the test. The lower the rate of pi-essure change the more nearly the conditions 

approxiinate to the isothermal cxpansioii of air. As the tank pressure drops, various values 

of y and time are recorded. A plot of y against time on semilog paper reveals a straight line 

of slope S. The intrinsic permeability can be calculated from: - 

(Eq. 4-12) 

where 

ki = Intrinsic permeability 

q =  Viscosity of the tluid 

L = Length of ihe sample 

V =  Volume of the tank (cm’) 

A = Area of the sample 

P,, = Atmospheric pressure (dyncs/crn’) 

The chief limitation of the variable pressure methods, is the volume of the air tank. It is 

necessary for the tank to be large enough to cover a representative area (to eliminate 

variation in readings). However, in practice the size of the tank is limited by the 

requirement that it be portable enough to carry into the field. The restricted volume of air 

in turn limits the range of soils that can be studied. since a highly permeable sand would 

require a large volume of air as it would pass through it very quickly. This technique is 

therefore suited to soils with an expected high flow resistivity. 

2. Constant pressure methods 

Constant pressure methods were designed for low permeability soils, where low pressures 

are required to prevent disturbance of the liquid phase and to avoid turbulent flow (Alpan, 

1962). The original idea was developed for the field by Grover (1955). It consisted of an 
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inverted cylinder of air, floating in an annular water chamber and an inlet tube positioned 

in the soil. Air in the chamber was at a known, constant pressure. recorded as a water head 

in cni on a manometer. As the float falls, air from the chamber is passed through the pipe 

into the soil. The weight of the float maintained a constant pressure independent of the 

rate of fall. 

lie k ,  =- 
CAP 

(Eq. 4-13) 

where 

Q = volume of air ('13 entering the soil in time ( t j  

AP = a known constant pressure 

C = a constant factor determined for differing sampling cylinders and boundary 

conditions 

Although it appears that in-situ permeameters are preferable to laboratory measurements 

there are a number of problems associated with their use including: - 

I .  Boundary conditions 

2. Disturbance of the soil 

3. Sample size 

4. Drying of  rainples 

S .  Variability of data 

4.2.2 Porosity 

Soils can be regarded as a three phase system as shown in Figure 4-4, consisting of solids, 

that are either mineral or organic matter: water and solutes; and air. The size and 

arrangement of solid particles determines the total ainount of pore space that is occupied 

by water oi- air. which usually accounts for 30 to 60% of the volume of the soil, (Hillel. 

1982). In acoustics, it is important to study the proportion of the total porosity [V,) 

occupied by air. the air-filled porosity (V<,j. The volume of air-filled porosity is related to 

water volume (i'>,) a s  they compete for the same pore space. 

The air-filled porosity is of great interest in terms of soil aeration for agricultural 

purposes, BE i t  affects such phenomena as crop growth and root development. 
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Volume 
Relations 

\i, = V\% + \f,! (Eq. 4-14) 

The standard technique for measuring total porosity, water content and air filled porosity is 

called gravimetric or difference method. The water content in a known volume of soil V, is 

dried off hy placing samples in an oven at 105°C for 24 hrs. The ratio of the mass of the 

dried soil M ,  to its volume i’, is the dry bulk density and is given by 

The dry hulk density is always lower tlian the soil particle density, px. In most mineral 

soils. the soil particle density has a short range of 2.6-2.7 gkm’ (Hillel, 1982). This 

density is close to that of quartz, which is usually the predominant constituent of sandy 

soils. A typical value of 2.65 g/cm3 has been suggested to characterise the soil particle 

density of a general mineral soil (Freeze and Cherry. 1979). Aluminosilicate clay minerals 

have particle density variations in the same range. The presence of iron oxides and other 

heavy minerals increases the value of the soil particle density. The presence of solid 

organic materials in the soil decreases the value. 

Since p$ is lower than p,? this means that only part of the bulk volume is occupied 

by solid particles. the rest is pore space. Total porosity can then be expressed as 
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(Eq. 4-16) 

By calculating the mass of water M,, as the difference between wet and dry sample weight 

and assuming the density of water p,, to be I000 kg/m', the volume of air-filled porosity V,, 

is found by subtraction of the calculated fractional volumes of the water V,, and the solids 

V,  as shown in equations, 4.17: 4.18 and 4.19. 

(Eq. 4-17) 

(Ey.  4- I S )  

V,, = ' - (V>% + "$1 (Eq. 4-19) 

The gravimetric technique has several drawbacks. Like all mechanical tests i t  is 

destructive. labour intensive and slow. It requires replication of at least three soil cores 

fi-oiii any one soil depth io give a representative value of  V,, (Avery and Bascombe, 1982). 

As mentioned in Section 4.1.4. the extraction of undisturbed samples is d 

in cohesionless materials. Problems also arise from coarse cohesionless materials as stones 

within the samples affect the volume and may give misleading results (Low. 1954). 

Probleius can also occur with fine-grained cohesive sediments. It is assumed that, 

after the 23 hour period of ovcn dryins. all moisture has been removed from the samples. 

Hoivever. clay soils often relain appreciable quantities of water at that state of dryne. 

Cl;iy soils also prow problematic due to volume shrinkage on drying. 

Typical values of porosity can be found in Table 4-3, Table 4-4 and Table 4-5 

4.2.3 Tortuosity 

In-situ electrical resistivity techniques are used in the oil industry to give estimations of 

porosity. These methods are hased on the relationship between formation factor, F ,  and 

porosity R, discovcrcd during the 1940's (Archie, 1942) who developed Archie's Law. 

This work was based around the fact that the degree to which a sediment conducts 

electricity can be related to the nature of the pore spaces, and in particular the nature of the 

fluid contained within them. 
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When an electric current passes through a porous medium most of the conduction is 

via the pore fluid, since the constituent minerals of the material are insulators. The 

electrical resistivity of the sediment is therefore dependent on the resistivity and salinity of 

the pore fluid present, together with its quantity and distribution throughout the sediment. 

The amount and nature of the pore fluid is dependent upon the structure of the 

sediment e.g. porosity. Direct relationships exist between resistance and porosity, such 

that the resistance. varies as the inverse square of the porosity. However, relating direct 

sediment resistance measurements to the porosity produces inaccuracies due to the effect 

of the resistivity of the pore fluid. To remove dependence of the pore fluid, a formation 

factor may be defined in that for a given porosity, the ratio of the sediment resistance to 

pore fluid resistance should be constant. F is a function of the material texture and is given 

by 

(Eq. 4-20) 

where sfis the conductivity of the fluid and 6s that of the fluid saturated sample 

A relationship now exists between the formation factor and porosity, since the 

formation factor is completely independent of the resistivity of the pore fluid. However, 

the quantity and distribution of the pore fluid is still a factor, i.e. it is a function of the 

structure of the sediment particles. 

Porosity and formation factor are related by 

F = OR-"' (Eq. 4-21) 

where R is porosity, a is an empirical constant specific to the materials of interest and is 

taken as i for sands, and m is a constant known as the cementation factor which depends 

on the grain size and tortuosity. 

The tortuosity of a porous material is a measurement of the increased path length 

through the material due to the deviation from a straight line. The tortuosity of a sample 

has been related to its porosity and formation factor (Brown, 1980). Hence, 

z = F Q  (Eq. 4-22) 

where Q is the porosity and F is the formation factor. Combining Equation 4-21 and 4-22 

shows that: 

= 
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assuming o = integer and T > I ,  then in must be greater than 1 

4.2.3.1 Available methods 

The majority of n)ethods for the determination of tortuosity are based upon the electrical 

conductivity of a conductive fluid saturated material. 

A sample is saturated in an electrically conductive fluid (e.g. brine solution). For 

cohesionless materials such as sands. this can easily be achieved through natural 

permutation, but for fine grained more cohesive materials the application of a vacuum 

enhances saturation. Some agitation of the sample may be necessary if the pore sizes are 

small. An AC voltage is then applied across the sample and the current measured. A 

measurement of the conùuctivity of the brine is also required. 

It must be noted however. that Archie's Law is not valid for sediments containing a 

significant percentage of clay. Clay provides a conductive matrix, rendering a fundamental 

assumption made in the Archie's Law invalid. Graphite, native metals' and minerals with 

meíallic lustres arc also electrical conductors, but these are far xai-cer than clays. 

The use of separate current and voltage pi-obes assures a i-eliable contact between 

the end of the sample and the electrodes. This eliminates a voltage drop at the current 

electrodes and allows siinulvuncous measureinent of the resitivities of the fluid and 

saturated porous material. 

It has been found (Sens cf ol., 1981) that the tortuosity of a random stacking of 

glass spheres is given by I/&?. This has been verified for a range o i  porosities froin 0.33 

and 0.38 and is a special case of the ñriiggemdn relationship. 

= (Ey. 4-24) 

Where I I  depends on grain shape (Attenborough, 1987) and is usually given a value of I for 

soils. 



4.2.4 Elastic Moduli 

/ ! / 

I 

When external forces are applied to a body, balanced internal forces are set up within it. 

Stress. is a measure of the intensity of these balanced internal forces. The stress acting in 

an area of any surface within the body may be resolved into a component of normal stress 

perpendicular to the surface and a component of shearing stress in the plane of the surface. 

A body subjected to stress undergoes a change of shape and/or size known as 

strain. Up to a certain limiting value of stress, known as the yield strength of a material, 

the strain is lincnrly rclatcd to the applied stress (Hooke’s Law). This clastic strain is 

reversible so that removal or stress leiids to a removal of strain. If the yield strength is 

exceeded the strain becomes non-linear and partly irreversible (i.e. permanent strain 

results), and is known as plastic 01- ductile strain. If the stress is increased still further the 

body fails by fracture. A typical stress-strain relationship can be found in Figure 4-5. 

VI 
VI 
Q) 
.i 
Y 

* I  
i 

DUCTILE l 
I 

ELASTIC I 
FIELD 1 FIELD 

A fracture I . .  
I poinr 

I 

f i k i  poin / I 

I 
It / ! 

,/ I 

strain 

Figiire 4-5. A hpicul stl-ess-strain ciwve,for (i t)pical body 

The linear relationship between stress and strain in the elastic field is specified for any 

material by its various elastic moduli, each which expresses the ratio of a particular type of 

stí-e5h to the rcsultant strain. 
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Consider a rod of original length, I ,  and cross-sectional area, A, that is extended by an 

increment, AI, through the application of a stretching force, F,  to its end faces (See Figure 

4-6a). The relevant elastic modulus is Young's modulus E,  defined by 

longitudinal stress F/A 
longitudinal strain AM 

Young's modulus E = (Eq. 4-25) 

With the extension in the rod there will be an accompanied reduction in its diameter, i.e. 

the rod will suffer lateral as well as longitudinal strain. The ratio of the lateral to 

longitudinal strain is known as the Poisson's ratio. 

longitudinal stress ~ ' : A  
longitudinal strain A / : i  

f = volume stress-P- 
volume strain A Y Y 

K r  

$hear stress C 
shear strain tan ü 

IJ __._ ~ 

longitudinal stre45 F 4 ~- + = longitudinal strain A i i 

[ n o  iateral strain 1 

!us E. (hi Bulk rnodulus K. . ) Shear 

The Bulk modulus, K ,  expresses the stress-strain ratio in the case of a simple hydrostatic 

pressure, P, applied to cubic element (Figure 4-6b), the resultant volume strain being the 

change in  volume Ail divided by the original volume, v, 

volume stress P 
volume strain Avlv 

Bulk modulus K = (Eq. 4-26) 
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In a similar manner the shear modulus ( p )  is defined as the ratio of shearing stress (t) to 

the resultant shear strain tan 0 (See Figure 4-6c). 

shear stress t 
shear strain tan f3 

Shear modulus p = (Eq. 4-27) 

Finally. the axial modulus Wdefines the ratio of longitudinal stress to longitudinal strain in 

the case where there is no lateral strain. i.e. when the material is constrained to deform 

laterally (Figure 4-6d). 

longitudinal stress FIA 
longitudinal strain (uniaxial) AIA 

Axial modulus y = (Eq. 4-28) 

There are also inter-relationships between the elastic moduli which can be used to calculate 

an unknown moduli haring knowledge of twc others. 

/ .l(32+2p) 
A,+p 

Young's modulus E = (Eq. 4-29) 

(Eq. 4-30) 
A' 

2(A'+LI) 
Poissons Ratio o = 

3/1'+2p 
Bulk rnodulus K = (Eq. 4-31) 

3 

Where /I' is one of the Lame constants 

The elastic constants are defined in such a way that they are positive numbers. As 

u consequence, o must have values between O and 0.5 (because in Eq. 4-30 A'/(A.'+,u) is 

less than unity). Values range from 0.05 for very hard. rigid rocks to about 0.45 for tight 

sand, with loose sand and snow about 0.49. Liquids have no resistance to shear and they 

therefore have a value of p = O and e 0 . 5 .  For most materials E is generally the largest of 

the iuotluli and ,u the smallest of'the three. 

42.4. I Ai&luhle methods 

The remiant \>;ir technique. in  various vibration modes (longitudinal, torsional or flexural), 

ha\ hi.m t i~ed  fui- inany years on rock samples for the determination of elastic moduli. 

Thl\  principle has also been eniployed in soil dynamics, with the use of the resonant 
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column device. In the USA, the test has now become the ASTM standard inethod for 

determining the shear modulus and damping capacity of soils. 

The resonant colunin test involves vibrating a cylindrical specimen or column of 

soil in its first torsional mode to determine its shear modulus and in its first longitudinal 

inode to determine its dynamic compression modulus. Measurement of the specimen's end 

displacements can be determined as a function of the resonant frequency at which the 

sinusoidal excitation force is in phase with the velocity of vibration at the end of the 

specimen. This. together with the sample length allows the computation of the wave 

velocity through the specimen (Figure 4-7). The damping ratio, which can he related to 

attenuation, can be determined from the steady state magnification factor at resonance, the 

width of the resonant response curve, or the logarithmic decay of free vibrations. 

G = Shear mduiur 
fT = Resonant frequency 
p = Density o f  sample 
L = Length of  sample 
r = Radios of sample 
i = Mars polar inertia o f  samole I 

SAMPLE I ,  = Mass polar inertia of drive head 
1 = Shear s h i n  amplitude 

Figure 4-7. Principle qf operatioit o j  the resonant coliunii test. 
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4.3 Soil Classification 

Soil classification systems have been in use for centuries, the first being developed some 

4000 years ago by a Chinese engineer (Smith, 1994). More recently in 1896, the Bureau of 

Soils. United States Department of Agriculture, devised a system in which the various soil 

types were classified purely upon particle size. Further improved systems allowed for the 

plasticity characteristics of soil and a modified form of the system proposed by Casegrande 

(1937) forms the basis of the soil classification used in Britain. 

The British Soil Classification System (BSCS) is given in BS5930, Code of 

practice for site investigation (BSS930. 1981). The system divides soils into two main 

categories. If at least 35 per cent of ii soil can pass through a 63 pm sieve then it is a fine 

soil. Convcrcely. if the amount of soil that can pass through a 63 pm sieve is less than 35 

per cent then thc soil i i  c o m e .  Each category is divided into groups depending upon tlic 

grading of the soil particles not passing the 63 pm sieve and upon the plasticity 

characteristics of the soil particles passing a 425 pm sieve. 

A summary of the BSCS is shown in Table 4-6 and its associated plasticity chart in 

This classification is useful in the field. however in the laboratory a Figure 4-8. 

standardised system of classification helps to eliminate human error. 

To use the plasticity chart i t  is necessary to plot a point whose co-ordinates ai-e the 

liquid limit and the plasticity index of the soil to be identified. The soil is classified by 

observing the position of the point relative to the sloping straight line drawn across the 

diagram. This line. known as the A-line. is an empirical boundary between inorganic 

clays. whose points lie above the line, and organic silts and clays whose points lie below. 

The A-line goes through the base line at P.I.=U. L.L.=2U% so that its equation is: 

P.I .  = 0.73(L.L. - 20%) 

P.I .  = 0.73(W, - 20%) 

(Eq. 4-32) 

(Eq. 4-33) 
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ippropnntc 

- 
'EAT 

Slightly s i l ty  or 
clayey 
GRAVEL 

Si l t?  GRAVEL 

~ 

Very Silt> 

very Clayey 

GRAVEL 

GRAVEL 

Slightly "lty or 
cln).q <;-\ri» 

,il!> S.4ND 

clayey SANI) 

very \'It) 

v e r y  claye! 

SAND 

S A Y U  

Gia\i.li! SILT 

Graieliy CLAY 

~~~~~~ 

S ~ C K I ~  siLr 

Sand CLAY 

~~~ 

SIL1  IM-SOIL1 

CLAY 

Descriptive letlei 
suffixed to any group or 
s"bg""p letter 

ri Peat S"11S C""S1St prcdoiiim 

Subgroup 
svnihol 

GW 

GPu GPg 

GWM 
GPM 

GWC 
GPC 

GMLet' 

GCL 
CCI 
GCH 
GCV 
GCE 

S \\ 

W" SPf 

SR'hI 
SPM 

SWC 
SPC 

SMLetc 
SCL 
SCI 

\lLC 
('LG 

hlLS C!C 

C I S  CIC 

>IL. ctc 
CI 
Ci 
CH 
CV 
CE 

Organ,c mat 
0r~; i i i ic  SIL 

Name 

Well graded GRAVEL 

Poorly graded/Uniforni/Gap 
graded GRA\JEL 

Well graded/Paorly graded silty 
GRAVEL 

Well gradedPoorly graded clayey 
GRAVEL 

Very silty GRAVEL: siihdivide 
ab f"r G c  

Very clayey GRAVEL (clay o i  
IOW. mterrnediutr. high very high 
extremely high plasticity) 

Wcll graded SAND 

Poorly grndedCniiundGap 
graded SAND 

Well grndcdPooily gradsd clayey 
SAND 

Very silty SANU: suhdi\idc as 
for SC 

\'my clayey SAND (clay o ï l o ~ v .  
mtcrnieiliate. high vcr! high 
cxticirirly high plsiticity) 

Grawll, SILT, suhdnidc iii i w  
CG Gravelly CLAY of l h  

ut intermediate plasticity 
o f  high plasticity 
of very high plisiicit) 
of extremely high plastictry 

plasticit) 

sandy SILT; suhdii.de is iur CG 

Sandy CLAY. siihdividc a h  ¡or 
CG 

SILT. suhdnide as lor C CLAY 

of interniedme plasticit, 
of high plasiicit, 
of very high pIasttc~t> 
of extremely high plasticity 

nt Consliliient Ehample MHO. 

of IOW plasticit) 

Iy o1 plan1 ril imim which iiiay be fihrous or mnoiphous. 

Table 4-6. British Soil Clnssifïcation Sjsteiii f o r .  EpzRineeririg Purposes 
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Figure 4-8. PZaJric-ity Clicirtfor the BSCS 
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G Gravei 
S Sand 
F Fine soil. 

Fines 

The classification ”F’ is intended for use when there is difficulty in determining whether a 

soil is a silt or a clay. Originally, all soils that plotted below the A-line of  the plasticity 

charts were classified as silts. The term M-Soil has been introduced to classify soils that 

plot below the A-line but have a particle size distribution not wholly in the range of silt 

sizes. 

M Silt, M-Soil 
C Clay 
Pt Pcat 

After the letter designating the main soil type, additional letters are added io further 

describe the soil and to denote its grading and plasticity. The letter “O” is applied at the 

end of the group symbol for a soil if the soil has a significant amount of  organic matter 

within it. These letters are: 

W Wcll gmded I, 

P Poorly I 

P,, L’niform H 

P, Capgraded V 

~. O Organic ._ E 

~ ~ 

graded 

-__________- 

Low piasticity 
(LL < 35%) 

Intermediate 
(35 I LL 570) 

High plasticity 
(50 I LL 5 70) 

Very high 
(70 5 LL 590) 

Extlemely high (LL 2 90%) 

4.3.1 Size Analysis 

An analysis of the size distribution of any soil is carried out for various reasons, some of 

which are to provide: - 

I ,  a simple means of classifying a soil (such as a fine sand, a coarse silt,-a medium 

u, or as a silty clay, a sandy silt etc). 

2. an understanding of the bulk mechanical properties of a sediment and its acoustic 

properties. 
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The first step in size analysis is the selection of the grade scale. Various scales have been 

used in sediment analysis, some of which are shown in Table 4-9. The most useful grade 

scales are those based on a true geometric scale: they offer advantages in the statistical 

analysis of the data and in the ease of conversion from one scale to another. 

The Wentwoith scale has become the standard grade scale used. 

diameters are expressed in terms of phi diameters us defined by the equation 

Here particle 

Sediment Class 
Gravel 
Sand 
Silt 

Clay 
Colloid 

@ = - I  ogzd  

where d = the diameter of the particle in millimetres 

phi Microns 
-7 to o 
o to 4 
4 to 8 
8 to 12 

>I2  <0.24 

128 x 1o’to 1 x 10’ 
1 x 10’ to 62.5 

62.5 to 3.9 
3.9 to 0.24 

(Eq. 4-34) 

From Table 4-9. it can be seen that a difference of 1 phi between the sizes of two 

particles means that the diameter is twice that of the other. The limits of the various grades 

on the Wentworth scale (see Table 4-9) are selected at intervals of 1 phi. The general 

boundaries between classes. however, are somewhat controversial but for most purposes 

may be defined as in Table 4-10, 

4.3.1.1 Avuiluble Methods 

A iiuinber of methods of analysis are available, the choice depending primarily on the size 

range of particles being analysed. 

4.3. I .  I. I Sieii t ig 

The most common method uied for the size analysii of large particles (sand and gravels) is 

sieving. Inaccuraciei are due to a number of factors including 

1. sieves sort according to shape as well as to size 
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2. sieving may be incomplete i.e. material retained in the sieve mesh 

3 .  non-uniformity of the apertures of the sieve mesh, particularly with the smaller 

meshes 

Sieving is only effective down to the lower size limit of about 50 microns (and is rarely 

continued below the sand sizes). but it has the advantages of simplicity and ease of 

handling (especially of large samples) so that sampling errors are reduced to a minimum. 

Sieves are usually spaced at half-phi or quarter-phi intervals. 

4.3.1.1.2 Mefliods bused ~cpon Stokes Law 

The rate of fall of u spherical body in a liquid is governed by Stokes’ Law, which is 

expressed as: - 

where L’ = velocity of the sedimentation ( c d s e c )  

g = acceleration due to gravity (cm/sec’) 

r = radius of the particle which is assumed to be spherical (cm) 

P , ~  = density of the solid particle (g/cm3) 

pi = density of the fluid (&/cm ) 

q = \  Tiscosity of the tluici (dyne sccicm’) 

i 

and 

Table 4-11 shows the time of settling of particles of silt and clay sizes for different 

temperatures. These show that all other things being equal it is possible to distinguish 

between two particles of differing sizes based on their settling velocities. 

Generally speaking these methods are used only for the analysis of material finer 

than the sand size (i.e. silts and clays). although techniques do exist for using settling 

velocities to grade sand sizes as well: these later techniques require very tall settling 

columns and can usually only accommodate sand sizes up to 0.5cm. The methods include 

elutriation. sedimentation, centrifugation, pipette and hydrometer techniques. 
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Inaccuracies occur in all these methods based upon Stokes’ Law because of certain 

assumptions that are not exactly tfue. These include: - 

1. The pai-ticles are never truly spherical; in fact, the actual shapes inay bear little 

rcsemblance LO spheres. Neither are the particles smooth or rigid. 

2. The body of water is not infinite in extent, and, since many particles are present, the 

fall of any particles is influenced by the presence of other particles; similarly, 

particles near the side walls of the container are affected by the presence of the 

wall. 

3. An average value for specific gravity of particles is used: the value for some 

particles may diîfer appreciably from the average value. 

Nevertheless. the hydrometer method is adequate for analysis of sizes down to about 2 

microns. but for smaller size grades centrifugation is necessary because of the long settling 

times and the effects of Brownian movement in grades smaller than about 1 micron. 

Various techniques exist for the direct measurement of particle size; in most of them. 

particularly in the smaller sizes. use must be inade of sediment thin sections or grain 

mounts for microscopic examination. These methods are extremely time-consuming and 

thus are never standard sedimen(ologica1 practice. 

4.3.1.2 Presentation of the data 

Prescritation of the size analysis data should be such that it represents at a glance as much 

information as is possible and facilitates interpretation of the data. 

4.3.1.2.1 Tic0 Víirinhles 

In theses, one of the variables. the diameter of the particle (usually in Phi), is plotted 

against another variable, the amount (or number or frequency) of particles of that size. 
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I .  Histograms 

Diameters are plotted along the horizontal axis either arithmetically or logarithmically; if 

phi units ai-c used, each grade unit  is of equal width on the horizontal axis, even if each 

does not represent an equal range of diameters. A vertical block is set above each grade 

proportional in  height to the weight percentage of the whole occupying that grade. It 

should bc remembered that if, for some reason, arithmetic plotting of diameters (i.e. not phi 

units) is carried out. the various rectangles will be of different widths. and care must be 

taken to ensure that the area of each rectangle represents the frequency in that grade. 

2. Frequency Curves 

These are simply smooth curves showing the variation of one variable against the other, 

An approximation of such curves can be produced by joining the midpoints of the topsides 

of the histogram rcctangles by a smooth curve; the narrower the rectangles the closer will 

this curve represent the true frequency curve 

3. Cumulative Curve\ 

The cuiiiulative frequency curve is a curve based on the original histograni data, and is 

obtained by plotting ordinates which represent the total amount of material larger or 

smaller than a given dianieter. Briefly the cumulative curve is equivalent to setting one 

h i s top in  block above and io the risht of its predecessor. so that the height of the base of 

e x l i  block is the total height of the all the proceeding blocks. 

A smooth curve is then drawn through the resulting step diagram. as in the 

frequency curve case, to provide an approximation to the true cumulative curve. In 

practice, it is not necessary to draw the histograms to provide the cumulative curves the 

computation form provide thc frequency information directly. 

Cumulatiuc curves have come into wide use in sedimentary work bccausc of the 

convenience with which statistical values can be drawn from them. 
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4.3.1.2.2 Three Vuriahles 

I .  Isopleth Maps 

An isopleth is a line drawn on a chart or map showing equal abundance or magnitude of 

some quantity (grain size, density, porosity etc). With respect to grain size analysis, such a 

map would show the aerial distribution of grain sizes in the region under survey 

3. Triangular Diagram5 

The apices of the triangle represent one of each of the three variables being considered. In 

grain size analysis, the variables are tisually the percentage sand. silt and clay fractions of 

the whole sediment. The total quantity of each fraction, expressed as a percentage of the 

whole, is plotted on the diagram (along a line parallel to the appropriate base. the particular 

component being the apex) and the particular region into which the point of trisection falls, 

defines the sediment. 

3. Pie Diagrams 

These indicate the relative magnitudes of any number of variables by the size of sediment 

of a circle. 

4.3.1.3 Examination of the Data 

The cnniulative frequency curve described above provides information that can be 

analysed statistically and, from the values obtained, inference may be drawn about the 

sediment. Four statistical parameters are sufficient to adequately describe the sediment. 

I )  Central Tendency 

Probably the most important measure as it provides the value about which all the other 

values cluster. The value corresponds to the size that is most frequent, although in 

asymmetrical curves this may not be so. For this reason it is preferable to obtain both the 

median and mean diameter. Inman (1952) proposed that: 

(Eq. 4-36) 
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The 16"' and 84Ih percentiles are chosen as they represent the diameters one standard 

deviation either side of the mean on a normal distribution curve. For skewed and himodal 

distributions this is probably inadequate and the median diameter has been introduced. 

Medicin = @so 

2) Standard Deviation (Degree of Sorting) 

(Eq. 4-37) 

Two frequency curves with the same average size may have entirely different degrees of 

spread. Consequently, the standard deviation indicates the degree of scatter or dispersion 

or spread of data about the central tendency. 

@,, - @i6 + @'ss - @ 5  Sorting = 
4 6.6 

(Eq. 4-3ö) 

The lower the value of sorting. the increased sorting represented in the material (< l  - good 

sorting. > i  -poor sorting). 

3 1 Kurtosis (Ba) 

This is a measure of the peakedness of the frequency curve. Folk and Ward (1966) defined 

it as 

(Eq. 4-39)  a<,< - @, KLtriosi.s = 
2.44(@,, - @ 2 5 )  

For a norrnal distrihution the kurtosis has :I value of'0.65. If the distribution is less peaked 

than normal, then Bo > 0.65 and if the distribution is more peaked than normal Bo < 0.65. 

4)  Skewness 

The average size and the degree of spread of two curves may be the same but their 

symmetry inay be diffei-ent. A measure of thc tendency of the data to spread on one side or 

another of the average is the called the skewness of the curve. Because skewness may be 

either to the left or the right. a positive or negative sense is usually assigned to it.  

Skewness is defined as the difference between the mean and the median divided by the 

standard deviation. 

This skewness measure is zero for a symmetrical size distribution. If the distribution is 

skewed towards smaller phi values (coarser diameters); the skewness is negative, and 

positive if skewed to the finer sizes. 
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4.3.2 Consistency 

Consistency is a term that is frequently used to describe the condition of a soil. It denotes 

the degree of firmness of the soil and is indicated by such terms as soft, firm or hard. In 

practice. only thc finer soils or fine fractions of coarser soils are so described, i.e. soils 

whose condition is markedly affected by changes in moisture content. 

As u soil changes consistency. its engineering properties also change. Shear 

strength and bearing capacity. for example, vary significantly with consistency. Thus a 

textural classification indicating that a certain material is a clay is not sufficient for 

engineering purposes: it is also necessary to determine the condition of the clay. 

To aid eliminating the personal factor in describing soil consistency, Atterberg 

( 191 I )  arbitrarily established four states of consistency for fine-grained soils. These are 

the liquid. the plastic, the semisolid and the solid states. Atterberg developed a number of 

tests to determine the liquid limit. plastic limit and shrinkage limit of these materials. The 

cone penetrometer and plastic limit method are widely used in accordance with BS 1377. 

1990. Part 2 to determine the Atierbei-g Limits of consolidated materials, 

The principles that lie behind the Atterberg Limits are that with addition of water to 

ii fine p i n e c l  sediment, particularly clays. a film of absorbed water is produced thai covers 

each particle. If thc pcrcentage of water held in the structure of the inaterial is high 

enough. the particles will have the potential to slide past one another with greater ease than 

normal. and the soil will begin to act as a liquid with no resistance to shear. 

As the soil dries from the liquid state of consistency, a moisture content is reached 

at which it begins to attain a slight shear resistance. It is then said to have reached the limit 

of the liquid state of consistency, 01- more simply, i t  reaches its liquid limit (L.L or WL). 

Similarly further loss of water will increase the shear resistance to a point where the 

material begins to behave as a semisolid. This limit is termed the plastic limit (P.L. or 

Wp). The convention is to evaluate or express the Atterberg Limits for a soil in terms of 

the moisture contents at these limits. 

Knowledge of the liquid and plastic limit enables the plasticity index (P.f. or Ip)  to 

be determined. The plasticity index measures the amount of water which is required to 

change the state of a sediment from its plastic limit to its liquid limit and is defined as the 

range over which the soil is plastic. It is calculated from the equation below: - 

P.I. = L.L. - P.L. (Eq. 4-41) 
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A final property that relates the in-situ condition of the sediment to its natural moisture 

content (u) is the liquidity index (L.I. or I L ) ,  This is calculated from the equation below: - 

w - P.L. 
P.i 

L.1 = (Eq. 4-42) 

This iiidex property more usefully reflects the properties of plastic soils than the generally 

used consistency limits (L.L. or P.L.). Liquid and plastic limit tests are carried out upon 

remoulded soil, but the same soil, in its undisturbed in-situ state, may exhibit a different 

consistency at the same moisture content as the laboratory specimen, due to sensitivity 

effects. It does not mean therefore that a soil found to have a liquid limit of 50% will be in 

the liquid state if its iii-situ moisture content is also at 50%. 

If the in-situ moisture content of the sample is greater than the test value of L.L. 

then the L.I. is greater than 1 .O and it is obvious that if the soil were remoulded it would he 

transformed into a slurry. In such a case. it is likely that the soil is an unconsolidated 

sediment with an undruined shear strength of between 15 and 50 kN/m'. 

Most cohesive sediments have a L.I. value that is between 1.0 and 0.0. The lower 

the value of in-situ moisture content. the greater the amount of compression that must have 

takeii place and the nearer L.I. will be to zero. 

If the value of in-situ moisture content is less than the test value of the plastic limit 

then the L.I. will be less than 0.0 and the soil cannot he remoulded, since it is outside the 

plastic range. In this case. the soil will no longer exhibit permanent deformation and 

simply fractures with no plastic limit, i.e. i t  acts as a brittle solid. Soils in this state will 

have an uridrained shear strength ranging fmin SO to 250 kN/m' (Smith, 1990). 

The Atterberg Limito classify a sediment mainly in terms of its shear strength. 

However, factors such as chemical and mineralogical composition, grain size and shape. 

will influence the amount of water that can be held in  the sediment and hence will affect 

the Atterberg Limits. 

After calculation of the liquid limit and the plastic limit, a classification of the 

sediment can be made. This is determined by plotting liquid limit against plasticity index 

on Casagrande's Classification Chart. The A-line is given by the equation: - 

P.I. = 0.73(L.L. - 20) (Eq. 4-43) 

This line separates inorganic clays (above the A-line) from organic clays (below the A- 

line). This plot classifies the plasticity class of the sediment. 
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4.4 Other Tests 

4.4.1 Natural Sediment Properties 

4.4. I .  I Natural Moisture Content 

Thc determination of the natural moisture content of a sediment is of great importance, 

since the natural moisture content can give a preliniiiiary indication of how the sediment 

will bchavc. For cxarriple. thc shear strength of a sediment will vary greatly due to varying 

moisture contents. 

In principle. the moisture content of a sediment can be defined as the ratio, in 

percent. of the weight of water in a given niass of sediment sample to the oven-dq (10S'C) 

weight of solid particles. In the case of marinekoastal sediments. either the salt content 

must he completely removed prior to testing. or the amount of salt. determined from 

salinity tests must be accounted for in  any of the subsequent calculations. In the ease of 

the sediments in this study. this precaution is unnecessary. 

4.4.1.2 Particle Specific Gravity 

When given. the specific gravity. Gs, of a sediment is the specific gravity of the sediment 

solid particles. It can he defined as the rtitio of the. weight of u given \,olume of oven-dry 

(10S'C) sedimeni ai 20'C to the weight of an equal volume of de-aired distilled w#ater at 

2O0C. 

The specific gravity of a soil is often used in relating a weight of soil to its volume. 

Thus knowing the void ratio. the degree of saturation. and the specific gravity, the unit 

weight of a moist soil can be computed. Unit weights are needed in nearly all pressure, 

settlement, and stability problems in soil engineering. The specific gravity is also used in 

the coinputations of most of the laboratory test,. 

Since most sediments contain particles of differing minerals, the final figure 

calculated is an average value of all the constituent particles of a sediment carried out upon 

a representative sample. The measurement of specific gravity requires a very careful 

106 



technique as all weighing has to be accurate to 0.001g. The tests were carried out in 

duplicate to detect any erroneous data. 

The specific gravity of most soils lies within the range of 2.65 to 2.85. Soils with 

measurable organic content or soils with porous particles may have a specific gravity value 

below 2.0. Conversely, soils containing heavy substances, such as iron, may have specific 

gravity values over 3.0. 

The specific gravity of a natural soil often depends upon how representative the test 

specimen is. because most soils are far from homogeneous. For example, the Quaternary 

boulder clays of Porth Neigwl. often contain lenses of silt which may cause the specific 

gravity to vary from 2.70 to 2.74 depending on the percentage of silt in the test specimen 

(Harrop, 1994) 

4.4.1.3 Colour 

Standard colour descriptions. as outlined in the British Standard (BS 5930, 1981), were 

used in the field. In the laboratory a inore detailed description of the colour of the 

sediment samples was undertaken using a Munsell Colour Chart. 

The Munsell colour-order system is a way of precisely specifying colours and 

sho\ving the relationships among colours. Every colour has three qualities or attributes: 

hue, value and chroma. Munse11 established numerical scales with visually uniform steps 

for each of thesc attributes. The Munsell Book of Colour displays a collection of coloured 

chips arranged according to these scales. Each chip is identified numerically using these 

scales. The colour of any surface can he identified by comparing it to the chips, under 

proper illumination and viewing conditions. The colour is then identified by its hue. value 

and chroma. These attributes are given the symbols H, V, and C and are written in a form 

H VIC. which is called the Munsell notation. 

Soil colour is one of the characteristics used to identify properties of soil horizons 

within a pedon. Soil colour is the most obvious characteristic to distinguish soil horizons. 

Each horizon is made of different mineral and organic components. Therefore, the colour 

of a soil horizon is a composite of the colours of each of its components and is related to 

the surface area of particles. This meaus that colloidal materials have the greatest impact 

on soil colour. For example, humus is black or brown while iron-oxides may be red, rust- 

brown or yellow depending on the degree of hydration. Reduced iron is blue green. Other 
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common materials in soil have a range of colours: quartz is mostly white, limestones are 

white. grey or sometimes olive-green. Feldspars are predominantly red while clays are 

grey, white or red. The colours of clays are largely determined by the type and amount of 

iron coatings (Kohnke. 1968). 

Soil colour can be used to determine the regime of water and air in soil. When a 

soil is saturated, water completely replaces the soil air. The absence of oxygen causes 

reduction of iron and manganese compounds which become soluble. When the soil dries, 

iron and manganese compounds are oxidized and precipitate out of the soil solution. 

Light-coloured patches of soil are low in iron and manganese while dark coloured patches 

show where the iron or manganese have been precipitated. The pattern of spots or blotches 

of  different colour or bhades of colour interspersed with the dominant colour is called 

mottling. 

Wet and moist soils look darker than dry soils. Therefore, the soil colour 

description includes a symbol to indicate the nioisture content of soil. Soil colour of 

surface horizons is correlated with organic mattcr content. Soils with a higher amount of 

organic matter have a greater nutrient supplying power and support greater plant 

productivity. Light colour frequently results from the preponderance of quartz, a mineral 

which has no nutritional value. Generally the sequence of productivity decreases as soils 

become lighter according to the following sequence: black, brown, rust-brown, grey- 

brown. red. grey, yellow and white (Kohnke, 1968). It is important to note that plant 

productivity is controlled by soil texture. structure, moisture and temperature regime and 

many other factors. Therefore. soil colour alone should not be used to predict plant 

productivity in different ecosystems. Soil colour is a good indicator of soil characteristics 

and is used with other soil characteristics to describe the processes of soil formation. 

In generally, well aerated soils have bright colours while poorly aerated soils have 

darker colours. Soils in depressions have darker colours because they have higher amounts 

of organic matter. Practically all soil profiles show a change of colours from one horizon 

to the next and can be used to identiry horizon sequences in a pedon. 
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4.4.2 Shear Strength 

All failures in soils result from failure of the soil structure due to shear stresses. It is 

therefore very important to have knowledge of the shear strength parameters of materials. 

The shear strength is generally required for slope stability analyses and for foundation and 

piling bearing capacity assessments. Knowledge of soil strength is also important in an 

agricultural context, as i t  will greatly affect the type of plough used. 

Depending upon the source of its strength, a soil can be placed in one of two 

groups. namely cohesionless and cohesive. Here. cohesionless soils have no cohesion, or 

attraction, between individual particles, whilst in cohesive soils the particles exhibit inter- 

attraction. 

4.4.2. I Strerzgtlz Theory of Cohesionless Soils 

The resistance to shear of a cohesionless soil is derived from the friction between grains 

and the interlocking of the grains. Friction between soil grains is similar to friction 

between any surfaces. as for example can be seen in Figure 4-9. 

Normal Force 

I l  I 

When the top block is sliding along the bottom block, a shear force is applied to the surface 

of the bottom block that is equal to the normal force acting upon the blocks multiplied by a 

coefficient that is known as “the coefficient of friction”. In soils, the friction may either be 
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a sliding friction, as shown in Figure 4-9, or rolling friction. For example, if a large 

enough shear force were applied to a soil grain A (See Figure 4-10), it could be moved to 

Position B by either sliding or rolling. or a combination of the two. Normally, no attempt 

is made to distinguish between sliding or rolling friction. 

To move from Position B to Position C (Figure 4-10) against the applied normal 

force requires work. This work is the quantitative measure of the phenomenon termed 

interlocking. 

Normal Force 

Fi,qiwe 4- 10. Friction i r 7  soil. 

Because interlocking occurs to a greater extent when soil grains are closer together. dense 

soils show a higher shear strength at small shear displacements than loose soils. During 

the initial part of shear on a densc sand the volume of the soil increases. with the result that 

the effects of interlocking at reduced. 

Figure 4-1 1 shows an element of soil being subjected to a shear force, which is 

equal to the normal force times tun (Y. If the area of the potential shear surface is A, then 

the shear stress, z, is equal to the shear force divided by A ;  the normal stress, O is equal to 

the normal force divided by A.  It can be seen that 

7 = 0 t a n a  (Eq. 4-44)  

The shear strength. s. is the shear stress that is necessary to cause slippage on a surface 

through the soil: or 

s = o t a n Q  (Eq. 4-45) 



where 4 is the angle (Y at slippage. The shear strength of the soil can be expressed as s 

(“shear strength”) or f a n  4 (“coefficient of friction”) or 4 (“angle of internal friction” or 

“friction angle”). 

Force 

~ Shear Soil Sample 
% Force 

L , 
h \ ’  
’I’ Suiface A 

Figure 4-11. Shear of soil in u bol 

Because of the phenomenon of’ interlocking, the strength of a dense cohesionless soil tends 

to be greater at small displacements than at large displacements, where the effects of 

interlocking have been overcome. The higher strength is called “peak” or “maximum” 

strength; the lower strength is known as “ultimate” strength. 

Typical values of shear strength for cohesionless materials range from 

~ipproxiniately 30 to 200kNim’ whilst peak friction angles in a dense well-graded. coarse 

w i d  usually range from 37’ to 60”; for a dense, uniform, fine sand they are usually 

between 33” and 45”. There is less variation in the values of ultimate friction angle. 

4.4.2.2 Strength Theory of Cohesive Soils 

The elements of shear strength are considerably more complicated in cohesive soils than in 

cohesionless ones. This is due to the more complex arrangement of cohesive soils. 

Cohesionless soils are composed of particles that, because of their size and shape, have a 

small specific surface (the ratio of surface area to mass). The mass forces such as gravity 

control their behaviour rather than surface forces. Particles of cohesive soils, however, 
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because of their size and shape (usually small platelets) have a large specific surface. 

Their behaviour. thercfore, can be influenced more by surface forces than by mass forces. 

The shear strength of cohesive soil is made up of two components: friction, as in a 

cohesionless soil, and a second component called “cohesion”, which is all the strength not 

due to friction. The exact nature of the surface forces that cause cohesion is not known. 

The cohesion of u soil is not a constant soil property but is a function of the load carried by 

the soil structure, or intergranular load, as well as of the details by which it is determined. 

The term cohesion is often used loosely for the shear strength of a soil when tested with no 

lateral load applied to the sample. 

The following analogy will help to clarify this. Figure 4-12b shows the shear force 

required to inove the block shown in Figure 4-12a, for differently applied normal forces. If 

the weight of the block is ignored, the relationship between normal force and shear force 

required to m o w  the block is shown by line OA. Line OA is analogous to a plot of normal 

strength against shear strength for il cohesionless soil. 

Normal Force 

ree 

Normal Force 

ib) 
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If the block in Figure 4-12a is then stuck to the surface on which it is resting with an 

adhesive that can be squeezed out by pressure, line BCA in Figure 4-12b represents the 

relationship between an applied normal force and the shear force required to move the 

block. At any normal force, D, the resistance to movement is due to the friction between 

the block and the surface (corresponding to friction between particles in soil) plus the 

strength of the adhesive (corresponding to cohesion in the soil). At a normal force of C, 

the entire adhesive is squeezed out of the space between the block and the surface. In like 

manner, the cohesion of a soil can be reduced to zero at large normal pressures. The loose 

definition of cohesion mentioned previously would be represented by OB, which is the 

shear force required to move the block when no normal force is applied. 

The portion of the load applied to a cohesive soil that is carried by the soil structure 

depends on the degree to which the pore water is permitted to drain and thus release its 

hydrostatic excess pressure (i.e. consolidate). Since the load carried by the water is not 

able to mobilise friction between soil particles, the shear strength of clay is higher (in most 

circumstances) if draiiiagc occurs than if i t  is prevented. The two limiting drainage 

possibilities are: 

1 j Shear where there is complete pore water drainage making the excess pressure in the 

water zero. 

2)  Shear where no water drainage occurs 

The first typc of shear i> named "drained" or %ow" shear; thc second type is called 

~'~indraiiied" «I- "quicl<" sheai-. Although both drained and undrained shear are possible in 

nature. most actual cases lie between the two. 

4.4.2.3 Methods of Shear Testing 

The three common methods of shear testing are direct shear, cylindrical (or triaxial), 

compression and torsional shear. 

In a direct shear test, the soil is stressed to failure by moving one part of the soil 

container relative to another. This type of shear is illustrated in Figure 4-1 1. When a shear 

force of sufficient magnitude is applied, the top of the box moves relative to the bottom, 

causing the soil to shear along surface A. The triaxial test subjects the soil sample to three 

compressive stresses at right angles to each other, one of the three stresses being increased 
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until the sample fails in shear. Its great advantage is that the place of shear failure is not 

predetermined as in the shear box test. 

Since the purpose of any laboratory shear test is to gain information on the effective 

shear strength of a soil in the field, the most appropriate test would be one that duplicates 

field conditions. However. the pressure systems existing in soils in the field are not 

completely understood to date. so that the better test type is the one in which the conditions 

of stress and strain are understood and controlled. On this reasoning, the triaxial test is 

preferable to the direct shear box. However. the speed and simplicity of the direct shear 

box justify its continued use. 

The advantages of the triaxial test over the direct shear test are: 

I )  Progressive effects are smaller in the triaxial test 

2 )  The measurement of specimen volume changes are more accurate in the triaxial test 

3) The complete state of stress is known at all stagcs during the triaxial test; whereas only 

the stress at failure is known in the direct shear test. 

4) The triaxial inachinc is niore iidaptablc to special requirements 

However. there are several advantages to the direct shear test: 

I i It is possible 10 test clays. sands and gravels 

2) It can be used to determine the residual shear strengths of materials. This is achieved 

by reversing the direction of travel of the machine. 

3) A thinner sample is used in the direct shear test, thus facilitating drainage of the pore 

water from a saturated specimen. 

4.4.3 Organic Matter Content 

Surface soils and many underlying formations may contain significant amounts of solid 

matter derived froin organisms. While shell fragments and similar solid matter are found 

at some locations. organic matter in soil is usually derived from plant or root growth and 

consists of almost completely disintegrated matter, such as peat. 

The percentage of organic matter is vital to quantify since, under certain conditions 

of construction. the organic matter contained within the sediment may decompose leaving 
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voids in  the soil mass. These voids, if founded under building foundations inav cause 

instability and failure at worse. or at best the decomposition of the soil may produce a 

significant drop in the shear strength. 

4.5 Results and Analysis of Unconsolidated Materials 

The unconsolidated materials tested were taken from: 

I i ARG test site 

2 )  Indoor Tank 

3)  HMC, Stone Lane Quarry 

4i  NCPA 

All thcse inaterials can be classed as cohesionless materials, except for the material from 

NCPA. This material is an agricultural loam that, in its original state would be classified 

as being a cohesive soil. However. the material has been specially prepared by sieving it to 

remove the coarse particles, then being crushed to a fine powder and finally oven dried. 

The drying of the material led to the removal of moisture from the structure. thus removing 

any cohesion between the particles. It has therefore been included in this section. 

4.5.1 Comparative Tests 

4.5. I .  I Permeability 

4.5. I . I  . I  Wuter Prniiecihilih 

The most widely used technique for ihe determination of tlie permeability of cohesionless 

materials is the constant head permeameter test. This technique was undertaken upon the 

test materials and was carried out in accordance with procedures to be found in BS 1377, 

1990, Part 5.  



For each test, three differing flow rates were used. The permeability for each flow 

rate was determined from the average permeability from the bottom-to-middle and the 

middle-to-top of the sample. An average of the three flow rates was then calculated to give 

the mean overall permeability for that sample. 

For each material two samples were tested with the average of the two tests given. 

The results of the constant head permeability test can be found in Appendix B. Table 4-12 

shows the results of the test and also shows values of intrinsic permeability calculated 

using Equation 4-3 

Sample Permeability (m/s) 
ARG test site 5 ,31x10- '~  0 . 3 9 ~ 1 0 ~ '  
Indoor tank 6 .76~10~ '  k 8.10x10~' 
HMC Stone Lane 2.22xIO-'k 2 . 5 0 ~ 1 0 ~ ~  

Intrinsic Permeability (m') 
5.43~10~"  3 . 9 7 ~ 1 0 ~ ' "  
6.91x10~"'2 8 .28~10~" 
2.26~10.' 2 2.55x10-" 

It can be seen i n  Table 4-2 that a typical permeability for a gravel is in the range >lO-'m/s, 

whilst the value gained from the constant head permeameter was 5.3 1x10~' 20.39xIO~'m/s 

and lies slightly below this range. Table 4-2 shows that typical values for the permeability 

of sand lie in the range >10~' to 10-5m/s and both the indoor tank and HMC Stone Lane 

materials lie within this range. 

4.5.1.1.2 Floii, Re.si.sitii;ih 

The flow resistivity of the samples was measured using a flow rig, following ASTM 

standard C522-60. The apparatus is primarily designed for the measurement of foams and 

materials with an integral structure. A schematic diagram of the flow rig can be seen in 

Figure 4-13. Since the original apparatus was design for materials with an integral 

structure, this meant that measurements of the cohesionless materials led to a slight 

modification of the apparatus. 

Whereas in the standard apparatus the sample holder is placed horizontally in the 

airflow, this was not practical for the cohesionless materials. A metal L-section of the 

same diameter as the original pipework was placed in the rig and the sample holder 

positioned vertically. A fine mesh (-63 pm) was then placed to stop any of the sample 
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under test being pushed through the apparatus. It was thought that although the presence 

of the mesh would result in a slightly higher value of the flow resistivity, this set-up would 

provide an indicative value. 

Figure 4-13, Schematic diagi-am of rhejlow rig 

Once the sample under test had been placed into the sample holder, a pressure differential 

was created on one side of the sample by the venturi effect, using a compressed air source. 

Hence. air flowed through the sample to equalise the induced pressure differential. The 

flow rate was regulated and measured by a set of three flow meters. The pressure drop 

across the sample was measured using two micromanometers. 

Starting with a flow rate of approximately three litres per minute the pressure was 

noted. The flow rate was then reduced in steps and the measured flow rate and pressure 

drop noted. At each step the flow resistivity of the sample was calculated using: - 

where: - 

C ,  = a conversion factor of 2940 

(Eq. 4-46) 

A = the cross sectional area of the sample in cmz 
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6P = the pressure drop in mm of HzO 

L = the sample thickness in cm 

Q = the flow rate in cm3s~' 

Since outdoor testing was undertaken over a period of time two flow resistivity 

measurements were taken. 

The results ofthe air flow resistivity experiments can be found in Appendix B, with 

Table 4-13 also show values of intrinsic Table 4-13 showing the results of the test. 

permeability calculated using Equation 4- 11. 

Tuble 4-13. Values of measured flow resistivitj and calculated intrinsic permeability, 

Whilst Table 4-4 does not show any values for gravels, it does show a wide range of values 

for a typical air flow resistivity of a dry sand. These range from 60000 MKS Rayls up to 

376000 MKS Rayls, whereas the value for the indoor tank material is approximately 16500 

MKS Rayls and is approximately 18000 MKS Rayls for the HMC Stone Lane material. 

The results show that there is a slight variation between the measured values. This 

and the low measured values are probably due to variations in moisture content of the 

samples 

A larger variation is seen in the results for the NPCA material. This difference can 

most likely be attributed to the fact that, since the material is extremely fine grained with 

increasing air flow velocity preferred flow paths are being generated in the material. From 

the results of the test (See Appendix B) it can be seen that there is a sharp drop in the 

measured flow resistivity with increasing air flow velocity, thus giving the wide range of 

values. 
118 



4.5.1.2 Porosity 

~ ~~ 

S a m p l e  Porosity (96) 
ARG Test Site 453820.13 
Indoor Tank 38.9210.31 
HMC Stone Lane 37.3120.96 

~ 

The porosity of the cohesionless sediments was determined using the procedure outlined in 

Section 4.2.2, with the measured values shown in Table 4-14. 

NCPA 22.12k1.12 

It can be seen in Table 4-4, that a range of values for the porosity of sands has been 

reported from 34% to 47% and that the values for the indoor Tank and the HMC Stone 

Lane material, shown in Table 4-14, lie within this range. The higher value for the ARG 

test site material is expected for an angular coarse material such as this. 

4.5.1.3 Tortuosi9 

The materials under test were placed in a Jackson cell (See Figure 4-14) and the 

resistivity values of the sediments for varying degrees of compaction were taken. From 

these resistivity values the foimation factor and porosity ware calculated. Using the 

porosity previously measured, in  conjunction with the formation factor, leads to the 

calculations of the tortuosity using Equation 4-22. 

4.5.1.3.1 Equipment 

The apparatus consisted of a Jackson resistivity cell (See Figure 4-14) and ABEM AC 

Terrameter. The cell comprises a large Perspex cylinder with a widened portion at its base. 

A graduated neck gives volume readings and acts as a reservoir for the electrolyte. 

In the base area are placed two steel plates on opposing sides of the cell, each 

having two electrodes attached to them. Each plate consists of a matrix of stainless steel 
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screws, wired alternatively in series to produce one current electrode and one voltage 

electrode. 

The two current electrodes are used to pass current through the sample, whilst the 

voltage electrodes measure the potential difference produced. Both current and voltage 

electrodes are necessary to avoid spurious readings due to contact impedances’ at the 

current electrode surface. 

The ABEM AC Terrameter is connected to the four electrodes in the Jackson cell. 

The Terrameter is primarily a field instrument, used essentially to measure ground 

resistance, which when multiplied by a factor dependent on the geometry of the electrode 

arrangement can be converted to ground resistivity. 

A funnel was used to ensure no spillage of the electrolyte occurred. The funnel 

also ensured that the initial porosity of the sediments was as high as possible. A standard 

thermometer was used to provide temperature readings. Changes in temperature will alter 

the overall bulk resistance of the sediment; i.e. the resistance of the pore fluid will vary. 

The pore fluid resistance must therefore be corrected to the original temperature of the 

electrolyte before the formation factor can be calculated. 

4.5.1.3.2 Proceditre 

The samples to be investigated were placed into large evaporating basins filled with the 

electrolyte (in this case seawater was used) and left overnight to saturate. 

The Terrameter was connected to the Jackson cell by way of the two current and 

two voltage electrodes. Then using the funnel provided, the electrolyte was carefully 

poured into the cell. Care must be taken at this point to remove any air bubbles that may 

be trapped within the cell, as these will alter the resistance readings. 

A current was then passed through the fluid and the resistance noted. The 

temperature of the electrolyte is also noted at this point. 

120 



t 35mm --b 

1 0 h m  

Figure 4-14, 
device. 

The Juuckson Cell, showing the bypass system, and the volume-meusuring 
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At this point, the sample was placed into the cell. It was important when adding the 

sediment that it was entered into the cell as slowly as possible, since the slower the grains 

are allowed to settle, the higher the initial porosity. This was achieved by using a spoon to 

place the grains into the funnel. This method also ensured that there was a uniform 

distribution of the moisture content through the sample. 

Once all the sediment had been entered, the excess electrolyte was siphoned from 

the funnel, leaving the neck of the cell full. The level of the sediment below the zero mark 

on the graduated neck was noted. A resistivity reading and the temperature were then 

noted. 

The sediment was then compacted to reduce its porosity. This was achieved by 

gently tapping the cell with a hammer until the sediment had been compacted by 

approximately 10ml. At lower compactions it was only necessary to gently tap the cell. 

N.B. Any major vibration will cause liquefaction in the cell neck as the increase in pore 

pressure caused by the interchange of the grains and the pore fluid exceeds the 

gravitational forces acting upon the grains. The overall result of this, is piping of the 

sediment and production of non-uniform porosity in the cell. 

At higher compactions the hammer blows, when applied, were continuous around 

the perimeter top of the cell, ensuring the cell was resting on a firm surface. Due to 

differential settlement of the sediment, averages of the volume were taken. Temperatures 

were taken away from the sides of the cell. 

Compaction of the sediment, with associated resistivity and temperature readings, 

was carried out until maximum compaction was achieved. Once this had been achieved 

the cell was emptied into the original container, placed into an oven for 24hrs, and 

weighed. 

Temperature corrections were applied as necessary to the pore fluid resistance and 

the porosity of each reading calculated. Since the porosity of the fully saturated sediment 

can be defined as the ratio of pore space volume to the total volume. 

where:- 

(Eq. 4-47) 

l2= porosity 

V, = volume of the pore spaces 
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V, = total volume 

For the cell, the porosity can also be computed using: 

(Eq. 4-48) 

where:- 

W, = dry weight of the sample 

pT = specific gravity of the grains 

V, = total volume of the cell to the zero mark 

dV = volume of fluid above sediment in the cell to zero mark 

4.5.1.3.3 Results 

The results for the determination of formation factor using the resistivity method for the 

materials can he seen in Figure 4-15. A line of best fit has been applied to the data for the 

Indoor Tank material that has a gradient (and therefore a value of m) of 1.92, whilst a 

gradient of 1.82 has been determined for the HMC Stone Lane material and 1.26 for the 

ARC Test site material. 

The formation factor of the materials was then calculated using:- 

F = aQL-"' (Eq. 4-49) 

Using the values of porosity as determined in Section 4.5.1.2 and the relationship:- 

z = F Q  (Eq. 4-50) 

the tortuosity of the material has been calculated. These values can be seen in Table 4-15. 
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Porosity 1%) 

Porosity (%) Tortuosity 
I 3x.92+0.3 I 3 m+n 07 

~~ - 2.24k0.04 
___ 

1 ARG Test Site I ~ S . X X + O .  i 3 133+nnni 

Figure 4-15. Plot of log Formation Factor against Log Porosi-for the sediment samples 
under investigution. Measurements were taken over a porosity range of40-50%. 

Sample 
Indoor Tank 
HMC Stone Lane 
ARG Test Site 

Porosity (%) Tortuosity 
38.9210.31 2.38+0.02 
37.3110.96 2.24k0.04 
45.8820.13 1.22+0.002 

Sample 
Indoor Tank 

I 

Table 4-15, Culculated values of tortuosi@. 

4.5.1.4 Elastic Moduli 

A resonant column device was used to measure the shear, Young’s modulus and frame loss 

coefficients of the cohesionless sediments. This device can accurately measure the 

dynamic moduli and frame loss coefficient of soils at a very low shear strain of the order 

10~6 .  

The quantities measured during the test are the resonant frequency, vibration 

amplitude, force or torque produced by the oscillator, the length and volume changes in the 

sample and the confining pressure at which the measurements are taken. From this data, 
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the Shear and Young’s modulus, strain amplitude, damping and propagation velocity can 

be determined for both torsional and longitudinal vibrations. 

Due to the nature of the apparatus it is unsuitable for very coarse materials such as 

those found at the ARG test site. Therefore, only the materials from the indoor tank and 

HMC Stone Lane Quarry were tested. 

4.5.1.4.1 Equipment 

The instrument used was a modified version of the Drnevich resonant column apparatus in 

which the sample under investigation is firmly attached at the base and is free to oscillate 

at the top (Figure 4-16). 

The sample is prepared in a siinilar manner to the triaxial test where a cylindrical 

sample is placed within a rubber membrane to which a confining pressure can be applied. 

In the case of cohesionless materials a metal mould is used to form the cylindrical shape 

and the material carefully placed. 

The instrument is designed so that both torsional and longitudinal motions can be 

induced by means of coil magnet drive mechanisms and the resultant movement is 

recorded by horizontal and vertically placed accelerometers attached at the top of the 

sample. A linear variable differential transformer (LVDT) is used to detect any length 

changes in the sample during testing. LVDT’s are a common type of electromechanical 

transducer that can convert the rectilinear motion of an object to which it is coupled 

mechanically into a corresponding electrical signal. A schematic of the electronic 

components used in the test can be seen in Figure 4-17. 

A signal generator is used to generate a sinusoidal voltage, which is amplified and 

is used to drive either the torsional or longitudinal coils. Accelerometers are used to record 

horizontal and vertical motion. 

A set of calipers is needed for accurate measurement of the sample dimensions 

125 



: 
4.5.1.4.2 Procedure 

For the cohesionless materials a sample mould was used to form the cylindrical sample 

shape used in the test. This gave a sample of approximately 78mm x 36mm. 

The sample mould was positioned on the bottom end platen with a rubber 

membrane on the inside. The membrane is held in position with the aid of a vacuum 

pump. The cohesionless material under investigation is then carefully placed into the 

mould with any excess material tested for moisture content. 

With the sample in place the top end platen containing the shear wave transducer, 

were carefully positioned, the split mould removed and the sample dimensions were 

measured using a pair of vernier capliers. The remaining portions of the apparatus were 

then positioned. Once the perspex outer casing was in place the chamber was filled with 

distilled water up to the top of the sample so that the electrical components were stili above 

the water. 

An initial reading was then taken from the LVDT. This measured an effective 

length of the sample so that changes in length and volume could be monitored with 

increasing effective confining pressure. A confining pressure of 10kN/m2 was then applied 

to the celi and the sample left for several hours in order for it to consolidate to the applied 

effective stress. Once this period had elapsed the specimen was ready for measurements to 

be undertaken. 

A low confining pressure was used since the materials were sampled close to the 

surface and only small values of effective depth were of interest. 

With the control box switched to the torsional setting, and the torsional charge 

amplifier on, a frequency of 10Hz was set on the signal generator and the plot on the X-Y 

oscilloscope noted. The X-Y plot on the oscilloscope shows the phase relationship 

between the driving forcekorque and the resulting motion. When they are 90" out of phase 

the sample is at its undamped resonant frequency and a vertical ellipse is observed on the 

scope. Using this method the resonant frequency can be established to approximately 

O.1Hz. 

The frequency from the generator was increased until a vertical ellipse was 

observed. At this point the driving voltage to the coils, the accelerometer output voltage as 

monitored on the digital volt meter, and the resonant frequency from the signal generator 

were all noted. 
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Figure 4-1 6. Schematic Diugrum of the Re.yonant Column Apparatus 
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Figure 4-1 7. A schematic c f the  electronic conzponents used in the resonant column test 
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With this completed the control box was switched to the longitudinal setting and the 

longitudinal charge amplifier turned on. The process was then repeated, increasing the 

output frequency to the drive coils until again, a vertical ellipse was observed on the X-Y 

oscilloscope. Once more, the driving voltage to the coils, the accelerometer output voltage 

and the resonant frequency were all noted. 

The input to the drive coils and the output from the longitudinal accelerometer was 

then viewed on a second oscilloscope. The control switch was then turned off and the 

oscilloscope manually triggered to hold the current plot. Measurements were taken of the 

amplitude of the first 5 cycles from the accelerometer after the input to the drive coils had 

been turned off. 

These measurements were used for determination of the damping using the 

logarithmic decrement method. 

The confining pressure in the chamber was then increased to 201dV/m2 and the 

sample was again left for several hours to consolidate to the new confining pressure. The 

complete process was then repeated. Further measurements were taken at confining 

pressures of 30,40,50, 70‘ and 100kN/m2. 

At the end of the test cycles, the apparatus was dismantled and the sample was 

carefully removed, ensuring all the material was recovered. The material was then placed 

into a bowl, weighed and placed into an oven for 24hrs. This enabled the bulk density and 

moisture content to be determined. 

Once all the measurements had been taken the shear modulus at each resonant 

frequency, f,, could be calculated using: 

p = p,(2nL)’(f, / F r y  (Eq. 4-51) 

where 

P b  = bulk density of the sediment sample 

L = length of the sample 

f r =  resonant frequency 

FT = dimensionless frequency factor that is obtained from the relationship 
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J F(tan F )  = (Eq. 4-52) 

where: - 

(Eq. 4-53) 
wr2 J = -  

2 

In these equations. 

J4 = rotational inertia of the mass attached to the top of the specimen 

Y = radius of the specimen 

w = weight of the sample 

T, = torsional spring constant attached to the top mass. 

The longitudinal measurements allow the dynamic Young’s Modulus of the material to be 

calculated by inserting E into equation 4-51 instead of G. Making use of the relations 

between the elastic moduli, outlined in Section 4.2.4, allows the determination of the Bulk 

Modulus of the samples and the P-wave velocity to be calculated. However, it must be 

noted that for materials where the Young’s Modulus is three times greater than the Shear 

Modulus the theory is no longer valid, since the Poisson’s Ratio (O) becomes greater than 

0.5. 

4.5.1.4.3 Results 

The results of the resonant column experiment can be found in Appendix B. 

Figure 4-18 shows the variation in shear modulus and shear damping with effective 

depth for the Indoor Tank material, whilst Figure 4-19 shows the data for the HMC Stone 

Lane material. It can be seen that both materials show similar behaviours, showing an 

increase in shear moduli and a decrease in shear damping with increasing depth. They 

have a shear modulus of approximately 20MPa at depths close to the surface. Best-fit 

regressions have been applied to the shear modulus data. 
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Eiieclive Depth (m) 

Figure 4-18. Change in Sheur Modulus and Shear Damping with effective depth for  the 
Iiiàoor Tunk miterial. Best,fit regressioii has been applied to the modulus data. 
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Figure 4-19. 
HMC Stone Lane material. Best fit regression has been applied to the modulus duta. 

Change in shear modulus and shear damping with effective depth for the 
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Figure 4-20. Change in bulk modulus and longitudinal dumping with efective depth for  
the Indoor Tunk material. Best-fit regression has been applied io the modulus dutu. 

Figure 4-21. Change in bulk modulus and longitudinul damping with effective depth for the 
HMC Stone Lune material. Best-fit regression has been applied to the modulus dutu. 
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Knowledge of the shear modulus allows the determination of the shear wave velocity to be 

calculated. Figure 4-22 shows the variation in shear wave velocity with effective depth for 

both cohesionless inaterials. It can be seen that both materials exhibit similar shear wave 

profiles and have shear wave velocities typical of unconsolidated materials such as these, 

rising from approximately 1 3 0 d s  close to the surface to 2 4 0 d s  at a depth of 6.Sm 

Figure 4-20 shows the variation in bulk modulus and longitudinal damping with 

effective depth for the Indoor Tank material. The plot shows that there is little change in 

either of the two parameters up to an effective depth of 4.5m after which the bulk modulus 

of the material rises rapidly from 80MPa to 240Mpa at 6.2m. The data from HMC Stone 

Lane can be seen in Figure 4-21. This data shows a gradual increase in bulk modulus, 

whilst a gradual decrease in the longitudinal damping can be seen. 

Figure 4-23 shows the variation in P-wave velocity with effective depth for both 

inaterials. For the Indoor Tank, the plot shows an increase in P-wave velocity with depth 

from approximately 2 7 0 d s  at the surface to 3 S O d s  at a depth of 4.Sm. The velocity 

increases rapidly to 4 7 0 d s  at a depth of 6m. This follows the trend seen in the bulk 

modulus from which the P-wave velocity is calculated. The velocity results show that at a 

depth of 0Sm,  for example, the Poisson’s Ratio of the material is 0.36, which is typical for 

a loose sand such as this. 

Again the results for the HMC Stone Lane material, indicate wave speeds typical 

These range from roughly 2 7 0 d s  at the surface and rise for this type of material. 

gradually with increasing depth to 450 m/s at u depth of 6.5m. 

It can be seen in all the plots that there is some spread in the data. This is to be 

expected since the materials tested were disturbed samples. The results will be subject to 

the quality of sample emplacement into the mould, with any inhomogeneities in sample 

preparation showing in the results. 

The spread is most noticcable in the plots showing calculated bulk modulus, since 

this is calculated from the measured shear and Young’s modulus and calculated via inter- 

relationships. 
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4.5.2 Classification 

Median 
Mean 

Degree of Sorting 
Kurtosis 

Skewness 

4.5.2.1 Particle Size Analysis 

-2.74 
-2.68 
0.61 
0.21 
1 .O8 

As described in Section 4.3.1.1.1 the most common method used for the size analysis of 

large particles (sand and gravels) is dry sieving. The dry sieving technique for particle size 

analysis was undertaken upon the three cohesionless materials and was carried out in 

accordance with procedures to be found in BS 1377, 1990, Part 2. 

The sieving method requires a weight of sample between 60 and 80g taken as a 

random sample from the original sample. To ensure that a random sample is taken the 

cone and quartering method was employed as outlined in BS 1377 Pari 1. Material 

classification is based upon the Wentworth Scale. 

4.5.2.1.1 ARG Test Site 

Dry sieving of the material ken from the ARG :st site led to the particle size distribution 

as seen in Figure 4-24, whilst Table 4-16 shows the statistical parameters calculated using 

data from Figure 4-25. 

Statistical Parameter ! Value 

It can be seen from the particle size distribution curve that the material consists of a range 

of particle sizes with the median value being 6.7mm, indicating this to be a Medium 

GRAVEL. The distribution shows that nearly 68% of the material is of medium gravel 

sized, 30% being of fine gravel size and with approximately 2% being of sand sized 

particles. 
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Figure 4-24. Particle size distribution of the ARG test site muteriul. 
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Figure 4-25. Percentage cumulative courser than for the ARG test site muteriul. 
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This shows the material to be relatively poorly graded and relatively well sorted. 

This is emphasised by a uniformity coefficient of 2.1, which is near but not close to 1 .O. A 

uniformity coefficient of 1.0 indicates that a sediment is nearly perfectly sorted and is 

uniform, i.e. it contains only one type of material. 

The standard deviation indicates the degree of scattering about the central tendency 

with lower the value the increased the degree of sorting. The degree of sorting calculated 

was 0.61, which indicates that the sediment has relatively good sorting, which is in 

agreement with the conclusions already drawn. 

The skewness is a measure of the tendency of the data to spread on one side or 

another of the average. The skewness measure is zero for a symmetrical size distribution. 

The measured skewness of 0.21 shows that the materials is skewed slightly towards the 

finer particles hut with a less peaked than normal distribution. 

-ameter Value 
Median -0.42 
Mean -0.46 

Degree of Sorting 0.34 
Kurtosis 0.79 

Skewness -0.15 

4.5.2.1.2 Indoor Tank 

Dry sieving of the material taken from the Indoor Tank led to the particle size distribution 

as seen in Figure 4-26, whilst Table 4-17 shows the statistical parameters calculated using 

data from Figure 4-27. 

It can be seen from the particle size distribution curve that the material consists almost 

entirely of one grain size, the median value being 1.33mm, indicating this to be a Coarse 

SAND, since the curve extends over a very limited range. The distribution shows that 92% 

of the material is coarse sand sized, 3% is fine sand sized and approximately 5% is gravel 

sized particles. 
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Figure 4-26. Particle size distribution of the Indoor Tunk. 
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This shows the material to be poorly graded but well sorted. This is emphasised by a 

uniformity coefficient of 1.3, which is very close to 1.0. The degree of sorting calculated 

was 0.34, which again indicates that the sediment has good sorting. The measured 

skewness of -0.15 shows that the material is skewed slightly towards the coarser particles 

but with a less peaked than normal distribution. 

4.5.2.1.3 HMCStone Lune 

Dry sieving of the material taken from the Indoor Tank led to the particle size distribution 

as seen in Figure 4-28. whilst Table 4-18 shows the statistical parameters calculated using 

data from Figure 4-29. 

Median 

0.68 

Tuhle 4-18. Stutisticul Purumetersfor HMC Stone Lune Quurry materiul. 

It can be seen from the particle size distribution curve that the material consists of a range 

of particle sizes with the median value being 0.31mm, indicating this to be a Medium 

SAND. The distribution shows that 61% of the material is medium sand sized, 30% being 

of fine sand size and with approximately 4% being of coarse sand sized particles. 

The degree of sorting shows the material to be relatively poorly graded and relatively well 

sorted. This is emphasised by a uniformity coefficient of 1.95, which is near but not close 

to 1.0. The degree of sorting calculated was 0.68, which again indicates that the sediment 

has relatively good sorting, The measured skewness of 1.30 shows that the material is 

markedly skewed towards the finer particles but with a less peaked than normal 

distribution. 
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Figure 4-28, Pnrticle size distribution o f the  Stone Lrrne Quarry ?ï?rlferici/. 
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4.5.3 Other Tests 

4.5.3.1 Natural Sediment Properties 

4.5.3.1.1 Natural Moisture Content 

Throughout the experimental portion of the project, the moisture content of the material 

under investigation was taken whenever acoustic measurements were taken. The natural 

moisture content tests were carried out in accordance with procedures to be found in BS 

1377, 1990, Part 2. 

The following values are the moisture contents calculated during the laboratory 

work carried out at the University of Wales, Bangor. 

The results of the natural moisture content determination can be seen in Table 4-19. 

Indoor Tank 7 

Moisture Content I Particle Specific Colour 

Greyish White 
IOPB 2 3 4 . 6  D t o  

Redish Yellow 
5YR 7.5114.4 D 1 

Tuble 4-1 9. Natural Sediment properties ofthe coliesionless materials. 

4.5.3.1.2 Particle Specific Gravity 

The particle specific gravity tests were carried out in accordance with procedures to be 

found in BS 1377, 1990, Part 2. Tests were carried out in duplicate with the given value 

being an average of the two. Material from the ARG test site was not tested for specific 

gravity as the coarse nature of the material meant that the test bottles were unsuitable for 

use. 
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The results of the specific gravity determination can be seen in Table 4-19. The 

value of specific gravity measured for the indoor tank material of 2.68 is slightly higher 

than value of 2.65 (the value for quartz) that would have been expected. Meanwhile the 

value for the HMC Stone Lane materiai was exactly 2.65 as expected for a material of this 

nature. 

4.5.3.1.3 Colou? 

The colour of the cohesionless materials was determined in the laboratory using the 

Munse11 Colour Chart. Since the ARG test site material consists of a number of differing 

materials a range of colours hac been given. These can be found in Table 4-19. 

4.5.3.2 Shear Strength 

In Section 4.4.2.3, a number of methods for the determination of shear strength were 

outlined. As stated, for most purposes the triaxial test is carried out for shear strength 

analysis. However, testing of cohesionless materials in the triaxial cell is extremely 

difficult due to problems with sample preparation, whilst the direct shear box is extremely 

well suited for analysis of these materials. Therefore, the direct shear test was used. 

The direct shear test was carried out in accordance with procedures to be found in 

BS 1377, 1990, Part 7. The dimensions of the shear box used were 10lmm x 1Olmm x 

35mm. This meant that it was not possible to test the ARG test site material, since the 

diameter of the material was greater than one tenth the height the box (as specified in 

Section 4.2.1 of the British Standard). 

The results of the direct shear test can be found in Appendix B which contains 

plots of shear stress against shear strain. From these plots the maximum shear stress was 

noted. Figure 4-30 and Figure 4-3 1 shows plots of normal stress against shear stress at 

failure for the materials under investigation. These plots allow the determination of 

effective shear strength and angle of internal friction. 
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Nomal Stress (kNlrn2) 

Figure 4-30. Plot of Normal Stress against Shear Stress at failure f o r  the Indoor Tank 
Material. 
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Normal Stress (kNlrnZ) 

Figure 4-31. Plot of Normal Stress against Shear Stress at failure f o r  the HMC Stone 
Lane Muterial. 
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As well as the determination of shear strength and angle of internal friction, the direct 

shear test enables the calculation of the bulk density and void ratio (the ratio of the volume 

of the voids to the volume of the solids) of the material under test. Table 4-20 shows the 

results of the direct shear tests for the cohesionless materials. 

Sample Shear Strength Angle of Bulk Density 
(kN/m2) Internal (Mg/m3) 

Indoor Tank 49 31 1.5402 
Friction (") 

HMC Stone Lane 54 24 1.2425 

Void Ratio 

0.74 
1.19 

4.5.4 Conclusions 

The classification of the cohesionless materials based upon the particle size analysis can be 

seen in Table 4-2 1. 

Table 4-21, Clussficaiioti ($the cohesionless rncitericils. 

The values of water permeability measured using the constant head permeameter were 

typical for the types of materiais tested, although the value for the gravel of 4.92~10.' k 

0.43xIO~'in/s is slightly lower than would have been expected. This may be due to the 

particle size distribution of the material being skewed towards the finer particles, with 

approximately 66% of the material being medium gravel sized particles and the remaining 

33% being fine gravel or sand sized particles. 

The value of permeability for the Indoor tank material of 6.76~10.' I 8 . 1 0 ~ 1 0 ~ ~ m / s  

is slightly higher than that of 2 . 2 2 ~ 1 0 . ~  2 2 . 5 0 ~ 1 0 ~ ~ d s  for the HMC Stone Lane material, 

although both these values lie within the expected range for sands. The higher 

permeability of the tank sand is also expected since it has been classified as a Coarse 

SAND as opposed to the HMC Stone Lane material that has been classified as a Medium 

SAND. 
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Comparison of the value of permeability calculated using the Hazen formula (see 

Section 4.2.1.1) can be seen in Table 4-22. 

Material Constant Head 
Permeameter 

4.92~10.' 2 0.43x1O~'ds 
Indoor Tank 6.76~10-'+ 8.1Ox1O"m/s 

2 . 2 2 ~ 1 0 ~ ~  2 2 . 5 0 ~ 1 0 ~ ~ m / s  

ARG Test Site 

HMC Stone Lane 

~ 

Table 

Hazen Formula 

25xlO-'m/s 
2 5 . 6 ~  IO~.'m/s 
2 . 8 9 ~  10-4m/s 

4 

The values show that the Hazen formula gives an indication of the permeability, although 

it should be noted that the formula is only accurate for single sized sands. 

Although the constant head permeaineter will give a more accurate value for the 

permeability it also has several limitations. The results of the tests (See Appendix B) 

clearly show that differing results can be gained from the varying rates by which the 

sediment is placed into the cell. Uneven packing and distribution can lead to areas of high 

or low permeability. It may also lead to piping of the fluid between the soil and the side 

walls of the cell, or entrapment of air bubbles between the grains. The test is most suited 

foi- fine to medium sands and sediments having a medium permeability. It is not suitable 

for cohesive sediments as i t  relies on a sample hydraulic gradient of less than one. The 

nature of the permeating fluid can also affect the accuracy of the results and, for this 

reason, distilled water at a constant temperature of 2OoC should be used. 

The greatest limitation of the test is its inaccurate representation of actual in-situ 

conditions by the cell. Removal of the sample from the ground exerts great disturbance of 

the soil structure. In nearly all sediments there are variations between horizontal and 

vertical permeability due to the effects of areas of coarser and finer material within beds. 

The sediment mass will also contain secondary permeability such as joints and fissures 

which are completely ignored in the laboratory. 

The values measured for the flow resistivity all appear smaller than published 

values. although the values appear appropriate for materials of this nature. It should be 

noted that the published values make no mention of the moisture content of the materials 

tested. The moisture content of the sample will greatly affect the measured flow 

resistivity, with increasing moisture content leading to high values of flow resistivity. It 

can be seen in Table 4-19 that the materials are all extremely dry, having a moisture 

content of less than 3%. 
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A comparison of the intrinsic permeability of the test materials as calculated using 

the constant head permeameter and the airflow rig can be seen in Table 4-23. 

ARG test site 
Indoor tank 
HMC Stone Lane 

Constant head permeameter Airflow rig 
5.43~10 y + 3 .97~10  "'m' 18 .3~10 y t: 1.40~10 y m2 
O.69x1O4+ 8.28x10-"m2 1.09x10"~5.00x10'L m' 
2 . 2 6 ~ 1 0 . ~  + 2 .55~10  l'm2 0 . 9 2 ~ 1 0 ~ ~ 8 . 9 0 ~ 1 0 ~ ~ '  m2 

Tuble 4-23. 
permeability und airflow resistivity measurements. 

Comparison of intrinsic permeability calculated from constant head water 

Indoor Tank 
HMC Stone Lane 
ARG Test Site 

These results show that for cohesionless materials a reasonable agreement can be obtained 

betwecn values of the intrinsic permeability of a sample resulting from either of the two 

methods used. 

Measured Calculated 
2.38k0.02 2.56k0.01 
2.2420.04 2.6810.07 
1.22+0.002 2.18+0.0 1 

The values of tortuosity calculated for the materials are within expected values. 

Comparisons of the measured values with those calculated using the Bruggeman equation 

(see Section 4.2.3.1) can be seen in Table 4-24. The calculated values use a value of one 

for n. 

Table 1. Comparison of meusured und calculated tortuosiiy. 

It can be seen from Figure 4-15, the plot of formation factor against porosity, that the 

samples obey Archie's Law, since the results produce straight lines of constant gradient. 

The values of m of 1.92 for the Indoor tank and 1.82 for the Stone Lane sample are 

slightly higher than would have been expected for sediments of similar nature. The value 

of m, usually varies between 1.5 for coarse material to approximately 2.0 for clay, and is 

generally lower for sediments with grains of spherical nature. However, experiments on 

natural sands have produced values between 1.3 and 1.7. 

It is can be seen that the value for m of the Indoor Tank is slightly higher than that 

gained for the Stone Lane sample. This may have been expected since the cementation 

factor is dependent primarily upon the pore space shape and the paths between these pores, 
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i.e. tortuosity. Investigations show that the sediment grains of the Indoor Tank material 

show a higher degree of angularity than those from the Stone Lane material. The structure 

of the sediment would therefore produce a higher porosity (Figure 4-32a), hence 

conduction of the current through the sediment was less restricted due to the more open 

contact between the grains. 

This can be seen in the results from the porosity determination that show the 

porosity of the Indoor Tank material was measured at 38.92% compared to 37.31% for the 

Stone Lane sample. Both these porosities are typical of dry sands (See Table 4-4). 

FìRure 4-32. 
greuter porosio leading to greater conduction through the sediment. 
sedinient grains will reduce porosi- and conduction. 

Effeci of gruin sphericio on porosiQ. (a)  Angular grains will produce a 
(b) Spherical 

The presence of the spherical sand grains in the HMC Stone Lane sample, will produce a 

more compact initial structure, with the grains interlocking to give a reduced porosity (See 

Figure 4-32b). This results in a greater tortuosity giving a more convoluted pore fluid 

path, reducing the conduction of the current and therefore giving a smaller cementation 

factor. 

However, it can be seen in Table 4-24 that the measured tortuosity for the Stone 

Lane material is lower than that for the Indoor Tank material, whilst the trend is reversed 

for the calculated values. The Bruggeman relationship depends entirely upon porosity and 

the above argument relating porosity solely to tortuosity holds true, i.e. higher values of 

porosity lead to higher tortuosities. It takes no account of the pore shapes, which are 

considered by use of the Formation Factor as measured in the Jackson cell experiment 

since they are filled with the saturating fluid. 

The value of 1.22 calculated for the ARG Test Site material is much less than that 

calculated for the two sands and is probably due to the coarser more rounded nature of the 

grains which is mirrored in the higher measured porosity. Comparison with the 

Bruggernan relationship shows a poor agreement. 
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The results for the determination of the elastic moduli results are typical for unconsolidated 

materials such as these. The results show that the materials exhibit similar properties, each 

having a shear modulus close to IOMPa near to the surface, resulting in a shear wave 

velocity of approximately S o d s .  The bulk modulus of the materials is close to 30MPa at 

the surface resulting in a P-wave velocity of 170ds. This gives a Poisson’s ratio of 0.36, 

which is typical for loose sands such as these. 

The results of the natural sediment properties tests show that all the materials were 

extremely dry when tested, having measured moisture contents of less than 3%. This low 

moisture content is expressed in the colo~ir notdons for the Indoor Tank and Stone Lane 

since a light colour is typical of dry materials (although light colour frequently results from 

the preponderance of quartz that is the primary mineral of the two samples). 

Since the ARG Test Site sample consists of a number of differing coloured 

minerals, including chert, there is little correlation between colour notation and moisture 

content, although since the materials are very permeable it is expected that it would have a 

low moisture content. 

Since the two samples tested for specific particle density have been classified as sand 

it is not surprising that the specific gravity of the materials was measured close to 2.65, the 

value for quartz. 

The values of shear strength and angle of internal friction determined using the 

This classification is direct shear test are indicative of very loose to loose materials. 

expected. 

4.6 Results and Analysis of Consolidated Materials 

4.6.1 Sample Preparation 

In order to carry out the classification tests, approximately 200g of material was required 

from each sample point. This material underwent a pre-treatment prior to any testing. 

This pre-treatment consisted of passing all the material through a Buchner Funnel 

to remove any salt from the sediment. Approximately 40g was then removed from the 

sample to be used to test for the organic matter content, whilst the remaining material was 

placed in a beaker of Hydrogen Peroxide to remove any organic matter remaining in the 
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sample. The removal of the organic matter was necessary, since if over 0.5% organic 

matter is present during the hydrometer analysis, it will give erroneous results as the 

settling rates of the material will be non-uniform. 

No pre-treatment of the undisturbed material taken for permeability or shear 

strength determination was necessary. 

The unconsolidated materials tested were taken from Horticultural Research 

International, Wellesbourne, Warwick. The site has been described in Section 4.1.3. The 

site consists of three individual soils that have been termed Soil A, Soil B and Soil C (See 

Figure 4-3). 

4.6.2 Comparative Tests 

4.6.2.1 Permeability 

4.6.2.1. I Wuter Permeabili0 

The most widely used technique for the determination of the permeability of cohesive 

sediments is the falling head test. The test and its procedure is described in detail in BS 

1377, 1990, Part 5. 

However, the standard apparatus for the falling head test was unavailable at UCW. 

Bangor. where the soil testing was undertaken, so a modified falling head test was devised. 

4.6.2. I .  I .  1 Equipment 

The apparatus used in the experiment included a mercury manometer, a large glass flask, a 

steffi filter and filter paper and a vacuum pump. A schematic diagram showing the 

apparatus can be seen in Figure 4-33. The graph paper is placed inside the steffi filter and 

held in place using a piece of sellotape. This is used to determine the initial height of the 

sediment and to measure the fall in water head. 
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4.6.2.1.1.2 Procedure 

With the apparatus set up as shown and the vacuum pump enabled, a small amount of the 

material under test, approximately 20g, was mixed with distilled water until a paste was 

formed. The paste was then poured into the steffi filter and the excess water allowed to 

drain into the glass flask. At this point the sample thickness (1) was read off the graph 

paper. 

- Sediment 

Filter Paper 

/ 
Manometer 

Figure 4-33. Schematic diagrum oj experimentfor permeabili5 determination cgcohesive 
sediments. 

Distilled water was then carefully poured into the steffi filter ensuring as little sample 

disturbance as possible. The height of water, time and level of mercury in the manometer 

were then noted. These measurements were then repeated over a period of time enabling 

an average permeability to be calculated. 

The permeability (k )  was then be calculated from:- 

where:- 

V I  
A.r h 

k = - . -  (Eq. 4-54) 
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k = Permeability ( d s )  

V =  Volume of water permeating over time (m') 

A = Area of sample (m') 

t = Time taken (s) 

l = Thickness of sample (m) 

h = Pressure head of mercury (multiplied by 13.59506 to convert to head of water) 

Sample 

4.6.2.1.1.3 Results 

Permeability ( d s )  1 Intrinsic Permeability (m') 

The results of the test can be found in Appendix B. A summary of the results showing the 

measured average permeability and the calculated intrinsic permeability can be found in 

Table 4-25. 

Soil B 7.8Sx 10-l"_+l .79x10-'" 8 . 0 2 ~  10-'7kl . 8 3 ~ 1 0 - ' ~  

Table 4-25. 
seúimen ts 

Mea,sureù pernieiibility and calculated intrinsic pernieabilitj of cohesive 

From the typical values of permeability shown in Table 4-2, it can be seen that all three 

materials can be classified as CLAY since they all show a permeability of approximately 

5 X 1 0 ~ ' O d S .  

4.6.2,2 Elastic Moduli 

4.6.2.2.1 Equipment 

A description of the resonant column apparatus used for the determination of shear 

modulus and frame loss coefficients can be found in Section 4.5.1.4.1. 
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4.6.2.2.2 Procedure 

A similar procedure was used for the cohesive sediments as for the cohesionless materiais, 

as described in Section 4.5.1.4.2. 

The only difference between the two experiments was the method of sample 

preparation. As described in Section 4.1.4, the sampler for the resonant column test 

consisted of metal tubes, 38mm in diameter and between 175 and 2S0mm in length. The 

test material was extruded from the sample tubes into a split mould 76mm x 38mm and the 

end trimmed so that they were flat and parallel. 

The sample was then weighed and its initial dimension measured using a pair of 

vernier calipers. Part of the waste material was then taken for moisture content 

determination. 

The experiment was then undertaken using the procedures outlined in Section 

4.S. 1.4.2. 

4.6.2.2.3 Results 

The results of the resonant column experiment can be found in Appendix B 

Figure 4-34, Figure 4-35 and Figure 4-36 show the variation in shear modulus and 

shear damping with effective depth for the three soils from HRI, Wellesbourne. Best-fit 

regressions have been applied to the modulus data. It can be seen that for all three soils the 

shear modulus increases with increasing depth, while there is a decrease in the shear 

darnping (although there is some spread in the damping data for Soil C). 

The results from Soil A show that for very low effective depths (those less than 

l m )  the shear modulus is very small, being of the order of 4MPa. It then rises rapidly to 

44MPa at t S m ,  which is similar to the shear modulus of Soil C at that depth. Comparing 

soils B and C shows that, for these depths, p is close to 40MPa for Soil C and roughly 

60MPa for Soil B. 
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Figure 4-34. Change in sheur modulus and shear damping with effective depth for  Soil A. 
Best-fit regression hns been upplied to the modulus datu. 

Figure 4-35. Chunge in shear modulus arid shear damping with effective depth for  Soil B. 
Best@ regression has been applied to the modulus data. 
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Figure 4-37. Change in Bulk modulus and longitudinal dumping with effective deprh for 
Soil B. 
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The variations in shear moduli are mirrored in Figure 4-38 which shows shear wave 

velocity with effective depth for all cohesionless materials. It can be seen that Soil A and 

C exhibit similar shear wave profiles (apart from the two lowest data points of Soil A) with 

Soil B having a slightly higher overall shear velocity. All the soils have shear wave 

velocities typical of consolidated inaterials such as these. 

The bulk modulus was calculated from the measured values of shear and Young’s 

moduli, using the relationship outlined in Section 4.2.4. For the relationships to be valid 

the measured values of Young’s modulus cannot be three times greater than the Shear 

modulus. From the results of the experiments given in Appendix B it can be seen that for 

Soils A and C the bulk modulus could not be determined. 

However this relationship is valid for the results of the Soil B and so bulk modulus 

was calculated. The results can be seen in Figure 4-37 which shows the variation in bulk 

modulus and longitudinal damping with effective depth. It can be seen from the plot that 

bulk modulus increases with increasing effective depth, although there is some spread in 

the data. These points have been ignored in the calculation of the best-fit data. 

These two anomalous points can also be seen in the subsequent calculation of the 

P-wave velocity, the results of which can be seen in Figure 4-39. The plot shows an 

increase in P-wave velocity with increasing effective depth and that the P-wave velocity is 

roughly 4OOds at the surface (which is typical for an agricultural soil of this nature). 
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FiRure 4-39. Chunge in P-wave velocity with effective depth for the Soil B. 
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4.6.3 Classification 

Sample Sand 
(%I 

Soil A 79.0 
Soil B 35.0 
Soil c 22.0 

4.6.3.1 Particle Size Analysis 

Silt Clay Classification 
(or.) (%) 
9.0 12.0 Clayey Sand 
40.0 25.0 LOAM 
53.0 25.0 LOAM 

The particle size analysis of the cohesive materials was undertaken using the hydrometer 

method. The analysis was carried out in accordance with procedures to be found in BS 

1377, 1990, Part 2. 

Hydrometer readings were reduced using standard procedures to give the 

normalised cumulative weight percent finer than, for the calculated particle diameter sizes. 

This data can be found in  Appendix B and was used to plot the particle size distribution for 

the three sediments that can be seen in Figures 4-40.4-41 and 4-42 respectively. 

From these figures, the percentage of sand, silt and clay sized particles of each of 

the samples was determined and can be found in Table 4-26. This information was then 

used to classify the samples using triangular classification chart. Figure 4-43 shows the 

triangular sediment classification chart for the three soils. 

Tuhle 4-26, Results of the purticle size unalysis tests. 

The results of the paríicle size analysis in Table 4-26 shows that Soil A is a poorly graded 

Clayey Sand, whilst Soils B and C have been classified as well graded LOAM since they 

have roughly equal distributions of sand, silt and clay sized particles. 
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Figure 4-40. Purticle sire distributiori of Soil A. 
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Figure 4-41, Particle size distribution of Soil B. 
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Figure 4-42. Particle size distribution ofthe Soil C. 

CLAY 

SAND 

Figure 4-43. Triangular classification chart for  the cohesive sediments. Soils are marked 
A, B and C. 
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4.6.3.2 Consistency 

Soil A 
Soil B 
Soil c 

The consistency of the cohesive soils was determined using the Atterberg Limits. The 

Atterberg Limits tests were carried out in accordance with procedures to be found in BS 

1377, 1990, Part 2. 

Limit Limit Index Index 
18.93 33.17 14.24 -0.21 CL 
15.03 22.43 6.40 -0.64 CL / ML 
13.88 17.71 3.83 - 1 .O5 ML 

Section 4.2.1 Stmzple Prepurarion of the British Standard (BS 1377, 1990, Part 2) 

states that “With many clay soils i f  is permissable to remove by hand any coarse particles 

present, i.e. particles retained on a 425pm test sieve. Otherwise these particles shall be 

removed by wet siei,ing us specified in  Section 4.2.4”. This preparation was carried out on 

the three soils prior to testing. 

The results of the index property tests can be found in Table 4-27, which gives the 

Liquid Limit, Plastic Limit, Plasticity Index and Liquidity Index for each of the samples. 

Also given in the table is the classification of the sediment, using Casagrande’s plasticity 

chart as given in BS5930 and which can be seen in Figure 4-44. 

j Sample I Plastic I Liquid I Plasticity 1 Liquidity 1 Classification I 

Table 4-27. The Atterburg Limits of the cohesive materials 

It can be seen from Figure 4-44 that Soil A and Soil B plot above the A-line and so are 

classified as clays. However, it can be seen that Soil B plots close to the A-line and could 

be classified as Silt. Soil C plots below the A-line and is classified as silt. It can also be 

seen that practically all of the samples plot close to each other, since the samples have a 

liquid limit of between 10% and 20% and have u plasticity index of between 3% and 15%. 

Since the samples exhibit similar results, they are further classified as having a low 

plasticity. 
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Figure 4-44. Plastici@ chart for  the cohesive rnateriuls. Soils are marked A,  B and C. 

- 
Sample Moisture Content Particle Specific Colour 

Soil A 14.2111.05 2.65k0.01 Yellowish Brown 

Soil B 10.530.35 2.6420.0 1 Greyish Brown 

Soil c 12.620.22 2.63+0.01 Brown 

(%) Gravity 

10YR 3/2 D 

2.5YR 414 D 

2.5YR 312 D 

.. 

4.6.4 Other Tests 

4.6.4.1 Natural Sediment Properties 

4 . 6 4 .  i. I Nuturd Moisture Content 
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4.6.4.1.2 Particle Specific Gravity 

Sample 

Soil A 
Soil B 
Soil c 

The specific gravity tests were carried out in accordance with procedures to be found in BS 

1377, 1990, Part 2. Tests were carried out in duplicate with the given value being an 

average of the two. 

The results of the specific gravity determination can be seen in Table 4-28. All 

three materials exhibit a particle specific gravity of approximately 2.65, a typical value for 

a generai mineral soil (Freeze and Cherry, 1979). 

Organic Matter Content 
(“/.I 
1.51 
2.10 
2.28 

4.6.4.1.3 Colonr 

The colour of the cohesionless materials was determined in the laboratory using the 

Munseli Colour Chart. The results can be found in Table 4-28. 

4.6.4.1.4 Orgíinic Matter Content 

The organic matter content tests were carried out in accordance with procedures to be 

found in BS 1377, 1990, Part 4. The results of the organic matter content tests can be 

found in Table 4-29. 

Table 4-29. Organic matter content. 

4.6.4.2 Shear Strength 

The direct shear test was carried out in accordance with procedures to be found in BS 

1377, 1990, Part 7. 
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The results of the direct shear test can be found in Appendix B which contains plots of 

shear stress against shear strain. From these the maximum shear stress was noted. Figure 

4-45, Figure 4-46 and Figure 4-47 show plots of normal stress against shear stress at failure 

for the materials under investigation. These plots allow the determination of effective 

shear strength and angle of internal friction. 

As well as the determination of shear strength and angle of internal friction, the 

direct shear tests enable the calculation of the bulk density and void ratio (the ratio of the 

volume of the voids to the volume of the solids) of the material under test. Table 4-30 

shows the results of the direct shear tests for the cohesive materials. 

Sample Effective Shear 
Strength 
(kN/mz) 

Soil A 79 
Soil B 51 
Soil c 56 

Angle of Bulk Density Void Ratio 
Internal (Mg/m3) 

Friction (") 
27 0.80110.028 2.770.14 
25 1.459+0.1 O 1 1.030.18 
25 1.50110.078 0.960.09 

O 100 200 300 400 500 600 

Normal Stress (kNlm2) 

Figure 4-45. Plot of Normal Stress against Shear Stress at failure fo r  Soil A. 
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Normal Stress (kN/m2) 

Figure 4-46. Plot cfNormu1 Stress trguinst Sheur Stress at,failurefiw Soil B. 

Figure 4-47. Plot of Normal Stress aguinst Sheur Stress at failure fo r  Soil C. 
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4.6.5 Conclusions 

Sample 
_ _ ~  Soil A .. 

Soil B 
Soil c 

It can be seen that many of the tests undertaken on the cohesionless sediments were not 

carried out upon the cohesive sediments from HRI, Wellesboume, most noticeably direct 

measurements of tortuosity and flow resistivity. The main reason for this was the nature of 

the sediment itself. Since the test area was kept covered the ground retained little or no 

moisture and, as can be seen from the Atterburg Limits results, was very close to it plastic 

limit. This meant that the materials were extremely brittle and friable, so that collection of 

undisturbed samples was extremely difficult. 

Classification 
Clayey SAND 

LOAM 
LOAM 

~ 

Measurements of tortuosity based upon Formation Factor were not appropriate 

since Archie's Law is not valid for sediments containing a significant percentage of clay. 

Clay provides conductive matrix. rendering a fundamental assumption invalid. 

The measurement of flow resistivity requires an undisturbed sample of known size 

and shape. Any fissures in the specimen will allow flow additional to that through the 

material thus giving an incorrect value. These difficulties highlight the need for a non- 

invasive method of soil property determination for sediments of this nature. 

The classification of the cohesive materials based upon the particle size analysis 

can be seen in Table 4-3 I .  

The values of water permeability measured using the modified falling head test, although 

smaller than expected, were reasonably typical for the types of materials tested. The lower 

than expected values may be due to the test procedure, although all the materials can be 

classed as being impermeable. 

This trend can be seen in the value for the Soil A of 4.93x10~io~3.00x10~i'm/s. 

This is slightly lower than would have been expected considering that the material consists 

of approximately 80% sand sized particles. 
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The value of permeability for the Soil B of 7 . 8 5 ~ 1 0 ~ ~ ~ ~ 1 . 7 9 ~ 1 O ~ ' ~ m / s  is slightly 

hi@r than that of 4 . 4 7 ~ 1 0 ~ ' " ~ 1 . 5 0 ~ 1 0 ~ ' ~ m / s  for Soil C but both these values lie within the 

expected range for clays. The higher permeability of the Soil B could he expected since it 

consists of approximately 13% more Sand sized particles. 

Since the material was not suited to laboratory flow resistivity measurements and 

no in-situ permeameter was available, an approximation has been made using the 

relationships between intrinsic permeability calculated from the permeability tests and flow 

resistivity. 

Table 4-32 shows calculated values of flow resistivity from the intrinsic 

permeability as measured using the modified falling head test. 

I Intrinsic Permeability 1 Calculated Flow Resistivity 
ífrnm nprmpahilitv tectì (MUS Ralvcì 

- +1.83x10~" 
- +1.53x IO- ' '  3.96x101'k9.93x 10'O 

Table 4-32. 
measured using the morìiJïed failing head test. 

Calculated values of flow resistivity from the intrinsic permeability as 

These results show that for cohesive materials the relationship between intrinsic 

permeability and flow resistivity is no longer valid. As stated in Section 4.2.1.1, the 

intrinsic permeability is really only applicable to inert particles such as sands and gravels. 

With clays, the chemical interaction between different fluids and the soil can be much 

more complex than described by viscosity and unit weight. 

Tortuosity and porosity measurements were not taken for the three cohesive soils, 

however, an assessment can be made of the porosity (a) from the value of void ratio (e )  

calculated from the shear strength tests. 

e Q=-  
l + e  

(Eq. 4-55) 

From the values of porosity, tortuosity can be assessed using the Bruggeman relationship. 

These results can be seen in Table 4-33. 
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Sample 

Soil A 
Soil B 
Soil C 

Table 4-4 and Table 4-5 all give values of porosities for Loam which range from 37.5% for 

loamy sand on plain to 55.2% for a loamy sand with roots. The values evaluated for Soils 

B and C appear typical. Soil A however, has an extremely high porosity of approximately 

75%, which may be due to the high percentage of sand sized particles in the material. 

However, this value is more likely to be due to the nature of the material and the method of 

calculating the void ratio. 

The void ratio is calculated from a determination of the bulk density of the material 

which is in-turn calculated from the mass of the soil in the known area of the shear test 

cell. The calculations rely upon the fact that all of the test cell is occupied by material. It 

is known that the materials from HRI are very friable and as such i t  is difficult to produce a 

perfect square to fill the test cell. It is therefore likely that voids were present in the test 

cell which were not allowed for in the bulk density determination and as such led to an 

abnormally high void ratio. Porosities for the three soils determined from the resonant 

column test provide more realistic values since a more accurate volume of soil is known. 

Void Ratio Porosity Porosity (%) Tortuosity 
(o/.) (Res. 

2.7720.14 73.4720.95 23.76 1.3620.02 
1.0310.18 50.7414.01 17.94 1.9720.14 
0.9610.09 48.9822.24 12.43 2.0410.09 

Column) 

The results of the elastic moduli determination highlight the difficulties of sample 

extraction and testing of materials such as those found at HRI, Wellesboume. Namely, 

friable and fissured agricultural soils. This is highlighted by the results for Soils A and C, 

from which a bulk modulus calculation was not possible, since the measured value of shear 

modulus was over three times greater than the measured Young's modulus. This is 

especially so of Soil A. 

It can be seen in the results and Figure 4-34 that for very shallow effective depths 

(less than im) the shear modulus is extremely small (approximately 4MPa). This value is 

most likely due to the presence of cracks in the specimen. At low confining pressures, 

such as those found close to the surface, these cracks are open. Thus, torsional motion 

induced in the sample will rotate about the cracks as opposed to homogeneous soil. At 

higher confining pressures these cracks will close. Torsion will be placed onto the soil 
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mass and an increase in the rigidity of the sample observed. This can be observed in 

Figure 4-34 where p increases from 4MPa at 0.5m to 44MPa at 1 Sm.  

This shows the importance of the both the homogeneity of the sample and the 

accuracy of the experiment that a 1MPa change in shear modulus will result in a 5OMPa 

change in bulk modulus and a resultant shift of 3 0 d s  in the calculated P-wave velocity 

The results of the Atterburg Limits test show that the three soils exhibit similar 

consistencies. However, it can be seen that Soil A has been classified as a CLAY of low 

plasticity, despite the fact it contained approximately 80% sand sized particles and has 

been classified as a Clayey SAND from the particle size analysis. This is due to the fact 

that the sample was passed through a 425pm sieve prior to testing as outlined in Section 

4.6.3.2, thus reducing the sand content of the sample. Soils B and C plot very close to the 

A-line as would be expected for materials of this nature, having been classified as LOAM 

from the particle size analysis. 

It can be seen in Table 4-27 that all three materials have a liquidity index of less 

than one. This means that they no longer exhibit permanent deformation and act as brittle 

solids. confirming the field description of the soils as being very friable and fissured. This 

value of liquidity index also confirms their classification as being of low plasticity. 

None of the soils were classified as being organic since the organic matter content 

results show that all three materials contain less than approximately 2.5% organic matter. 

The results of the natural sediment properties tests show that all the materials were 

dry when tested, having measured moisture contents of less than 15%. This moisture 

content is expected since, as described in Section 4.1.3 the site area was kept covered at all 

times. This low moisture content is expressed in the colour notations since a light colour is 

typical of dry materials. 

The specific particle density measurements again show a similarity between the 

three soils. The values are close to the typical value of 2.65g/cm3 that has been suggested 

to characterise the soil particle density of a general mineral soil (Freeze and Cherry, 1979). 

Overall, the problems relating from sample disturbance and the nature of the 

sediments meant that problems were encountered whilst trying to measure the properties of 

the agricultural soils found at HRI, Wellesboume. The problems help to promote the 

necessity of non-invasive methods of soil property deduction. 
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Sample 

Soil A 
Soil B 
Soil C 

Table 4-4 and Table 4-5 all give values of porosities for Loam which range from 37.5% for 

loamy sand on plain to 55.2% for a loamy sand with roots. The values evaluated for Soils 

B and C appear typical. Soil A however, has an extremely high porosity of approximately 

75%, which may be due to the high percentage of sand sized particles in the material. 

However, this value is more likely to be due to the nature of the material and the method of 

calculating the void ratio. 

The void ratio is calculated from a determination of the bulk density of the material 

which is in-turn calculated from the mass of the soil in the known area of the shear test 

cell. The calculations rely upon the fact that all of the test cell is occupied by material. It 

is known that the materials from HRI are very friable and as such it is difficult to produce a 

perfect square to fill the test cell. It is therefore likely that voids were present in the test 

celi which were not allowed for in the bulk density determination and as such led to an 

abnormally high void ratio. Porosities for the three soils determined from the resonant 

column test provide more realistic values since a more accurate volume of soil is known. 

Void Ratio Porosity 
(%) (Res. 

2.77k0.14 73.4720.95 23.76 1.36k0.02 
I .03+0.18 50.7424.01 17.94 1.9710.14 
0.96k0.09 48.9812.24 12.43 2.0420.09 

Column) 

The results of the elastic moduli determination highlight the difficulties of sample 

extraction and testing of materials such as those found at HRI, Wellesbourne. Namely, 

friable and fissured agricultural soils. This is highlighted by the results for Soils A and C, 

from which a bulk modulus calculation was not possible, since the measured value of shear 

modulus was over three times greater than the measured Young’s modulus. This is 

especially so of Soil A. 

It can be seen in the results and Figure 4-34 that for very shallow effective depths 

(less than lm) the shear modulus is extremely small (approximately 4MPa). This value is 

most likely due to the presence of cracks in the specimen. At low confining pressures, 

such as those found close to the surface, these cracks are open. Thus, torsional motion 

induced in the sample will rotate about the cracks as opposed to homogeneous soil. At 

higher confining pressures these cracks will close. Torsion will he placed onto the soil 
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mass and an increase in the rigidity of the sample observed. This can be observed in 

Figure 4-34 where p increases from 4MPa at 0.5m to 44MPa at 1.5m. 

This shows the importance of the both the homogeneity of the sample and the 

accuracy of the experiment that a 1MPa change in shear modulus will result in a 5OMPa 

change in bulk modulus and a resultant shift of 3 0 d s  in the calculated P-wave velocity 

The results of the Atterburg Limits test show that the three soils exhibit similar 

consistencies. However, it can be seen that Soil A has been classified as a CLAY of low 

plasticity, despite the fact it contained approximately 80% sand sized particles and has 

been classified as a Clayey SAND from the particle size analysis. This is due to the fact 

that the sample was passed through a 325pm sieve prior to testing as outlined in Section 

4.6.3.2, thus reducing the sand content of the sample. Soils B and C plot very close to the 

A-line as would be expected for materials of this nature, having been classified as LOAM 

from the particle size analysis. 

It can be seen in Table 4-27 that all three materials have a liquidity index of less 

than one. This means that they no longer exhibit permanent deformation and act as brittle 

solids. confirming the field description of the soils as being very friable and fissured. This 

value of liquidity index also confirms their classification as being of low plasticity. 

None of the soils were classified as being organic since the organic matter content 

results show that all three materials contain less than approximately 2.5% organic matter. 

The results of the natural sediment properties tests show that all the materials were 

dry when tested, having measured moisture contents of less than 15%. This moisture 

content is expected since, as described in Section 4.1.3 the site area was kept covered at all 

times. This low moisture content is expressed in the colour notations since a light colour is 

typical of dry materials. 

The specific particle density measurements again show a similarity between the 

three soils. The values are close to the typical value of 2.65g/cm3 that has been suggested 

to characterise the soil particle density of a general mineral soil (Freeze and Cherry, 1979). 

Overall, the problems relating from sample disturbance and the nature of the 

sediments meant that problems were encountered whilst trying to measure the properties of 

the agricultural soils found at HRI, Wellesboume. The problems help to promote the 

necessity of non-invasive methods of soil property deduction. 
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Chapter 5 

Design and Execution of Indoor Experiments 

5 Experiments 

The major portion of this study has concerned the exploitation of acoustic-to-seismic 

coupling in the determination of the bulk properties of soils. This has led to a variety of 

experiments. 

The experiments undertaken can be sub-divided into two distinct categories; indoor 

and outdoor. These categories can be further sub-divided into those experiments directly 

investigating soil property determination and those concerned with the calibration of the 

equipment. 

As stated previously, the main subject of the thesis is the exploitation of acoustic- 

to-seismic coupling in the determination of bulk properties of soils. As remarked in 

Chapter 1 (the review of previous work) several authors have undertaken small-scale or 

restricted studies of acoustic-to-seismic coupling. An important contribution of the present 

work was an in-depth experimental study into acoustic-to-seismic coupling. Field 

experiments have been designed to investigate: 

i )  The repeatability of the coupling. 

2) The reliability of the technique. 

3) The angle dependence of the coupling. 

4) The acoustically induced wave types. 

5) The accuracy of the available predictive models 

The reliability experiments led to further investigations into sensor response, 

namely the effect of ground-geophone coupling and the development of a different 

vibration sensor. The review revealed the limitations of the geophone sensor, which led to 

an investigation into the use of a Laser Doppler Vibrometer (LDV). The LDV is a non- 

169 



contact optical system for measuring the instantaneous velocity of moving surfaces. The 

system has a linear transfer function, and a real time analogue output proportional to 

velocity. 

The indoor studies involved the use of a soil bin and measurement of the three Biot 

acoustic waves and the subsequent deduction of bulk soil properties. Study was also made 

of the use of microphones as detectors of Biot Type I wave. 

5.1 Indoor Experiments 

The indoor experiments undertaken include: 

Measurement of the three Biot acoustic waves and the subsequent deduction of bulk 

soil properties 

A study of geophone calibration. with particular emphasis on geophone-ground 

coupling. 

The use of a Laser Doppler Vibrometer (LDV) as a vibration sensor in acoustic-to- 

seismic coupling measurements. 

The majority of the experiments undertaken as part of this study involved the use of the 

Labview programming language for the acquisition and partial analysis of the experimental 

data. A brief note on the fundamentals of FFT based signal analysis and measurement, 

with specific relation to Labview has been given in Appendix A for those unfamiliar with 

this subject. 

5.1.1 Soil Tank 

An opportunity arose to carry out measurements in a soil tank at the American National 

Centre for Physical Acoustics (NCPA), based at the University of Mississippi, USA. 

Based on this work, similar apparatus was designed and built at The Open University, 

where similar measurements were carried out. 
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accurate determination of the depth of burial can be made. For added accuracy, a length of 

“scalafix” was applied to the tube. This is a self-adhesive tape that has a graduated scale 

down to millimetres. 

The inner design of the microphone is a “u-shaped” brass tube surrounded by a 

rubber sheath, to which the microphone element is attached. This second tube when 

inserted into the outer tube expands to give a flush fit. This ensures that as little sound as 

possible can pass directly down the tube to the element. A silicon seal is also placed 

around the copper end-plug as a further seal and to keep foreign debris from entering the 

probe. The microphone element is an A01 model ECM-l028A, ultra-miniature Electret 

condenser microphone. 

2.. AIR HOLES 

MICROPnuNZ -- 
HEAD 

hai HOLES 

Figure 5-1. Diugrunz of probe microphone. Insert shows enlarged view of the nose cone 
and microphone element. 

The nose cone is designed to have a resonant frequency greater than 5000Hz. All 

measurements were made well below this frequency. When designing the nose cone 

several important parameters need careful consideration. These are the inner volume of the 

noise cone and the number. diameter and length of air holes in the nose cone. 

When an acoustic pressure fluctuation occurs at the nose, the mass of air in the 

small holes is accelerated, whilst the air in the inner volume is compressed. Together, 
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these components combine to function as 

1986), with a resonant frequency 

1 

fo = 2aJMC 

an acoustic Helmholtz resonator (Beranek, 

(Es.  5-1) 

where M is the total acoustic mass of the air in the small holes and C is the acoustic 

compliance ofthe large inner volume. This can be rewritten to give 

where r is the radius of one hole, n is the number of holes, CO is the speed of sound in air, L 

is the length of an air hole, L' is an acoustic correction to the length and V i s  the volume of 

the nose cone cavity. 

Before installation, all sensors were calibrated using techniques outlined in Section 

5.1.2 to assess their useable bandwidth and sensitivity. The frequency response of the 

probe microphone was measured with several of the holes sealed, to allow for the effect of 

blocking of the holes in granular materials. 

To ensure that all the sensors were as accurately positioned as possible a wooden 

former was made. This consisted of a crosspiece that rested on the rim of the container, 

with a centre-pole placed vertically in the centre of the tank. A second wooden former was 

then placed onto the wooden centre-pole, to be used as a template for the positioning of the 

sensors. This template was moved up the centre-pole as more sand was added, with the 

height from the rim checked with a ruler. 

Sand was placed into the container in IOcm increments, manually levelled and 

lightly tamped. This was continued until there was approximately 21cm of soil in the 

container. At this point, the first of the vertical component geophones and microphones 

were added. More sand was added and additional sensors placed, in a staggered fashion, at 

5cm intervals. The horizontal component geophones were positioned 1Ocm below the 

surface and spaced every 10cm. A total of ten vertical component geophones, five 

horizontal component geophones and ten microphones were buried (See Figure 5-2). 

Receiver placement was accurate to 0.2cm both horizontally and vertically. 

Two separate sources were used. A loudspeaker that was suspended approximately 

2m directly above the soil-surface and was driven using an H&H S15O professional power 

amplifier. The other source was a Ling Dynamic Systems Model V203 mechanical shaker, 

that was placed in contact with the surface of the soil. The mechanical shaker has a 
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circular base with a diameter of 7.5cm. This was driven using a Brüel and Kjær Type 2706 

power amplifier. 

The geophone signals were amplified using a Brüel and Kjzr  Type 2160 measuring 

amplifier. The microphones signals were first amplified using a purpose built battery pre- 

amp (this also acted as a microphone power supply), before amplification by the Brüel and 

Kjzr measuring amplifier. The probe microphone also required a purpose built battery 

pre-amplifier before amplification by the BrLiel and Kjær measuring amplifier. 

At NCPA, again two separate source types are used. A loudspeaker, consisting of a 

Peavey Loudspeaker suspended about 2ni directly above the soil surface. The other source 

was a mechanical shaker, Ling Dynamic Systems Model V203, placed in contact with the 

surface of the soil. The mechanical shaker has a circular base with a diameter of 7.5cm. 

5.1.1.2 Choice of Source Signal 

The selection of the input signal depends on many factors. The main parameters are: 

Bandwidth: the range of frequencies in which sufficient energy is present. 

Signal Type: continuous or transient. If continuous, periodic or random; 

periodic signals will repeat after a fixed duration, and therefore have a line 

spectrum. random signals are aperiodic and have a continuous spectrum. 

Crestfactor: the ratio of the signal’s peak amplitude to its RMS value. Since, 

to avoid overload. the power to a transducer is often limited by the peak 

amplitude. the mean output power of the signals with high crest factors will be 

lower than low crest factor signals, and hence resulting measurements will have 

a worse signal-to-noise ratio. 

Estimation accuracy: some signals permit more robust estimation techniques 

than others do. 
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Plan 

Probe L 
21cm 

O I 

71 cm 

l o 
O 

I 

1 to 90 cm 

71 cm 

Figure 5-2. Schematic of the ucoustic wave transmission experiment in soil tank at the 
OU. The Black Symbol (0 ) represents vertical component geophones, the symbol (O ) 
represents the horizontal conzponent geophones and the white symbols@) represent 
microphones. The Probe microphone was inserted ut two positions A and B. 
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Swept Sina r 
"noise" 

random 

Bandwidth 

single frequency 

= slow analysis 

arbitrarily wide & 

tlat respcinse 

arhiirarily wide & 

flat response 

wide. limited I O W  

frequencies 

arbitrarily wide & 

flat, I»w 

frequencies liinited 

by period 

Signal Type 

Continuous, 

Periodic 

Continuous. 

Aperiodic 

Continuous. 

Aperiodic 

Transicnt. Can 

siinulate 

impulse 

response 

Continuous. 

periodic 

Crest Factor 

3 dB 

3 dB 

I l  dB 

Very high 

(low energy) 

Arbitrary, 

depending on 

phase spectrum 

Accuracy 

Good for non-linearity 

& noise. Allows time 

delay identification 

Good for non-linearity 

& noise. Allows time 

delay identification 

Good statistical 

characterisation, good 

estimates with non- 

linearities, poor SNR, 

slow due to need for 

averaging. 

Poor: h ieh  CF gives low 

SNR and excites non- 

linearities. 

Repeatahility suspect. 

Allows time-delay 

identification &editing 

Good for noise 

(synchronous averaging 

possible). poor for non- 

linearities, always 

excites them similarly. 

Table 5-1. Properties of conzinoidy used excitcition signals 
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Pseudo-random signals appear locally random, but involve a fixed pattern that repeats each 

time after a fixed duration. This has three main advantages: 

If the duration is synchronised with the data collection window, then the line 

spacing of the (periodic) signal is identical to that of the sampled waveform, 

and therefore no windowing is required, and no frequency “leakage” occurs 

(Randall, 1987). 

Since the same signal repeats periodically, the measured data block can be 

averaged in the time domain, with the recording synchronised with the 

generated signal, to reduce the level of uncorrelated noise. This technique - 

called synchronous averaging - increases the signal-to-noise of the 

measurement, and can recover the signal even in the presence of considerable 

noise. 

Unlike excitation by random “noise”, spectral averaging is not necessary to 

remove the effect of random fluctuations. 

The maximum length sequence (MLS) is a special type of pseudo-random signal first 

proposed by Schroeder (1979) for use i n  room acoustics. It is a binary sequence, taking the 

values +1 and -1 in equal numbers, and therefore having the lowest possible crest factor of 

OdB. The sequence is generated by an ri-stage shift register (Chu, 1987), yielding a 

sequence length of N = 2” - 1. Since the spectrum is flat (in a given range), the circular 

autocorrelation function r(m) approximates to an impulse. This can be seen below: 

- I  
N + I  

- -~ m mod N # O  

Since N is chosen to be high (typically 32767 for n=15), the value of r(m) form mod N # O 

is small. Therefore, this approximates a periodic unit pulse: 

&’(in) = 1 nz rnodN =O 

= O  m m o d N # O  

(Eq. 5-4) 

where the dash signifies a periodic quantity. 

This leads to the property that the periodic impulse response of the system under 

test can be approximated by cross-correlating the sampled response signal with the original 
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MLS sequence. Rife and Vanderkooy (1989) prove this rigorously, and described many 

properties and limitations of analysis with MLS. 

Testing with MLS became popular when an efficient method of performing the 

cross-correlation was found using a fast Hadamard transform (Chu, 1990; Altrutz and 

Schroeder, 1983). 

The advantages of this technique are 

The signal approximates to the came flat amplitude response as a delta pulse (-3dB 

at L/z the pulse generation frequency. and hence at the Nyquist frequency of the 

sampled signal). 

The crest factor is very much lower than a pulse (due to the erratic phase spectrum 

of the MLS). With a crest factor of OdB, the maximum possible power is delivered 

to the transmitter, giving a limit to maximum amplitude. For an amplitude-limited 

system, the energy content of a MLS signal is a factor N higher than that of a single 

pulse. In consequence, the signal-to-noise ratio (SNK) is higher by 10LogloN ; for 

example, the SNR of an n=iS sequence is 45dB higher than a pulse of the same 

amplitude. 

This method is equivalent to testing with impulses, but offers a much higher SNR 

and reduced risk of exciting non-linearities. In particular, reflecting paths in the 

system can readily be identified, and edited in the time domain, if necessary. 

The impulse response is very long (up to N samples). Therefore, very reverberant 

environments can be measured. with remarkably little noise in the low amplitude 

“tails” of the response, and long duration records may be collected at a high 

bandwidth. Furthermore, if a Fourier transform is applied to the long time 

sequence, a very high-resolution frequency will be obtained without the necessity 

for zoom processing - the usual method with analysers that are typically limited to 

2-8k sample transforms. 

Cross-correlation makes the resulting impulse response quite immune to noise: for 

example, a single noise transient in the response signal will have its energy spread 

evenly throughout all N samples in the impulse response. In addition, since each 

repetition of the MLS is identical, the signal may be synchronously averaged to 

reduce uncorrelated noise, increasing the SNR to IOLogioN, (where N, = number 

of averages) dB. 
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Instead of driving a linear transducer, the digital output of the MLS can trigger, for 

example, spark gaps, or booms for use in oceanography (Birdsall, 1995). The 

cross-cori-elation algorithm effectively acts as a matched inverse filter, to compress 

the energy spread out over the N pulses back into a single pulse. 

The disadvantages of MLS testing are: 

It is not good at estimation in the presence of any non-linearity in signals, since 

they are always excited in the same way. However, their presence is easily 

detected. Non-linearity shows up as a “fixed pattern” noise in the time-of-flight 

gap, or after the impulse response has decayed - that is regions where the impulse 

response should be zero show a noise signal that is the same each time the 

measurement is taken. 

The signal contains no energy at D.C. (O Hz). This is not usually a problem in 

acoustic testing. 

The technique only applies to time-invariant systems. The same is true of all other 

signals, but the long duration of the MLS signal means that the time-scale over 

which the system must be time-invariant is longer, than an impulse for example. 

The statistical estimation techniques are not as well developed as for Gaussian 

noise, making error estimates of the resulting transfer more difficult. Rife and 

Vanderkooy (1989) have developed a limited method of deriving coherence from 

an MLS-derived inipulse response. 

The duration of the sequence must be longer than the impulse response of the 

system otherwise “time-aliasing” will result (Rife and Vanderkooy, 1989). This is 

not usually a problem, due to the long durations possible (for example, an n=16 

sequence measuring at 20kHz bandwidth lasts over Is). 

Continuous wave (CW) signals, like the maximum length sequence described above, offer 

a convenient method for calculating phase speed and attenuation over a range of 

frequencies in the soil tank. However, fluctuations in the data begin to appear at deeper 

depths. These fluctuations are probably due to signal reflections from the bottom and sides 

of the container. It was therefore decided to use the MLS for probe microphone 

measurements which were taken close to the surface whilst measurements at deeper depths 

were taken using five cycle tone bursts. 
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The MLS was produced using a propriety DAQcard by DRA Laboratories, called MLSSA. 

It is a P.C. based add-in card with software that performs as a single channel system 

analyser. The hardware produces the maximum-length sequence output signal, whilst the 

software performs the cross-correlation between the input and received signals. The card 

incorporates an anti-aliasing filter with programmable corner frequency, shape and gain. It 

has a measurement bandwidth of 1 - 40 kHz, with a sample clock, signal generation clock, 

and anti-aliasing filter automatically changing according to the bandwidth. 

The five cycle tone bursts were generated using a National Instruments AT-MIO- 

16E-2 DAQcard controlled using a Labview program. 

If an inversion for the material properties is to be determined, a measure of the 

wavenumber squared is required. The MLS measurement consists of a phase diffcrence 

and relative magnitude of the signal ut the appropriate sensor with respect to some sensor. 

A time harmonic plane wave propagating in the x direction with a coniplex wave 

number Re(k)+i h ( k j  is written us. 

(Eq. 5-5) ~ Inill 1 a 8tReil I i - 1 ~  I e e 

The real part of the wavenumber can be determincd from the phase difference, A@,  by, 

A@ 
Re(k) = - 

Ax 
(Eq. 5-6) 

where Ax is the distance between receivers. The imaginary part of the wavenumber can be 

obtained from the relative magnitude, InlA, /A,  1 ,  by, 

(Eq. 5-7) 

For the five cycle tone burst measurements, first break arrival time and peak-to-peak 

amplitudes were measured, (See Figure 5-3), from the signal received by the probe and the 

various geophones and microphones. Knowing the spatial separation between the sensors 

and the difference in arrival time the wave speed or Re(kj may be determined by 

w wAt 
Re(k) =- = ~ 

C A x  
(Eq. 5-8) 
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Figure 5-3. Procedure for  the determination cftrurwit tinze interval, At, and peak to peak 
voltage, Vpp, ,froin the,fiiecycle tone bursts. The top signal is the transmitted signal with 
the received signal below. 

At NCPA, source signals used were either swept sine or five cycle tone bursts. These 

signals were produced using a HP 33 14A signal generator. The signal to the loudspeaker 

was amplified using a Techron 5515 power supply whereas the signal to the shaker was 

amplified using its own power oscillator. 

5.1.1.3 Test Procedure 

a) Mechanical Shaker Measurements 

A mechanical source was used for the production of primarily Type I P-waves, with the 

transmitted signal received by the vertical component geophones and the microphones 

(Figure 5-2). Figure 5-4 shows the experimental set-up. 

The source consists of a Ling Dynamic Systems Model V203, placed in contact 

with the surface of the soil. The mechanical shaker has a circular base with a diameter of 

7.5cm. A circular footing such as this has been shown (Richart et al., 1970) to produce a 

dilatational wave. shear wave and a Rayleigh wave. In order to obtain a signal at the 

receiver which is comprised of energy predominantly associated with the dilatational wave, 

it is necessary to move the source four times to place it directly over each column of 

receivers. This may cause some errors in the amplitude data due to the change in coupling 

between the source and the soil whenever it is moved. 
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Figure 5-4. Experimental set-up forjve-cycle tone burst experiment in soil tank 
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Based on previous work it appears that the shaker generates significantly more Type I than 

Type I1 dilatational wave energy. When a mechanical source is placed in contact with a 

porous material, the normal component of the solid and fluid displacements at the surface 

are in phase. Such in phase motion of material components is usually associated with the 

Type I dilatational wave at low frequencies. It has also been shown (Geertsam and Smit, 

1961) that for the case of an elastic wave passing through an interface separating an 

impermeable elastic solid and a fluid-filled permeable porous material, that no second 

wave is generated at the interface. 

Signal generation and data acquisition were undertaken on an IBM compatible PC 

using a National Instruments E-Series AT-MIO-i6E-2 I/O acquisition board controlled 

using a purpose written Labview program (Figure 5-5 and Figure 5-6). The AT-MIO-16E- 

2 has eight differential inputs and two output channels, both having a 12 bits (1 in 4096) 

resolution. 

The signal generation is controlled within the program from the “output section”. 

The program reads a single cycle of‘ sine, with arbitrary amplitude and offset, into a buffer 

that can be repeated x number of times. This was usually set at five, with the frequency of 

this sine wave either 500Hz, 750Hz, IOOOHz, 1250Hz or 1500Hz. The repetition of this 

pulse was set at 1 second, although this could be set at any value. This repetition every 

second allowed all the energy io have attenuated before the next burst was generated. 

The five-cycle burst was then sent to the power amplifier that drives the shaker. 

This output also acts as the trigger for the signal acquisition. The output is plotted on 

Trace 1, the upper trace in Figure 5-6 and is used as a reference for the travel time 

determination. Since a 1 Vpp was used as the output signal, the input gain values were 

also set to +lVpp. 

This software programmable gain increases the overall flexibility of the board by 

matching the input signal ranges to those that the analogue-to-digital converter (ADC) can 

accommodate. With the proper gain setting, you can use the full resolution of the ADC to 

measure the input signal. 

The scanrate for the acquisition was set as high as possible, to give as accurate a 

representation as possible of the sine wave. This ensured an accurate determination of At 

and Vpp. The maximum scanrate is controlled by both the maximum bandwidth of the 

analogue-to-digital converter on the board and, more importantly, by the settling time of 

the acquisition card. 
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With the shaker placed directly above a line of geophones, all connections made and the 

program running, the received signal from the shallowest sensor was amplified until it 

gives close to 1Vpp on Trace 2 on Figure 5-6. This required altering the gain on the Briiel 

and Kjur measuring amplifier and the variable gain on the Briiel and Kjzr power 

amplifier. This amplification was fixed until all the geophones have been used, as any 

alteration affects the relative peak-to-peak amplitudes of the received signals. 

Averaging was employed to increase the signal-to-noise ratio, with values of 50 to 

100 used depending upon background levels. 

Once the averaging was complete, the values of At and the peak-to-peak amplitude 

were determined using the method shown in Figure 5-3. The cursors were moved to the 

second peak on both Traces 1 and 2. The second peak was chosen since preliminary tests 

showed that the shaker exhibits a latency which gives the first output peak a variable 

amplitude, whilst at deeper depths the later peaks are altcred due to reflections from the 

tank walls. The values of At and the peak-to-peak amplitude were read from the program. 

Once the travel time and peak-to-peak amplitude for the sensor had been recorded 

the next geophone was connected and the processes repeated until the five sensors under 

the shaker were recorded. The program was then stopped and the shaker moved over the 

other line of geophones. 

The same procedure was used for the microphone sensors. The Alligator 

Technologies Type AAF-1 anti-aliasing filter was used here as a low-pass filter to remove 

any high frequency components that may have distorted the acquired burst, and was set to 

a cut-off frequency of 5Khz. 

It was not known whether the shaker would act as a point source for this set-up. If 

the shaker did behave as a point source then corrections for spherical spreading, based on 

the I/r approximation, would need to be made. The condition for a source to act as a point 

source at angular frequency, w, is ka<<l (where k = d c  is the wavenumber of the 

disturbance and a is the radius of the source). At a frequency of IkHz, and assuming a 

speed of 2 5 0 d s  (typical for sand), the ka for the shaker is 0.94. The condition for the far 

field is kr>>l, where r is the source to receiver distance. For a frequency of IkHz and 

speed of 250mís, kr=1.26 at the nearest receiver which is 0.05m away. 
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Figure 5-5. Hurdwure sei-up f o r  tunk software 
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In view of this, an experiment was designed to determine the directivity of the shaker. 

This experiment employs a similar method to that used to determine the directivity of 

loudspeakers. 

A preliminary experiment was set-up as shown i n  Figure 5-7. This set-up was 

chosen so measurements would be taken at a set radius from the shaker with distances 

accurately measured using a rule and confirmed from arrival times. If the shaker were 

acting as a point source, then all the amplitudes at the same distance would he similar. 

Figure 5-7. Geophone positioning in the determindon cfshaker directivity pattern 

Five-cycle tone bursts were generated using the shaker with the received transit times and 

amplitudes noted. This was achieved using the five-cycle tone burst program, described 

previously. However, initial results showed that for measurements taken close to grazing, 

the arrival times of the tone burst were very long compared to those close to normal 

incidence. 

This difference was probably due to the shaker producing a dilatational wave, shear 

wave and a Rayleigh wave. It was thought that the geophones were reacting to the vertical 

component of the shear and Rayleigh wave which, having much slower velocities in the 

sand, produced the longer travel times. 
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A medium was therefore required that did not support shear waves, so that it could be 

assumed that the energy received by the sensor was the same. To this end, the sand was 

emptied from the tank and filled with water, as it is known that water does not support 

shear waves. Hydrophones were then used to record the transmitted signal. 

Shaker 
r- I l  Water Surface 
- 

m m m m m  
mI"II"II"Im 
m m m m m  
m m m m m  
mm1.11.11.1 

Figure 5-8. Hydrophone positioning in the determinafiori of shaker directivig pattern 

The experiment was set-up as shown in  Figure 5-8 with the shaker positioned at the water 

surface and a hydrophone accurately positioned in the water. The placing of the 

hydrophone was undertaken as accurately as possible using a steel rule to ensure that the 

hydrophone was subject to the same pressure field. The same hydrophone was used for all 

the measurements to eliminate the effect of differing hydrophone sensitivities 

The five-cycle tone burst program was then used to excite the shaker at a frequency 

of 3000Hz and the travel time and amplitude of the received hydrophone signal recorded. 

This frequency was chosen so that the transmitted signal would have the same wavelength 

as that received by the geophone in the sand (assuming a speed of sound in the sand of 

2 5 O d s  and a speed of sound in water of 15OOds). 

The hydrophone was then moved to another position and the received signal 

amplitude recorded. Further measurements were taken with hydrophone positions shown 

in Figure 5-8. 

The compiete experiment was repeated at 4500Hz. Measurements were also 

attempted at frequencies of 6000Hz, 7500Hz and 9000Hz, however at these higher 

frequencies, reflections from the tank sides caused interference due to the higher sound 

speed in the water. 
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b) S-Wave measurements 

The shear wave measurements used the same five cycle tone burst technique described 

above for the P-wave experiments, except here the geophones themselves are used as the 

source. 

The first of the horizontal component geophones was connected to the Briiel and 

Kjzr power amplifier. Care must be taken when using the geophones as sources, not to 

apply too high an input voltage, which may cause damage to the geophone coils. The 

voltage was increase until a faint click could be heard from the geophones. The gain on 

the measuring amplifier was then altered to give as close to the 1Vpp signal in a similar 

manner to the P-wave experiments. 

All five horizontal component geophones are used in turn as a source, as this gave 

more points from which to determine the S-wave velocity and attenuation. 

c) Loudspeaker measurements 

The loudspeaker source was suspended approximately 2m directly above the soil surface in 

order to satisfy the assumption of a normal incidence plane wave. It is believed that this 

configuration provides preferential excitation of the Type I1 P-wave as a consequence of 

the following argument. 

The loudspeaker emits u dilatational sound wave that impinges on the surface of the 

sand. The sand surface is composed of pores filled with air and the sand grains. The air 

just above the surface induces motion of the air within the pores due to their similar inertial 

characteristics. The solid grains, however, have a much higher density and are deformed 

only slightly. Therefore, the deformation induced into the sand by the impinging sound 

wave is one in which the motion is primarily that of the fluid component. 

The probe microphone experiments consisted of measurements of the attenuation 

and phase shift between two positions in the sand. The source-signal (MLS), data 

acquisition and post processing were done using the MLSSA system. Two receivers were 

required, the probe microphone (described in Section 5.1.1.1) and a reference microphone. 

This reference microphone was a Brüel and Kjzr Type 4191 condenser microphone, using 

a Type 2645 preamplifier. 

The MLS produced using the MLSSA system was amplified using an H&H S 150 

professional power amplifier and was broadcast from the loudspeaker. The outputs from 
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the receivers were amplified using a Brüel and Kjrer Type 2160 Measuring amplifier 

before being sampled back into the MLSSA system. A bandwidth of 3kHz was used with 

the signals being sampled at 9kHz. 

The experiment was set-up as shown in Figure 5-9. Firstly, the probe microphone 

support was placed on the sand. This consisted of a retort stand and a Brüel and Kjzr 

microphone holder. A reference measurement was taken with the probe and reference 

microphone co-located at the surface. This measurement was taken to normalise the probe 

pressure to a unit reference microphone pressure, since several non-simultaneous 

measurements are made. This procedure also removes the characteristic response of the 

loudspeaker and microphones (Beranek, 1986) 

H & H Professional 
Power Amplifier 

Figure 5-9. Experimental Set-up for probe microphone measurements 

The probe microphone was then placed in the microphone holder and gently inserted into 

the ground to a depth of Icm. The reference microphone is left at the surface. 

Measurements were then taken to a depth of 30cm in Icm steps. All time domain signals 
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were saved for subsequent analysis. A further set of data was taken at a different position 

in the tank (See Figure 5-2)  to assess reproducibility. 

The probe microphone measurements allow the calculation of tortuosity and 

effective flow resistivity through the use of real and imaginary components of the complex 

bulk propagation constant. The inversion process has been described in Chapter 3. 

Attenuation and wave speed were also measured using the probe microphone and 

the loudspeaker in conjunction with the five cycle tone bursts to check the validity of the 

pulse transmission technique. The pulse technique was then used with the loudspeaker 

source and the in-situ geophones and microphones as receivers. 

The data taken at NCPA was acquired using a swept sine signal. Measurements 

using the probe were taken every 0Scm from a depth of 0.Scm to 7.5cm over a frequency 

range of 100Hz to 500Hz. The received signal was recorded and relative magnitude and 

phase diffcrcncc data extracted using a digital oscilloscope. 

5.1.2 Sensor Calibration 

All sensors used throughout the project were calibrated. The calibrations were a mixture 

of “absolute calibrations” and “relative calibrations”. 

The terms “absolute calibration” and “relative calibration” are used to describe the 

degree of traceability of the particular calibration technique. In practice, all calibrations 

are relative to some established standard. In this report, we use the term “absolute 

calibration” to describe a technique which is traceable to something other than an identical 

sensor to the one being calibrated. 

For example, geophone “A” and geophone “B’ are exposed to the same sinusoidal 

vibration of peak displacement X ,  and frequency WO. A calibration of geophone “A” 

relative to “B’  is done by noting the voltage output of “A” is e.g. 1.043 times the voltage 

output of geophone “B”.  Assuming “E’ is known to have a sensitivity of 2.01 volts per g, 

the sensitivity of “A” is 1.043 times 2.01 or 2.096 volts per g. For what we would call an 

“absolute calibration” of either sensor “A” or “B’. one could easily compute the maximum 

or RMS acceleration using the peak displacement X, and frequency o&. The peak 

acceleration is simply ( X O  o«)’ d s 2 ,  so if sensor “B’ generated Ivolt peak where X o  is 
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0.01m and wo=lOradsls the peak acceleration is O.lmm/s* and the conversion to v/g or 

RMS values can be simply calculated. 

The accuracy of the “absolute calibration” is tied to the precision of the value of 

peak displacement Xu and frequency @. These values can be far more accurate than the 

stability of the electronics from one sensor to the next. 

5.1.2. I Microphone Calibration 

One of the oldest and most reliable devices for calibrating microphones is the pistonphone. 

A Brüel and Kjær Type 4228 pistonphone was used for the absolute calibration of the 

Briiel and Kjær microphones. The pistonphone has a rotating cam that drives a piston 

nearly siiiusoidally, but with an exact displacement inside a small airtight cavity 

encompassing the microphone calibrated. The sound level produced by the pistonphone 

will vary with barometric pressure, and to a lesser degree, temperature and humidity. For 

the Brüel and Kjær pistonphone, if a microphone other than a Brüel and Kjzr microphone 

is used, there is no guarantee that the sound levels generated will be in the specified range 

due to poor seals and a possible change in cavity volume. 

The effect of barometric pressures on the acoustic pressure produced in the 

pistonphone can he seen by looking at how the pressure is produced. Starting with Boyle’s 

law for ideal gases, it can be shown that for adiabatic conditions: 

P V y  = Constant (Eq. 5-9) 

where P is pressure, V is volume, y is the ratio of specific heat at constant pressure to that 

at constant volume and is 1.402 for dry air at 0’C. For acoustic signals the small 

perturbations of pressure can be handled by taking the logarithm of equation 5.09 and 

examine the partial derivatives as seen in equation 5.10 

aP av -+y-=O 
P V 

(Eq. 5-10) 

If we denote the acoustic pressure by p=dP/& and the acoustic volume velocity of the 

piston by u=dV/dt, then 

(Eq. 5-11) 
P 
V 

p =-y-“ 
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field” and “random-incidence” correction factors were ignored as all measurements for this 

project were well below the upper limit of the microphones used. 

A similar method was used for calibration of the probe microphone. Again, 

a Briiel and K@r microphone was placed 1.0m away from a loudspeaker and a reading 

taken. The probe microphone was then positioned in exactly the same position, ensuring 

that both microphones were subject to an identical sound field, and an another reading 

taken. The outputs of the two microphones were then compared using the Briiel and K j m  

microphone as the reference. 

Further measurements were taken with several of the air holes in the nose of the 

probe blocked. 

5.1.2.2 Geophone Calibration 

The calibration of the geophone sensors was carried out in order to gauge their sensitivity, 

to allow the conversion of their output (volts) to real world units (mis) and to assess the 

bandwidth over which the sensor accurately reproduced vibration. 

Anomalies and variations seen in outdoor experimental acoustic-to-seismic 

coupling ratio measurements led to an investigation into both the sensitivity and the 

reliability of the geophone sensors upon burial in the ground. To investigate all these 

parameters, two experiments were devised to test the amplitude and phase information of a 

vertical geophone over a selectable frequency range and the effect of geophone-ground 

coupling on these variables. 

The first configuration used was a standard arrangement for geophone calibration 

(Figure 5-10), whilst the second configuration allowed the geophone ground coupling to he 

investigated (Figure 5-1 I ) .  

In the first experiment, the geophone under investigation was bolted directly to the 

shaker. The shaker used was a Ling Dynamics Model 403. A TTi TGA1230 arbitrary 

wave generator was used to supply the input signal, which was in the form of a sine wave. 

The frequency of the sine wave was swept from 10Hz to 1000Hz in 10Hz steps. The 

amplitude of the sine wave was set by monitoring the RMS output from the Dantec Laser 

Doppler Vibroineter (LDV) on a Brüel & Kjzr 2610 Measuring Amplifier, ensuring that 

there was always a constant velocity output of 0.63mmis. 
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which clearly shows a negative change in volume causing a positive increase in pressure. 

Given a controlled cavity volume V and piston displacement u, the only variables in 

equation 5.1 1 are the barometric pressure and specific heat ratio. 

Humidity and temperature changes have a nearly negligible effect on the generated 

pressure when compared to the effect of barometric pressure on the resulting sound level. 

The most significant changes on barometric pressure can he attributed to altitude when the 

pistonphone is used in various locations. Therefore, it was imperative to always note the 

barometric pressure so that corrections to the pistonphone sound level could he made. 

The Brüel and K j m  pistonphone is designed to produce 124dB at sea level 

(1013mbars barometric pressure). the dB correction for the pistonphone output at a 

barometric pressure Po (measured in mbars) is 

AL‘, = 20LOg,, ~ pn dB 
1013 

(Eq. 5-12) 

The correction in equation 5.12 is the major correction for absolute pistonphone 

calibration. 

The microphone cartridge under test was first connected to a Brüel and Kjzr Type 

2 160 measuring amplifier. To facilitate direct reading of measured sound, vibration and 

voltage levels, the meter is supplied with interchangeable scales. Scales for sound 

measurements have a linear 30dB SPL range for reading of sound pressure level. The 

microphone was inserted into the pistonphone, which was then turned on and the sound 

pressure level measured on the amplifier. 

The pistonphone has an output of 124dB and a11 the microphone cartridges tested 

gave a reading of 1242ldB. Once the absolute calibration of the Brüel and Kjzr 

microphone had been undertaken, the remaining non- Brüel and Kjzr  microphones were 

calibrated. 

This was achieved using the MLSSA system in the acoustic research group 

anechoic chamber at Silsoe. First, a Brüel and Kjzr microphone was placed 1.0m away 

from a loudspeaker and a reading taken. The microphone to be calibrated was then 

positioned in exactly thc same position, ensuring that both microphones were subject to an 

identical sound field, and an another reading taken. The outputs of the two microphones 

were then compared using the Brüel and Kjzr microphone as the reference. 

Additional correction factors which affect a microphone’s response at very high 

frequencies (where the wavelength is smaller than the microphone aperture), such as “free- 
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field” and “randoin-incidence” correction factors were ignored as all measurements for this 

project were well below the upper limit of the microphones used. 

A similar method was used for calibration of the probe microphone. Again, 

a Brüel and Kjzr  microphone was placed 1.0m away from a loudspeaker and a reading 

taken. The probe microphone was then positioned in exactly the same position, ensuring 

that both microphones were subject to an identical sound field, and an another reading 

taken. The outputs of the two microphones were then compared using the Brüel and Kjzr 

microphone as the reference. 

Further measurements were taken with several of the air holes in the nose of the 

probe blocked. 

5.1.2.2 Geophone Calibration 

The calibration of the geophone sensors was carried out in order to gauge their sensitivity, 

to allow the conversion of their output (volts) to real world units ( d s )  and to assess the 

bandwidth over which the sensor accurately reproduced vibration. 

Anomalies and variations seen in outdoor experimental acoustic-to-seismic 

coupling ratio measurements led to an investigation into both the sensitivity and the 

rcliability of the geophone sensors upon burial in the ground. To investigate all these 

parameters, two experiments were devised to test the amplitude and phase information of a 

vertical geophone over a selectable frequency range and the effect of geophone-ground 

coupling on these variables. 

The first configuration used was a standard arrangement for geophone calibration 

(Figure 5-10), whilst the second configuration allowed the geophone ground coupling to be 

investigated (Figure 5-1 i). 

In the first experiment, the geophone under investigation was bolted directly to the 

shaker. The shaker used was a Ling Dynamics Model 403. A TTi TGA1230 arbitrary 

wave generator was used to supply the input signal, which was in the form of a sine wave. 

The fi-equency of the sine wave was swept from 10Hz to 1000Hz in 10Hz steps. The 

amplitude of the sine wave was set by monitoring the RMS output from the Dantec Laser 

Doppler Vibrometer (LDV) on a Briiel & Kjzr 2610 Measuring Amplifier, ensuring that 

there was always a constant velocity output of 0.63mds. 
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The outputs from the geophone and Laser Doppler Vibrometer were sampled on an 

iBM compatible PC using a National Instruments E-Series AT-MIO- 16E-2 acquisition 

board in conjunction with a SC-2040 add-on board. 

The SC-2040 analogue input circuitry consists of eight channels with Diì-switch- 

programmable instrumentation amplifiers followed by buffered track-and-hold amplifiers. 

The instrumentation amplifiers fulfil two purposes. Firstly, they convert the differential 

input signals into single-ended signals referred to the SC-2040 analogue ground for input 

common-mode signal rejection. Secondly, they amplify input signals, resulting in an 

increase in measurement resolution a n d  accuracy. 

Gains for each channel can be selected independently with the separate DIP 

switches. Gains of 1, 10, 100, 200, 300, 500, 600, 700 and 800 can be used. 

The track and hold amplifiers operate as simple buffers when in track mode, but 

freeze their outputs when placed into hold mode. Because all the track-and-hold amplifiers 

in each SC-2040 board enter hold mode at the same time, they implement simultaneous 

sampling of all channels. The simultaneous wmpling is useful in preserving phase 

relations between channels. 

The signals were analysed using Labview software. The program allowed the 

amplitude and phase of the geophone to be plotted at discrete frequencies, using the LDV 

output as a reference (See Figure 5-12). Averaging was employed to increase the signal- 

to-noise ratio of the measurements. A software bandpass filter was also used to reduce the 

effect of building vibration and higher frequencies. 

In order to protect the equipment from unwanted background vibrations, 

experiments were conducted in an anechoic chamber with the experimental equipment 

placed on anti-vibration optical tables (AVOT’s). One AVOT supports the shaker, whilst a 

second AVOT is used to support the Laser Doppler Vibrometer. Background noise was 

measured at 0 .03mds and at predominately 7-8Hz. All instruments were controlled from 

outside the anechoic chamber. The shaker was shielded to reduce any magnetic fields and 

the measurement system was completed isolated from the drive system to minimise noise 

from ground loops. 

The second experiment is similar to the first, except that a cylindrical metal box 

was bolted to the shaker; sand was placed in the box, and a geophone inserted in the sand. 

The shaker was then excited over a frequency range of 10Hz to 600Hz in 10Hz steps, 
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Figure 5-1 O. Instri~rnentation configirrution for  stundurd geophone calibration. 

Figure 5-1 I .  Instrumentuition corifiguratioii for investigating geophone-ground coupling. 
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Figure 5-12. Two-chatlrzel truiz.~er,~urzction dererniiricition Jor geophone culibration 



5.1.3 The Use of a Laser Doppler Vibrometer in Acoustic-to-Seismic Coupling 
Measurements 

Minimum output power(mW. TEM~,633nm) 
Beam diameter(inin. TEMoo, lle' points 53%) 
Beam Divergence(inrad, TEMO", 3%) 

Longitudinal mode spacing(MHz) 
Min Polarisation ratio(P version) 

The Laser Doppler Vibrometer (LDV) is a non-contact optical system for measuring the 

instantaneous velocity of moving surfaces. The system has a linear transfer function, and a 

real-time digital and analogue output proportional to velocity, which can be further 

analysed to give either displacement or acceleration information. 

The LDV system used was a Dantec model 55x laser vibrometer. The system 

consists of a Uniphase Model 1125P laser, a Type 55N11 Frequency Shifter and a Type 

55N21 Tracker. The laser is a single transverse mode, multi-longitudinal mode helium- 

neon laser, whose generd specifications can he seen in Table 5-2. 

10.0 
0.8 1 
1 .o 

500: 1 
435 

5.1.3.1 Principle of Operation 

The laser beam i s  split into two beams. a reference beam and a measuring beam, which 

undergoes un optical frequency shift of 40MHz using a Bragg Cell. 

A Doppler frequency shift (equation 5-13) is superimposed on the measuring beam 

by the velocity component of the measuring surface relative to the vibrometer's optical 

axis. The backscattered light is collected by the front lens and recombined with the 

reference be,ain. The combined beams are focused onto the optical detectors, which 

reproduce the Doppler signal shifted up by 40MHz, e.g. 

For large vibrational 

Velocities ( 1 . 5 d s )  

- Doppler signal is +/- 4.5MHz 

- Detector output is from 40MHz +/- 4.5MHz 

For small vibrational 

Velocities ( IOe-óm/s) 

- Doppler signal is +/- 3Hz 

- Detector output is from 40MHz +/- 3Hz 
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f = (2/~)sM2(8/2)~=2~,/a 

where ,f= the Doppler frequency shift 

1 = the laser beam wavelength(633nm) 

(Eq. 5-13) 

O =  the angle between incoming and scattered b e a m  (=180") 

v = velocity relative to the vibrometer's optical axis 

The detector output is mixed with the 40MHz Bragg cell signal to produce sum and 

difference signals, the difference being the Doppler shift. For a vibrating object, the 

detector output will vary above and below 40MHz. For example 40MHz +/- 4.5Mhz for 

1 .Sm/s velocity. The difference signal cannot discriminate between 35.5MHz and 

44.5MHz; both will give a difference of 4.SMHz. In order to discriminate between the two 

and provide directional information. the detector output signal is electronically shifted up 

before being mixed with the 40MHz signal to produce the Doppler frequency. The size of 

the shift depends on the sensitivity range in use. 

The Doppler frequency is fed into the frequency tracker which provides an 

analogue output of i to 1OV proportional to the measuring surface velocity in each of the 7 

ranges (only 6 of which are available to the LDV). 

The working distance depends on the bandwidth and reflectivity of the measuring 

surface but the standard lens permits measurement between 1.2 and 20m. The LDV can 

measure vibration over a wide range of amplitudes in the frequency range from DC to 

740KHz and has a dynamic range fi-om 10~8 ds to I S m k  for vibrational motion and from 

10~8 m/s to 1.5mls for translational motion. 

5.1.3.2 Method of Operation 

With the laser beam aimed at the measuring point, the beam is focussed using the focus 

ring. This can be attained by either viewing the focal spot through an attenuation filter or 

by making use of the speckle pattern which is composed of four small dots whose size is 

ll1versely proportional to the size of the focal spot. Once the beam has been focussed using 

this inethod. fine focussing can be achieved by observing the MONITOR OUT signal from 

the Doppìei- frequency tracker. At focus a clear 40 MHz square wave should be observed. 

198 



It is desirable that the probe beam samples a single speckle on diffusely reflecting 

surfaces. To improve heterodyne detection efficiency, the distance from the end of the 

LDV to the object should be an integral number of laser cavity lengths. When this length 

criteria is met, maximum coherence occurs between the reference and probe laser beams. 

If a poor signal-to-noise ratio is obtained it may be due to the LDV-to-object distance 

being midway between two integral cavity lengths. This can be checked by again 

observing the MONITOR OUT signal on an oscilloscope whilst varying the working 

distance through one half of a laser cavity laser length. 

Several factors can influence the quality of the LDV output. Firstly, any movement 

of the LDV itself will translate to an overestimation of the velocity of the sample under 

test, since the optical path length changes between the reflecting surface and the 

photodiode inside the LDV unit. Induced motion in the LDV can be from background 

building vibrdtion, or especially in acoustic-to-seismic coupling measurements, motion can 

be induced through acoustic pressure from the loudspeaker. 

The acoustic pressure wave imparts a force on the LDV equal to the product of its 

mass and acceleration. Thus to minimise LDV motion, the LDV should be massive and 

rigid. It is important that the LDV is kept stationary, since the impedance of the LDV and 

its supports should be much greater than the same product for the ground so that the LDV 

response to atmospheric sound is much less than that of the ground. 

As part of the experiments therefore, the LDV was firmly bolted to a high-speed 

camera stand. The stand was designed so that the laser could easily be moved vertically 

and horizontally, whilst still keeping its axis vertical and perpendicular to the material 

under test. The camera stand was placed upon an anti-vibration optical table to reduce the 

effect of building vibration. 

The table used was an Ealing Electro-Optics Micro-g Series 62 Post Isolator 

System. The system consists of a stand onto which an aluminium plate breadboard was 

placed. Each stand is constructed of four heavy-duty steel vertical posts of 100mm square 

section. The support posts are fitted with pneumatic isolator units that provide the 

vibration isolation. A compressed air line with pressure of about 8Opsi was required to 

operate the system. 

In addition, the maximum velocity amplitudes of the ground motion in the study 

were approximately 200pmk over the frequency range of interest. The lowest velocity 

amplitude that the LDV can accurately measure is Ipids. It is proposed to resolve 5- 
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1 0 p d s  in the measurements. Although the ground vibrations being measured are within 

the useful range of the LDV, all extraneous signals need to be kept to a minimum. 

Secondly, it is important that sufficient reflected light reaches the photodetector. 

This can be enhanced by treating the surface under investigation with reflecting paint or 

using reflective tape. 

5.1.3.3 Electronics 

To begin using the laser the range on the Doppler frequency range on the tracker needs to 

be set to the mid range (0.1-IMHz or 33-333KHz). The range selected is indicated an 

LED on the tracker. If the frequency and amplitude of vibration are known then the 

velocity can be calculated and the optimum tracker range can be selected. 

Table 5-3. Laser Doppler Vibronierer,frequenc). ranges and colibratioiz.factors. 

Using the frequency shift selector and the multiplier switch on the Frequency Shifter, the 

frequency shift is adjusted to the middle of the Doppler frequency range. For vibrational 

measurement, the multiplier can be turned in either direction. When the Doppler 

frequency is within the tracker range the green lock detector LED will be illuminated and 

the analogue output will be continuous. 

If the tracker is out of range then the analogue output will be interspersed with 

straight lines where the tracker is at zero or full scale and the lock detector LED will 

flicker. Translational motion can also be measured but because the velocity is in one 

direction only, the sensitivity of each range is effectively doubled. For frequencies greater 

than 40 MHz (when the measuring surface moves towards the LDV) turn the multiplier 

clockwise. Similarly for frequencies, less than 40MHz turn the multiplier anticlockwise. 
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Instead of adjusting the frequency shift to the middle of the Tracker range, it should be 

adjusted to the lower end to make use of the full Tracker range. 

Finally, the gain should he set to a minimum required to obtain a clear square wave. 

The red level indicator LED on the Tracker flashes when the gain is properly adjusted. 

5.1.3.4 Measurements Using the LDV 

A series of experiments were undertaken using an LDV to assess its suitability for the 

measurement of induced ground vibration as part of acoustic-to-seismic coupling 

investigations. LDV's have several advantages over more conventional vibration sensors, 

such as geophones, in that they have a flat amplitude and phase response and are non- 

invasive. 

The experiments undertaken were designed to show the precision and reliability of 

vertical ground motion measured using an LDV. In the study, ground motion was excited 

with atmospheric acoustic sound with a continuous wave speaker source. Vertical particle 

velocities were measured with geophones and compared with the LDV system. 

Measurements were taken in an anechoic chamber. 

The test materials used included the Indoor Tank sand, which was used in the soil 

tray, and the HMC Stone Lane sand that was used in the coupling experiments (See 

Chapter 4 for details). 

The experimental configuration for the measurements can he seen in Figure 5-13 

Vibrometer 

Figure 5-13. Instnimentution configuration fo r  the LDV ussessment measurements. 
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A TTi TGA1230 arbitrary wave generator was used to supply the input signal, which was 

in the form of a sine wave. The output was amplified using an H&H SI50 professional 

power amplifier and was then broadcast using a 30W Tannoy loudspeaker. A l m  brass 

tube, 0.017m in diameter, was attached to the driver in an attempt to approximate the 

speaker to a point source. The frequency of the sine wave was swept from 100Hz to 

750Hz in 20Hz steps. 

Vertical particle velocities were measured using Mark Products L-40A-2, 100Hz, 

uncased geophones and a Dantec LDV system. Outputs from the sensors were amplified 

separately prior to recording, using Brüel and Kjzr  Type 2160 measuring amplifiers. The 

signals were recorded on an TBM compatible PC using a National Instruments E-Series 

AT-MIO-16E-2 VO acquisition board controlled using a purpose written Labview 

program. 

The program allowed the time domain output and resultant frequency spectrum of 

either sensor to be viewed and can be seen in Figure 5-14. Averaging was employed to 

increase the signal-to-noise ratio of the measurements. A software bandpass filter was also 

used to reduce the effect of low frequency building vibration and higher frequencies. 

To evaluate the LDV system, the laser beam was focussed onto a geophone, 

positioned at the sand surface. To enhance laser reflection back to the photodetector, a 

piece of 3M reflective tape was applied to the geophone surface. Measurements of the 

response of the geophone and laser to a series of pure tones produced by the loudspeaker 

were made. 

With the apparatus set-up and the laser reflecting at the geophone surface, a 100Hz 

tone was broadcast from the loudspeaker. The received signal from the geophone was then 

amplificd and sampled on the PC. The time domain signal was transformed into the 

frequency domain usiii,o a Fast Fourier Transform and the peak frequency amplitude noted. 

Averaging was employed to enhance the signal-to-noise ratio. 

The output from the laser was then viewed and again the peak frequency amplitude 

noted. The frequency was then increased by 20Hz and the procedure repeated, noting the 

peak frequency amplitude of the laser and geophone in further 20Hz steps up to 750Hz. 

,411 measurements were repeated with a similar L-40A-2 geophone to test 

Vroducibility. To compare the sensor outputs. they were both converted into particle 

vel«citie\ i.m/s), having first corrected to remove the effect of the gain used on the 

“mplifiers. 
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Figure 5-14. Dynamic specfruit? analyser used f o r  the LDV experiinents. 
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Figure 5-15. Conversion of the sensor outputfiom volts to iids . The conversion removes 
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The laser was then moved to a point approximately 0.05m away from the geophone and the 

response to pure tones noted. It was immediately noticeable that due to the nature of the 

sand, that it was very difficult to focus the laser (it became very problematical for the laser 

to attain an adequate lock). 

To overcome the difficulty of obtaining sufficient back reflection from the sand to 

the photodetector, a cylinder with a flat top covered with reflecting tape was pushed into 

the sand. The laser beam was then reflected off the cylinder instead of the sand surface. 

The cylinder was manufactured from acrylic. This material was chosen as the most 

available material with a density close to that of the sand. 

____ - - 
Convert to linear Sensor Convert to iiils Sensor 

~ W S )  (VI 
( IO”(dBi20) ) -b output -+ (Volts / sensor -b output 

sensitivity) 
-+ 

~ 

~ ~ 

Three differing cylinders were made each having a different internal diameter. The 

dimensions of the three cylinders can be seen in Table 5-4. 

Cylinder Dimensions 

Cylinder 1 
Cylinder 2 
Cylinder 3 

Table 

(Height x Diameter) 
26.3mm x 48.5mm 
24.8mm x 27.1mni 
23.2mm x 12.lmm 

5-4. Internal diameters ofthe test c>>linders. 

In order to assess the effect of the cylinder, the geophone was positioned at the sand 

surface and the response to the continuous wave over the range 100Hz to 750Hz was 

noted. Cylinder 1 was then pushed into the sand surface and the geophone firmly attached 

to the top surface using double-sided tape. The experiment was then repeated, noting the 
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peak frequency amplitude for each test frequency. 

undertaken using Cylinders’ 2 and 3. 

Repeat measurements were then 

b 

Comparisons of the three cylinder tests with the original geophone measurements 

indicated that Cylinder 3 showed the least effect upon the received signal. Once this had 

been ascertained, a further set of measurements was undertaken where the laser beam was 

focussed onto the cylinder top (onto which reflecting tape had been placed) and the 

response to the pure tones recorded. 

i 

i 

Finally, an experiment similar to that described in  Section 5.1.2.2 - Geophone 

Calibration, was undertaken to assess if any ground cylinder coupling was occurring. The 

apparatus was set-up as described Section 5.1.2.2. A TTi TGA1230 arbitrary wave 

generator was used to supply the input signal, which was in the form of a sine wave. The 

laser was focussed onto the soil box. The amplitude of the sine wave was set by 

monitoring the RMS output from the Dantec Laser Doppler Vibrometer (LDV) on a Briiel 

& Kjzr 2610 Measuring Amplifier, ensuring that there was always a constant velocity 

output of 0 .26mds .  

Cylinder 3 was pushed into the sand and the laser beam focussed upon the top 

using the horizontal adjustment feature of the high-speed camera stand. The output from 

the laser was amplified using a Brüel and Kjzr Type 2160 measuring amplifier and 

sampled on the PC using the same program described previously (Figure 5-14). The time 

domain signal was then transformed into the frequency domain and the peak frequency 

amplitude noted. Averaging was employed to enhance the signal-to-noise ratio. 

The frequency of the sine wave was swept from 100Hz to 1000Hz in 25Hz steps 

with the peak frequency amplitude noted at each frequency. Since the laser was used as 

both the reference and vibration sensor, only amplitude measurements were taken. 



peak frequency amplitude for each test frequency. 

undertaken using Cylinders’ 2 and 3. 
Repeat measurements were then 

Comparisons of the three cylinder tests with the original geophone measurements 

indicated that Cylinder 3 showed the least effect upon the received signal. Once this had 

been ascertained, a further set of measurements was undertaken where the laser beam was 

focussed onto the cylinder top (onto which reflecting tape had been placed) and the 

response to the pure tones recorded. 

Finally, an experiment similar to that described in Section 5.1.2.2 - Geophone 

Calibration, was undertaken to assess if any ground cylinder coupling was occurring. The 

apparatus was set-up as described Section 5.1.2.2. A TTi TGA1230 arbitrary wave 

generator was used to supply the input signal. which was in the form of a sine wave. The 

laser was focussed onto the soil box. The amplirude of the sine wave was set by 

monitoring the RMS output from the Dantec Laser Doppler Vibrometer (LDV) on a Brüel 

& Kjzr 2610 Measuring Amplifier. ensuring that there was always a constant velocity 

output of 0 .26mds.  

Cylinder 3 was pushed into the sand and the laser beam focussed upon the top 

using the horizontal adjustment feature of the high-speed camera stand. The output from 

the laser was amplified using a Brüel and Kjær Type 2160 measuring amplifier and 

sampled on the PC using the same program described previously (Figure 5-14). The time 

domain signal was then transformed into the frequency doinaiii and the peak frequency 

amplitude noted. Averaging was employed to enhance the signal-to-noise ratio. 

The frequency of the sine wave was swept from 100Hz to 1000Hz in 25Hz steps 

with the peak frequency amplitude noted at each frequency. Since the laser was used as 

both the reference and vibration sensor, only amplitude measurements were taken. 
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Chapter 6 

Results and Analysis c i f  Indoor Experiments 

6 Indoor Experiments 

6.1 Soil Tank 

6.1.1 Loudspeaker Measurements 

Loudspeaker measurements were undertaken in conjunction with a probe microphone, as it 

is believed that for this source the measured signal would be associated with the type I1 P- 

wave as outlined in Chapter S .  Measurements were taken at two positions in the tank to 

assess repeatability and the homogeneity of the tank material. Hence, the measurements 

can he inverted for tortuosity and flow resistivity using the rigid frame theory outlined in 

Chapter 4. 

Probe microphone measurements were obtained in the soil tank at lcm intervals 

down to a depth of 30cm over a fi-equency range of 1.SKHz using an MLS output signal. 

The results from one of the measurement positions have been given in the text, whilst the 

results from the second can be found in Appendix C. 

The relative magnitude and phase difference between the sound pressure level 

measured by a reference microphone positioned ut the soil surface and the sound pressure 

level measured by the probe microphone, at 2cin intervals down to 25cm are shown in 

Figure 6-1 and Figure 6-2. Figure 6-1 shows that the magnitude of the probe microphone 

signal decreases systematically with depth until approximately 1Scm after which there is a 

decrease in the amount by which the magnitude drops. The phase of the probe microphone 

signal, as shown in Figure 6-2. appears to decrease systematically at the same rate over the 

whole depth range. It is noticeable that the change in both the magnitude and phase 

change per unit depth increases with increasing frequency. 
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Figure 6-3. Culcirluted utterzuution rising the duiu in Figure 6-1 over three different depth 
intervds. Be.stlfït regression / I U S  been upplied to the dutu. 

220 

2oc 

- 
lec 

E - 
x .= 1 %  
0 
O 
m 
m 
v> 

- 
' 14c 

m a 12c 

1oc 

8C 

100 300 500 700 900 1100 1300 1500 

Frequency (Hz) 

Figure 6-4. Culculuted phase velocity using the dutu in Figure 6-2 over three different 
depth intervuls. Best-fit regression hus been upplied to the dutu. 
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It can be seen from the plots that there are fluctuations in the data, especially at higher 

frequencies. These may be attributed to resonances in the container or the laboratory. 

However. these fluctuations in the signal have also been observed in outdoor 

measurements (See Chapter 8). This suggests that these fluctuations are not solely a 

consequence of performing this experiment indoors on a sample of finite size. The results 

suggest that the attenuation remains reasonably constant as a function of depth down to 

roughly 10-15cm, after which there is a decrease in the attenuation and that the phase 

speed increases with increasing frequency over the whole depth range. This indicates that 

down to a depth of' approximately 15cm the Type I1 P-wave is predominant, There is then 

a zone of integration between the Type I and Type I1 waves. 

However, the slight change in magnitude may be due to small scale layering in the 

tank that affects the magnitude and not the phase of the signal, which would indicate that 

the type I1 wave is present to much greater depths. 

Calculations of attenuation and phase speed over the depth intervals of Icm to 7cm, 

7cm to 13crn and 5cm to %ni are shown in Figure 6-3 and Figure 6-4 respectively. Best- 

fit regressions have been superimposed on the data. The values of attenuation (dB/m) 

calculated over three depth intervals and for frequencies of 500Hz, 750Hz, IOOOHz, 

1250Hz and 1500Hz can be found in Table 6-1. The corresponding phase velocities can be 

found in Table 6-2. 

Table 6-1. Attenuation (dB/m) calculated from the datu collected (Figure 6-1) with the 
probe microphone 
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I Depth Frequency ~~~~ 

~ Interval IOHz 750Hz 
Position A lcm to 7cm 141.0 156.0 

7cm to 13cm 151.1 167.9 
5cm to 9cm 139.8 155.1 

Position B lcm to 7cm 114.0 128.9 

1000Hz 1250Hz 1500Hz 
167.6 177.1 185.4 
180.9 191.7 200.9 
166.9 176.8 185.2 
138.7 141.7 155.5 

7cmto13cm I 202.8 I 209.3 I 220.0 I 217.7 I 220.8 
5cmto9cm I 127.2 1 142.9 I 155.2 I 164.5 1 174.4 

Table 6-2. Phase velocity ( i d s )  culculuted porn the dutu collected (Figure 6-2) with the 
probe microphone. 

Parameter Symbol Value 
_ _  T&msi ty  z 

~~ .- 
.. Flow resistivity R, 

Calculations of the attenuation and phase velocity were made from measurements of the 

real and imaginary parts of the bulk propagation constant (Re(k,,) and Im(kb)) as outlined in 

Section 3.1.1 of Chapter 3. Using these functions and using the theory outlined in Section 

3.1 of the same chapter, it is possible to calculate the tortuosity (T) and the flow resistivity 

(RJ. The constants required for the calculations can be found in Table 6-3. 

Figure 6-5 shows the calculated flow resistivity for the three depth intervals, whilst 

Figure 6-6 shows thc calculated tortuosity It appears from the plots that there is a 

frequency dependence to both pwameters, with the flow resistivity increasing with 

increasing frequency and the tortuosity decreasing with increasing frequency. However, 

both these trends maybe suspect as this trend is not seen in the results gained in the loam 

soil measurements taken at NCPA, nor has it been reported elsewhere. 

Unit 

_. 

Adiabatic sound speed C" 343 d S  

1.402 _ _  

Tuhle 6-3. Purumeters i4sed,foi. the dereniiirzcrtiori o j j h  resistiviq and tortuosity. 

Density of air 
-. 

Prandt ÏNurnber 
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Figure 6-5. Culculntedjlon resistivir)> of the Tunk Sand. 
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Figure 6-6. Calculuted tortuosity o f f h e  Tuuk Sand. 
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The results for the two tank positions used can be seen in Table 6-4. Since any trends 

observed have been deemed to be suspect, the results given are a mean value for each 

depth interval. The frequency range over which the average value has been computed is 

governed by approximations in the algorithm. The approximations show that the flow 

resistivity is most sensitive at low frequencies whilst the tortuosity is most sensitive at the 

higher frequencies (Attenborough pers. coini77.). Therefore, the flow resistivity has been 

calculated over the frequency range 100-750Hz. whilst the tortuosity is calculated between 

750 and 1500Hz. 

The results show that the sand has an average measured flow resistivity of 

approximately 40000MKS Rayls and an average tortuosity of 2.1. Both these values are 

typical of materials such as these. 

Measurements were also taken with the probe microphone with the loudspeaker at non- 

normal angles of incidence to ascertain whether there is any angle dependence to either 

flow resistiviíy or tortuosity. Measurenients were taken with angles of incidence at 14', 

21" and 37". The complete set of results can be found i n  Appendix C, whilst a summary 

can he found in Table 6-5. 

The calculated values of flow resistivity in the tank sand are all approximately 

45000MKS Rayls, a similar value to those calculated with the loudspeaker at normal 

incidence (see Table 6-4). The results of the tortuosity determination at the varying angles 

of incidence are also approximately the same, again showing that there appears to be no 

angle dependence to the parameters. 
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Ttrhle 6-5. 
incidence. 

Mensured Tortitosit\, mid Flow Resistivih fo r  three difering angles of 

However, comparison of the tortuosity of 2.2 calculated for normal incidence with that of 

roughly 1.5 calculated at non-normal incidence, shows that the values of t are slightly 

different. However, from the repeatability of the values it is probable that the variation is 

due to disturbance of the soil structure. 

Probe microphone ineasurements were also obtained in a soil tank at NCPA, 

Oxford, Mississippi. Here measurements were taken at 0.5cm intervals down to a depth of 

7cm over a frequency range of 100Hz to 500Hz using a swept-sine output. The relative 

magnitude and phase difference between a reference microphone, placed at the soil surface 

near the probe. and the probe microphone. ut 0.5cm intervals down to 7cm are shown in 

Figure 6-7 and Figure 6-8. 

It can be seen that the magnitude decreases systematically down to 2.0cm, with the 

phase difference increasing systematically down to 2.0cm. with the change in both 

magnitude and phase difference increasing slightly with frequency. This suggests that both 

the attenuation and phase velocity increase with increasing frequency but remain constant 

with depth after approximately 2.0cm. This indicates that down to a depth of 

approximately 2cin the Type I1 P-wave is predominant. There is then a zone of integration 

between the Type I and Type I1 waves, after which the Type I wave is dominant. 
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Calculations of attenuation and phase velocity over three depth intervals (0.5cm to l.Ocm, 

0.5cm to 1.5cm and I.Ocm to 1.5cm) can be seen in Figure 6-9 and Figure 6-10 

respectively. The 

calculated attenuation over the three depth intervals and for frequencies of IOOHz, 250Hz 

and 500Hz are presented in Table 6-6, with corresponding phase speeds in Table 6-7. 

Best-fit linear regression lines are superimposed onto the data. 

Depth Interval Frequency 

0.5cm to I .Ocm 5.6 1 1 . 1  18.5 
0.5cm to 1.5cm 11.3 23. I 39.6 
1.Ocm to 1.5cm 3.8 1.4 12.1 

100Hz 250Hz 500Hz 
~~~~ 

___ 

Depth Interval 

0.5cm to l.Ocm 
0.5cm to 1.5cm 
l.Ocm to 1.5cm 

Frequency 
100Hz 250Hz 5ûOHz 
1346.9 1655.1 1038.6 
1689.8 2224.6 1 150.0 
2261.5 3173.1 1349.1 

Calculations of phase velocity and attenuation over the three depth intervals show an 

increase with increasing frequency. The velocities calculated for each of the depth 

intervals are only slightly similar. with the û.5cm to l.Ocm and 0.5cm to 1.5cm intervals 

showing most similarity, coupled with the higher degree of fit in the regression data. The 

attenuation data also shows a large span of values with again the 0.5cm to l.Ocm and 

0.5cm to 1.5cm depth intervals showing the better regression fits. 

It can be seen from the graphs that there are large fluctuations in the recorded data. 

It is likely that thc most significant errors in the experiment were in the data collection, 

since it is extremely difficult to achieve an accurate depth positioning of the probe in this 

material. In addition, since the depth intervals over which the calculations are being made 

are very small, any errors in probe positioning will be greatly magnified. Some of the 

fluctuations in  the data may be attributable to resonances of the container or the room. 
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Using the method outlined above and the theory detailed in Section 3.1 of Chapter 3, the 

tortuosity and flow resistivity of the test material has been determined. The results of 

which can be seen in Table 6-8. 

Due to the large fluctuations in the data, calculations led to the values of Im(kb) 

being larger than Re(k,,). Thus when (kr  -ki ) is calculated in Equation 3-25, a negative 

value is returned. This makes an inversion for tortuosity impossible. 

2 '2 

1 íMKS R a p )  I 
m to 1.5cm ... 6.85~10" 

I ,.,,m to l.Ocm ... 4 . 6 3 ~ 1 0 ~  
)cm to 1.5cm ... 6 . 8 6 ~ 1 0 ~  

I 

Table 6-8. 
measurements on NPCA loam. 

Calculated values of tortuositj und floiv resistivity from probe microphone 

1 )  20000000 

18000000 I '  
I '  

100 200 300 400 500 

Frequency (Hz) 

Figure 6-1 1. Calculatedflow resisrivif) of the NCPA loam. 
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The in-situ geophones were used to measure the arrivai times of five-cycle tone bursts 

emitted from the loudspeaker. These experiments have been described in Section 5.1.1.3 

of Chapter 5 .  As described in this section three sequences of experiments were undertaken 

to assess the repeatability of the techniques. 

Figure 6-12 shows the travei time versus receiver depth for the first sequence of 

experiments using a source signal of 500Hz. This plot shows the repeatability of the tests 

with calculated phase velocities of 246.3, 243.5 and 249 . lds .  The travel time versus 

receiver separation over the range of frequencies for Run I of the experiments is given in 

Figure 6-13. Linear regression was carried out upon the time of flight data with the 

resultant line of best-îit superimposed upon the data. The results of which can be seen in 

Table 6-9. The data shows that the measured wave velocity remains constant (within 

experimental error) over the frequency range. 

Frequency 
íHz) 
500 
750 
1 o00 
1250 
1500 

Phase velocity Kud (elastic) 
W S )  (pa) 

246.3&8.4 8.8ix10’+6.21x1Ob 
24 i .41 i 0.0 8.37~10’17.24~ IO6 
243357.9 8 . 6 0 ~  10’25.69~ lob 
236.5+8.4 8. I 1 x 1 07+5.96x 10’ 
2 34.5k9.3 7 . 8 3 ~  107+6.45x10b 

Since the measured wave velocity remained constant with frequency and was greater than 

the velocity measured using the probe microphone (which had been attributed as the Type 

I1 P-wave), the wave measured was attributed to be the Type I P-wave. The measured 

velocities were therefore used in conjunction with values of shear modulus calculated in 

Section 6.1.2 to calculate the bulk modulus. This was achieved using the elastic theory 

outlined in Chapter 3. 

Figure 6-14 shows the plots of vertical component amplitude against receiver depth 

for the three runs using a source signal of 500Hz. The data exhibits a reasonably high 

degree of scatter between subsequent experiments, although it can be seen that there is 

some repeatability. An attempt has been made to correct the geophone amplitudes for the 

differing sensitivities between the upper five and lower five geophones. 
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Figure 6-15, 
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As ubove, except Best-fit linear regressions ure shown jor the top 5 

221 



0 0  07 O 2  03 0 4  0 5  

Receiver Depth (m) 

Figure 6-16. 
source,frequencies. Best-fit linear regressions for  d l  geophones are shoi.vn. 

Vertical cornpoiient geopllone urnplitude versus receiver depth for  varying 

-4 I 

i -20 1 
0.0 o. i 0.2 0.3 0.4 0.5 

Receiver Depth (m) 

Figure 6-17. 
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As above, except Best-fit linear regressions ure shown for the top 5 
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The scatter in the data might be attributed to the variation in  the coupling of the geophones 

or to non-uniformity of the sand packing. 

In an attempt to overcome the differences between the geophones, Figure 6-15 

again shows the geophone amplitude for each receiver, but the linear regression has only 

been applied to the upper five geophones. The results show a marked improvement in the 

linear rcgression over the previous plot. However. i t  is noticeable from both Figure 6-14 

and Figure 6- 15 that there is an increase in geophone amplitude with increasing depth. It is 

most likely therefore that the loudspeaker source is producing some resonance in the sand 

matrix, which cannot be accounted for. 

Figure 6-16 and Figure 6-17 are similar plots to Figure 6-14 and Figure 6-15, in 

that they show the results for the range of frequencies from Run 1. Again, both plots show 

a high degree of scatter with the regressions for the upper five geophones showing a 

marked improvement over the results gained using all 10 geophones. Again, both plots 

show an increase in geophone amplitude with depth. It is therefore impossible to draw any 

conclusions from the experiments. 

No attempt has been made to calculate the bulk modulus using the limiting case 1 

outlined in Chapter 3, due to the high degrec of uncertainty in  the data. 

The previous experiments \vere repeated using the loudspeaker source with the in- 

situ microphones us receivers. Figure 6-18 shows the travel time versus receiver depth for 

the first sequence of experiments using a s o ~ I c e  signal of 500Hz. This plot shows the 

repeatability of the tests with calculated phase velocities of 196.8, 200.2 and 205.4ds. 

These values are much smaller than the phase velocities calculated using the in-situ 

geophones. 

The travel time versus receiver separation over the range of frequencies for Run 1 

of the experiments is given in Figure 6-19. Linear regression was carried out upon the 

time of flight data with the resulting line of best-fit superimposed upon the data. The 

results show a slight increase i n  phase velocity with increasing frequency, although this 

relationship may he suspect. The calculated values of phase velocity can be seen in Table 

6- I 0. 

It appears that the in-situ inicrophones are reacting to the Type-TI P-wave and as 

such the bulk modulus cannot be calculated. 
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Frequency Phase velocity Attenuation 

Table 6-10. 
transmission technique with in-situ microphone receivers. 

Meusured vtrlues of i im je  veloc.ity rind wtri'e uttenuution using the pulse 

(W 
500 
750 
1000 
1250 
1500 

Figure 6-20 shows a plot of in-situ microphone voltage amplitude against receiver depth 

for the three runs. The plot shows a high degree of repeatability between the three runs 

with measured attenuations of 57.7, 58.1 and 60.5dB/in. No correction has been made to 

attribute for the differences in sensor sensitivity. 

The results of the in-situ microphone voltage amplitude against receiver depth for 

varying source frequencies can be seen in Figure 6-21 and the resultant calculated 

attenuation for each frequency can he found in Table 6-10. This shows that there is a 

significant increase in  attenuation with increasing frequency. 

Table 6-12 and Table 6-13 give a summary of the complete set of measurement 

taken using the loudspeaker source with the geophone and in-situ microphone receivers. 

The tables show the calculated phase velocities for each frequency and calculated 

attenuation together with the upper and lower limits set by the linear regression (using a 

95% confidence limit). 

( 4 s )  (dB/m) 
198.8110.2 57.716.8 
208.217.7 70.727.8 
21 1.427.5 82.219.5 
215716.5 89.921 1.0 
217.4113.9 106.8+10.8 

The probe microphone was also used to measure the arrival times of five-cycle tone 

bursts emitted by the loudspeaker. The time interval and receiver separation, (see Figure 

6-22) arc measured with respect to a reference signal. In this case, the reference is the 

probe at Icm depth. These 

velocities are slightly larger than the velocities obtained using the MLS. 

The calculated phase velocities are given in Table 6-1 1.  

.- 
Frequency (Hz) Measured Phase Velocity ( d s )  
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- MLS Method - .. 
soo ~- 144.0 
750 ~~. - 159.4 
I O00 171.8 _. 

1250 181.9 
1500 - 190.5 

Tone Burst Method 
183.3 
192.4 
196.5 
20s. 1 
208.4 
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Figure 6-20. In-situ microphone amplitude versus receiver depth for  a source signal of 
500Hz. Best-fit linear regressions are superimposed on the dutri. 

i o  1 

3 0  ' i 
0.0 o. 1 0.2 0.3 0.4 0.5 

Receiver Depth (m) 

Figure 6-21. 
.frequencies. Best-fit linear regressions are superimposed on the dura. 

in-situ microphone amplitude versus receiver depth for varying source 
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Using the loudspeaker as a source, arrival times were measured from pulses down to much 

greater depths using the in-situ vertical component geophones and in-situ microphones. 

Figure 6-23 shows the arrival times veims receiver separation to the sensors for a 500Hz 

tone burst. The reference for the geophone and microphones is the corresponding receiver 

at 5cm depth. At shallow depths, less than 15cm, the measured phase velocity is the same 

for all sensors at around 1 9 O d s .  At deeper depths, the velocity as measured using the 

geophones increases to roughly 260nh.  

It appears from the measurements taken with the loudspeaker source that 

preferential excitation of the Type I1 P-wave occurs and that at depths up to approximately 

15cm it is the dominant wave type in the inaterial. This can be seen in the magnitude data 

taken with the probe microphone and from the results oí' the five-cycle tone burst travel 

times shown in Figure 6-23. 

After this depth there is still considerable Type I1 energy in the sand, that is being 

received by both the probe microphone and in-situ microphones (since the Type I1 wave 

travels mostly in the fluid and the niicrophone is il pressure transducer this is to he 

expected) as well as Type I energy that is being received by tlie in-situ geophones. 

This can be seen in  the differing wave velocities measured by the microphones and 

geophones. It is most likely that the wave velocity measured by the in-situ microphones is 

greater than that measured by the probe microphone because the in-situ microphone wave 

velocity is calculated over a range of 0.50m as opposed to 0.30m. 

It can also be seen that the attenuation measured by the probe microphone over the 

range 1-7cm where the Type I1 P-wave is dominant is 9SdB/m as opposed to an attenuation 

of 60dB measured using the in-situ microphones, Again, this may be due to the depth 

range over which the calculations are inade. A calculation of the attenuation from probe 

microphone measurements over the complete 30cm range shows a value of 69dB/m. This 

value show a reasonable agreement with that measured using the in-situ microphones. 

This i-esult is markedly different than that found previously (Hickey and Sabatier. 

1996). Figure 6-24 shows the published results of this work. Hickey showed that in a 

similar manner to the above results that at shallow depths, again less than 15cm, the type I1 

wave was doininant and was detected by all three receivers. However, below this depth 

the type 1 wave became the more dominant wave type and was detected by the geophone, 

as expected, but also by both microphones. 
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Table 6-12. 
Resrtlts are,for vertical component geophones and iìi-situ microphones. 

Summary o j  phuse velocities determination using u loudspeaker source. 
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, ~ . 

hone -105.5 

Tuhle 6-13. Summaiy of nttenuation cleteriizi~~ution using a loudspeaker source. Re 
are for in-situ microphones only. 

**** indicates where a positive value for attenuation was measured 

sults 
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Figure 6-23. 
500Hzfïiie-cycle tone burst. 

Response of Geophone, In-situ Microphone and Probe Microphone to a 
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Figure 6-24. Travel time versus depth nieusured by pulse transmission. A loudspeaker 
source at a frequency of 1kH: is irsed nnd /JWhe inirivphone, iiz-situ geophone and in-situ 
inici-(iphone ure used us receivrr.s (Hickey U l i d  Scihatier, 1996). 
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6.1.2 Shear Wave Measurements 

Frequency Phase velocity Attenuation Pm pm (elastic) 
(W W S )  (dB/m) (Pa) (€'a) 

- 500 70.312. I 27.8k7.4 8. I0x 10b+S.22x 10' 8 . 0 6 ~  106~.XXx105 
750 72.112.5 39.926.0 8.52~10'26.20~ IO5- 8.47x106+S.9Xx10' 

- 1000 69.512.2 43.4k8.2 7 . 9 0 ~ 1 0 ~ ~ S . 2 1 ~ 1 0 ~  7 . 8 7 ~ 1 0 ~ + 5 . 0 6 ~ 1 0 ~  
1250 68.112.1 57.614.8 7 . 5 X ~ 1 0 ~ ~ 4 . 8 4 ~ 1 0 ~  7 . 5 6 ~ 1 0 ~ ~ 4 . 7 3 ~ 1 0 ~  

Shear wave velocities were measured using the technique outlined in Section 5.1.1.3 of 

Chapter 5 .  As described in this section three sequences of experiments were undertaken in 

order to test the repeatability of the techniques. 

Each geophone in turn was used as a source and the others as receivers. Figure 

6-25 shows the travel time versus receiver separation for the first sequence of experiments. 

Here, a source signal of S00Hz is shown. The plot shows the repeatability of the 

procedure, although some scatter is seen in Run 3 of the sequence. Fewer data are 

collected at larger offsets due to attenuation of the signal. The time offset between 

frequencies is a consequence of taking measurements between the electronic trigger and 

the second peak of the tone burst. 

The travel times versus offset between many sourcdreceiver combinations over a 

range of frequencies are shown in Figure 6-26. Linear regression was carried out upon the 

time of flight of data with the resulting line superimposed on the data. A summary of the 

phase velocities for Run I is presented in Table 6-14, The shear wave velocity is 

approximately 70 m/s and shows no variation with frequency other than that due to 

experimental error. 

Figure 6-27 shows the plots of the horizontal component geophone voltage amplitude 

against receiver separation for the three runs. This shows the relative repeatability of the 

experiments. The voltage amplitude has been corrected for spherical spreading, although 

the recorded amplitude has not been corrected for the sensitivity of the geophone as source 

or receiver. The scatter in the data might be attributed to the variation in coupling of the 

geophones or to non-uniformity of the sand pack. 
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Figure 6-28 shows the results from Run 1. The plot gives the horizontal component 

geophone voltage versus receiver separation for varying source frequencies. Linear 

regression was carried out upon the amplitude data with the resulting line superimposed on 

the data. The calculated attenuation can be seen in Table 6-14. It can be seen that the 

attenuation increases with frequency. 

Table 6-14 also shows calculations of the material shear modulus using two 

approaches. The first approach is to use the Re(k1;) method as outlined in Chapter 3. The 

second approach neglects the attenuation (Im(k,,j) and inverts directly using the phase 

velocity. Both approaches produce identical results. This is because Im(kt,) is substantially 

smaller than Re(ki,). 

Figure 6-29 and Figure 6-30 show the results of the tank experiment carried out at 

NCPA on the crushed loam dcscribcd in Chapter il. 

Frequency Phase velocity Attenuation 
(Hz) W s )  (dB/m) 
500 74.117.7 8.3217.3 
750 73.0k6.5 14.3+5.?- 

1250 A 33.727.2 
- 1000 73.625.8 28.3g6.3 -~ 

Linear regression was carried out on the time of flight and amplitude data with the 

resulting line superimposed on the data. Phase velocity and attenuation determined from 

the slopes are presented in Table 6-15, The shear wave velocity is approximately 7 3 d s  

and shows no variation with fiequency other than that due to experimental error. The 

attenuation appears to increase with increasing frequency, although the scatter in the data 

may make this assumption suspect. 

Table 6-15 also shows the values of shear inodiilus calculated using the two 

methods outlined above. 

(elastic) Fm 

8 . 0 6 ~  10'24.99~ 1 Os 
8 . 4 8 ~  i O"16.04~ 10' 
7 . 8 8 ~  I 0'15. I 3x I O5 
7 . 5 7 ~ 1  O ' s . 7 9 ~  I O 5  

(pa) (Pa) 
7 . 2 9 ~  10'1 1 . 5 9 ~  10' 
7.08x10b+1 .32x10b 
7 . 1 9 ~  1 Ob? 1.1 8x 10' 
7 . 0 0 ~  10'1i.02~ 1 Ob 

233 



Figure 6-25. 
signal qf 5UUHz. Best@ lineor regressions tire superimposed oilto the dura. 
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Figure 6-26. Run 1. Trunsit time versus Iiorizontal component geophone separation for 
iarying source ,frequertcies. Best# linear regressions are superimposed onto the datu. 
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Figure 6-2 7. Horizoritcil coinpoileiit geophoiie cirriplitutlr (LIB) versus receiver separation 
,for ci source signal oJ500H1. 
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Fipi-e  6-28, Rui1 I .  Hui-izorrinl ('oiiiponerit geophorie nrnplitude versus receiver 
sepccraiioiz ,for varying source,frequeizcies. 
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Table 6-16 shows a summary of the complete se[ of shear wave experiments taken in the 

first set, as well as the results of the data taken at NCPA. The table shows the calculated 

phase velocity for each frequency. and the upper and lower limits set by the linear 

regression (using a 95% confidence limit). The table also shows the RZ value and standard 

error of the linear regression. 

Also shown in the table are the results for the shear wave attenuation, including 

similar limits and statistical data from the linear regression calculation. 
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Figure 6-29. Transit tiiize i'ersus horizoiitul component geq~lione separation for vurying 
.soiirce,fre~iueiicies. Besilflt Iiiwur regre.ssioiis are superimposed orzto ílie datu. 
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Figure 6-30, Horizontal coinponeiit geophone ciiiiplitude jor  versus receiver sepuration for  
varying source frequencies. 

237 



~ _ ~ ~ . _ _ _ _ - . _ _ _ _ . ~  
OU Indoor Tank - Shear Wave Analysis 

Phase Velocity Determination 
~~ ~~ 

T S o u E T  Receiver I UpperVs 1 Vs 1 Lower Vs I R”2 

~ 

1250 
i250 

I T  __ I Geophone 1 Geophone 
i Genphone i Geophone 

750 1 Geophone ~ Geophone 
. .. ~~~ 

Î 750 

Table 6-16. Surnmury of the Result offirst series of shear wave experiment in the OU 
Indoor Tank and data taken at NCPA. 
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6.1.3 Mechanical Shaker Measurements 

6.1.3.1 Shaker Directivity 

As described in Chapter 5. before any of the shaker measurements could be analysed the 

directivity of the shaker needed to be calculated. This would then confirm whether the 

shaker was acting like a point source and if the amplitude measurements required any 

correction for spherical spreading. 

Measurements were taken in the water tank at 3000Hz (this equates to 500Hz in the 

sand) and the results of the experiments can be seen in Figure 6-31 and Figure 6-32. 

Figure 6-31 shows the directivity pattern for the shaker at 3000Hz, whilst Figure 6-32 

shows the amplitude recorded at the hydrophone positions normal to the shaker. Also 

shown in Figure 6-32 are the predicted values of amplitude for a point source. 

Figure 6-33 and Figure 6-34 show the results of the experiment using a source 

signal of4500Hz (this equates to 750Hz in the sand). 

it can be scen from Figure 6-3 I and Figtit-e 6-33 that ihe source shows a reasonable 

approximation to a point source with the presence of spherical wave fronts clearly seen up 

to about 6-8cm. Consequently, it can be assumed that the mechanical shaker is acting as a 

point source at the frequencies used and therefore the vertical component geophone 

amplitude data should be corrected for the effect «i' spherical spreading. 

The result can be seen in more clearly i n  Figure 6-32 and Figure 6-34, which shows 

the measured amplitude normal to the shaker and the predicted values of amplitude 

assuming I/t- attenuation. Although the fit is not exact. a reasonable agreement between 

the measured and predicted values can be seen. The agreement is superior at higher 

frequencies. 
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6.1.3.2 Measurements 

The mechanical shaker was used for the measurement of the Type I P-wave. It was 

assumed that since the mechanical shaker was in direct contact with the material surface it 

would produce preferential excitement of the type I P-wave. The technique has been 

outlined in Section 5.1.1.3 of Chapter 5 .  As described in this section three sequences of 

experiments were undertaken in order to test the repeatability of the techniques. 

Figure 6-35 shows the travel time versus receiver depth for the first sequence of 

experiments. Here. a source signal of 500Hz is shown. The plot shows the repeatability of 

the procedure showing wave velocities of 249.1, 261.3 and 268.7, although some scatter is 

seen in Run 1 of the sequence. The time offset between frequencies is a consequence of 

taking measurements between the electronic trigger and the second peak of the tone burst. 

The travel times versus offset between many source/receiver combinations over a 

range of frequencies are shown in Figure 6-36. Linear regression was carried out upon the 

time of flight of data with the resulting line superimposed in the data. A summary of the 

phase velocities for Riti7 I is presented in Table 6-17. The wave velocity is approximately 

2 4 6 d s  and shows no variation with frequency other than that due to experimental error. 

Figure 6-37 shows the plots of the vertical component geophone voltage amplitude 

against receiver depth for the three runs. The data exhibits a high degree of scatter 

between subsequent experiments. The voltage amplitude has been corrected for spherical 

spreading, and an attempt has been made to correct for the differing sensitivities of the 

upper five geophones and the lower five geophones. The scatter in the data might be 

attributed to the variation in coupling of the geophones or to non-uniformity of the sand 

pack, but is most likely to be some factor due to the sensitivity. 

The scatter may also be due to the fact that the shaker needs to be moved between 

columns of receivers. thus changing the coupling to the material. It can be seen that the 

attenuation decreases with increasing frequency, although the scatter in the data makes this 

hypothesis uncertain. 

It seems likely, however, that in a similar manner to the loudspeaker source, the 

shaker is producing some resonances in the tank, which result in false wave amplitudes 

being recorded by the geophones. The tank was designed with sloping sides in the hope of 

minimising this problem. However, this didn’t seem to work. 
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Frequency Phase Attenuation Attenuation Kud Kud 
velocity (dB/m) (dB/m) (Pa) (elastic) 

Tuble 6-1 7. MeasLireil vulues of phase velocity and uttenuution using the pulse 
transmission techrique with vertical comporient g e ~ ~ ~ h ~ ï i e  receivers. Also, the values oj 
the mcitericil bulk modidus obtciined by inversion. 

Figure 6-38 shows the same three test runs. however, this time linear regression was only 

undertaken on the upper receivers. This plot shows some degree of repeatability between 

the experiments, showing that the scatter in  the data is most likely due to in-situ geophone 

sensitivity. 

Figure 6-39 shows the data from Rim I showing the results of wave attenuation 

over the frequency range of the experiment. Again. large scatter in the data makes analysis 

difficult. in a similar manner to Figure 6-38. Figure 6-40 shows the linear regression data 

for the upper geophones. This shows a decrease in attenuation with increasing frequency 

although due to the high degree of scatter in the data such a trend is suspect. 

Since it is assumed that the shaker produced primarily Type-I P-wave energy, a 

calculation for bulk modulus can be made. Table 6-17 shows the calculations of the 

material bulk modulus using two approaches. The first approach is to use the R e ( k t )  

method as outlined in Chapter 2. The second approach neglects the attenuation (lm(ki,jj 

and inverts directly using the phase velocity. 

The approach using Re(kb') produces consistently larger values of Ktrd with the 

The attenuation (im(kb)j is significant when 

However, since the 

differences larger at lower frequencies. 

compared to Re(kh) and reduced the measured value of Re(k:). 

measured attenuations are suspect, so this trend may also be suspect. 

However, all the values of Kud obtained by the two inversion schemes shown in 

Table 6-17 are within an order of magnitude. 
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As well as the vertical component geophones, ¡il-situ microphones were used to receive the 

signal from the mechanical shaker, the results from which can be seen in Table 6-18. 

Freauencv Phase velocitv Attenuation 
(Hz) " ( d s )  (dB/m) 
500 22 1.42 14.4 18.218.8 
750 216.09.5 1.3+10.0 
1000 224.9+10.2 -0.8110.6 
1250 221.lk10.9 Ok7.7 

- 1500 222.lk10.0 1.719.3 
_ _ _ _ _ _ _ ~ ~  

Tuhle 6-18. 
transmission technique with in-situ microphone receivers. 

Mensured vulues of \+we veloci@ and wave attenuation using the pulse 

Figure 6-41 shows measured travel time versus in-situ microphone depth for a source 

signal of S00Hz. Best-fit linear regressions are superimposed onto the data. The results 

show a reasonable reproducibility with calculated phase velocities of 221.4, 214.2 and 

214 .8ds .  The lowei- phase velocities measured by the microphones, makes the 

assumption that the shaker produces predominantly type-I P-wave energy suspect. 

Therefore, hulk modulus was not calculated using the in-situ microphone data. 

The travel times versiis offsei betweeii many sourcelreceiver combinations over a 

range of frequencies are shown in Figure 6-42. Linear regression was carried out upon the 

time of flight of data with the resulting line superimposed in the data. A summary of the 

phase velocities for Run I are presented in  Table 6-18. The wave velocity is 

approximately 221 m/s and shows a slight increase with frequency, although this trend may 

be due simply to experiinental error. 

Figure 6-43 shows the plots of the in-situ inici-ophone voltage amplitude against 

receiver depth for the three runs. This shows that there is little repeatability between the 

experiments. The voltage amplitude has been corrected for spherical spreading, although 

the recorded amplitude has not been corrected for the sensitivity of the microphone as a 

receiver. The probable causes of the scatter in the data have been discussed previously. 

The results of the in-situ microphone voltage amplitude against receiver depth for 

varying source frcquencies can be seen in Figure 6-44. This again shows the large amount 

of scatter in the microphone amplitude data which can also be seen the calculated values of 

attenuation shown in Table 6-18. 
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Table 6-20 and Table 6-21 show a suinmary of the complete set of experiments taken with 

the mechanical shaker. The tables show the calculated phase velocity for each frequency 

and calculated attenuation together with the upper and lower limits set by the linear 

regression (using a 95% confidence limit). The table also shows the R’ value and standard 

error of the linear regression. 

The time of flight data taken with the mechanical shaker at NCPA can be seen in 

Figure 6-45. which shows geophone data. whilst Figure 6-46 shows the microphone data. 

The data shows that the P-wave velocity measured using the geophones is 

approximately 159m/s, whilst it is approximately 1 6 7 d s  measured using the microphones. 

Both plots show there is no variation in phase velocity with frequency. 

P-Wave Velocity Determination Using Mechanical Shaker Source 

Frequency Receiver Upper Vel Vel Lower Vel ~ . . . ’ . R”2 Std Error ~~ 

~~ 500 Geophone 176.2 166.5 157.9 h.9955 . 0.065 
-~p~-pMicrophone-p 180.9 172.0 164.0 -109964 ~~ 0.056 500 

750 G e o p h o n e  169.3 158.0 148.2 109934- 0.083 
750 

I 000 

~~~ ~~~~~~~ ~~ ~~~~~~ ~ ~ 

Microphone 1 180.2 170.4 .- ~ 

Micrnphone i 172.9 166.2 

1 . 

---- ~- 1 000 Gcophonc ~ 164.3 158.0 ~~ 

i-- ~~ . .  

~~~~~p I 500 ~ p ~ ~ ~ ~ ~ - - - ~ p - - ~ ~ ~ ~ ~ ~ ~   geophone^ I 158.9 152.8- ~~~~ 147.1 I... 0.9978 ~~~ 0.050 ~ - ~ ~ l  

Figure 6-47 and Figure 6-48 show voltage amplitude versus receiver depth for the 

vertical component geophones and in-situ microphones respectively. It can be seen that 

there is a large amount of scatter in the geophone data, though the microphone data appears 

more reliable. The results from the microphone data suggest that attenuation appears to 

decrease with increasing frequency. although the scatter in the data may make this 

assumption suspect. 

A summary of the data taken at NCPA using the mechanical shaker can be seen in 

Table 6- 19. 

Tuhle 6-19. Sumnzury of mechunicul shuker experiments tukert ut NCPA 
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. . . . . . . ._ . . __- . . .. .. .. . 
Phasc \'eloiit' I)dt~riiiin;iIiun ('sing \lechanical Shaker Source 

?.- - -  . , . . . .~ ........ 

I 000 
I O00 
I 000 

I 1 I 1- 750 ~ 238.2 10.9981 I 0.0286 

Microphone 235.1 j 224.9 215.5 0.9972 0.0380 
Microphone I 227.3 i 218.7 210.7 0.9979 0.0340 
h l i c r o p h o n e T  231.7 ~ 221.4 212.1 0.9971 0.0393 

l I 

I 1 Geophone I 274.8 I 25 
I 750 1 Geoohone i 266.1 1 256.9 1 248.: 

I 
750 

l 1 1 
1250 1 Geophone 1 24X.4 1 241.8 
1250 .!L Geophoiic ~ 2 5 0 . 7 4 1 . 0  

! 1250 I Geophone j 270.1 257.2 . 

~~ 

750 
750 

235.6 0.9991 0.0200 
232. I 0.9981 0.0294 
745.4 0.9971 I 0.0343 

- 

226.4 
229.5 

~~ 

~ 1250 , Microplime ~ 232.0 221.1 ~ --r 1 ? I  1.2 ~ 

~ 1250 i Micriiphiinc i 228.3 220.0 212.3 
. ~ ~ - ~ ~ p ~ ~ ~ ~ - -  , .- 

__ - 8- - 

219.6 

0.9967 ~ 0.041X 
0.9980 I 0.0326 

750 .. i- Micniphiinc 1 231.4 1 218.9 1 

243.5 0.9955 0.0430 
1 0.9985 0.0247 

208.2 0.9974 0.0380 
210.6 0.9972 0.0386 
207.7 0.9956 0.0485 

_ _ ~  

Tuhle 6-20. Siinrincriy of' phusr velooify t le te~ri i i i i tr t ioi i  using ineclianicctl shaker source, 
Resu1t.s urcjhr  verficcil coniponrrct gropliones ccnd in-sific microphones. 
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j 1250 , Microphone ~ 20.3 ! 7.3 **** '0.1765 1 2.547 
j 1500 ' Geophiiiie ~ 

-7.0 ! **** 1 **** 0.6772 1 2.071 
~ IS00 , Geophone ~ 

-0.7 ¡ **** I **** 0.4771 1 1.845 
1500 I Geophim ~ -7.3 j **** 

~ **** 0.6748 1 2.192 
1500 ' Microphonc 11.0 i 1.7 I **** 0.0218! 1.824 

1 SOO M icroph;e----~ ~ ~ l i 0 . 6  1 -2.3 0.3097 ! 2.540 

i-- 

7 

,ET-. Microphone 10.3 r-i:sv*** 0.0278 I 1.676 

I--..-L ! i 
Wave Attenuation(dB1m) ___ Lletermin%o/ ~- Using Upper Geophones 

500.0 Geophone -17.6 ~ 9.3 0.5915 ' 1.3339 ~. 
500.0 Gcophone -33.3 ~ -16.0 1 I .3 0.7436 0.8592 

0.8088 0.6678 
+ ~ ~ - ~  ~.~~ ~ . ~ .  . _ _ _  

p~~~ ~ 

i~~~ l s O , o - ~ ~ ~ ~ ~  500.0 - Geophone -28.5 ~ -15.0 j~ ~ -1.6 
I Geophonc -21.3 1 - 1 6 . 7 1  -12.1 

Geophone -24.3 I -11.3 ~ 1.7 
Geophone -33.1 b h r F Ï - - ~  ~~ 0.7482 / -0.8479 

0.3242 I 0.7827 

1 ~ ~ ~ ~ ~ ~ ~ 7 5 ( 1 0 - ~ - + ~ ~ ~ ~ ~  ~~ ~ ~ ~ - ~ ~ L ~ - ~ L p ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  ~ 

~~~~ ~~~ ~~~ ~~ ~ ~~~ 
I 

-- . -.- ~- 
750 ~ ~ 

~~ ~ . 
I 000 Geophone 
1 000 

p - ~ ~ ~ ~ ~ ~ ~ ~ ~ - ~  

shaker 

Geophone 

I 000 Geophone 
Geophone 1250 

j 1256 ~ ~ Geoph«ne 
! 

1250 ~ Geophone 
I~ 

~~ ~- p - ~ p . ~ ~ ~ ~ ~ ~ ~ ~ .  
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-22.4 -11.1 0.7681 ' 0.5589 
-42.0 -11.4 1 19.3 0.3178 1.5224 
-25.3 j -8.0 I-- 9.3 0.4184 0.8587 
-14.2 ~ -8.6 1.0 0.8892 0.2780 1 
-30.2 ! -8.4 13.4 0.3347 1.0827 

. .. . . . ~ . . . ~  ~ 

~ 

~~ ~~~~~~~ ~~~~~~ . 

L ~ -1.~ . .. .. 

1 4~ ~ ~~ 
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Receiver Depth (cm) 

Figure 6-45, Transit time versus L~erticiil component geophone depth for varying source 
frequencies. Be,st;frt lirieiir regressioii.s cire .sirperimposed unto the dutu. 
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Figure 6-46. Transit time versus in-sitrc iiricrnplione depth j’or var).ing source jrequencies. 
Bestyfit linear regressions are superimposed onto the dutcf. 
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From the calculated phase velocities in  the loam i t  appears that both the geophones and 

microphones are excited by the type I P-wave. As such, i t  was possible to calculate the 

bulk modulus of the material using the inversion techniques described previously, 

However. again, with the attenuation data from the geophones showing large scatter, no 

attempt was made to calculate K,,,, using the Refki,') method. The results can be seen in 

Table 6-22. 

Frequency 
(Hz) 

Geophone Microphone 
Kud (elastic) Kud Kud (elastic) 

(Paì íPaì (Paì 
500Hz 
750Hz 
1000Hz 
1500Hz 

It can he seen from the data taken in the Indoor Tank at the Open University, that the 

microphones exhibit a slowei- phase velocity than that calculated from the vertical 

coinponent geophones for the same frequency. Figure 6-49 shows the travel times for both 

the geophones and in-situ microphones over the range of test frequencies. 

The difference between the two is larger than could be attributed to experimental 

error alone. This difference was not seen in  the data taken at NCPA, although here only I 

set of data was taken. This difference was also not observed in measurements taken by 

Hickey and Sabatier (1996) in a similar inaterial to that used at the OU. Their 

ineasurenients, seen in Figure 6-5 I ,  showed that since the graph shows only one slope, this 

was indicative of the presence of only one wave. They concluded from this that the 

microphone receivers were as good as geophones for the detection of the type I wave. 

2.7 1 x I O'k2.29~ LO' 3.93x10'19.52~10' 2 . 9 6 ~  10'22.0Sx10b 
2 . 3 7 ~  1 O'k3.16~ I O" 3 . 3 8 ~  10'+6.44x IOb 2.9 1 x 10'22.8 1 x 10' 
2 . 3 6 ~ 1 0 ~ ~ 1 . 1 3 ~  IO6 3 . 3 5 ~ 1 0 ' ~ 3 . 2 6 ~ 1 0 '  2 . 7 1 ~  10'21 .4Sx10b 
2 . 1 7 ~  1O7+I. 17x 10' 3.1 Ix 10'12.85~ 10' 2 . 4 S ~ I O ~ k 2 . 9 2 ~  lo6 
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Figure 6-49. Travel time versirs receiver sepuratiori tneci.srtred rising the geophone and in- 
situ microphones. Datu was taken ut Open Universify. 

F = 1500Hr 

F = 1000Hz 

F = 750Hz 

F = 500Hz 

O 10 20 30 40 50 

Receiver Separation (rn) 

Figure 6-50. Truvel time versus receiver sepurutiori measured using the geophone and in- 
situ microphones. Datci wus taken ut NCPA. 
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Figure 6-51. Truvel-the ver.su.s receiver deptli meusitred by pulse transmission. In-situ 
micrnplzones arid geophorres (ire fised (15 receivers (Hickey mid Sabntier, 1996). 
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6.1.4 Comparisons with dual wave theory 

Using the values for parameters measured in the above experiments, the Biot theory was 

used to calculate phase velocities, attenuations and ratio of solid to fluid displacement of 

different propagation modes. This was achieved using the “Porovd” computer program. 

The prediction for the fluid / solid displacement of the type I1 wave shown in Figure 6-54 

is very large supporting the assumption of a rigid frame. Comparison of the predicted 

phase velocity shows good agreement between the measured values and the theory. 

However, the predicted attenuation is much smaller than that measured. 

The predictions for the Type I P-wave and for the S-wave show that the predicted 

phase velocity shows very little dispersion and that the attenuation increases linearly with 

frequency. 
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Figure 6-53. Predictions Of'utteriuutioiz by tlie Biot t1ieor.v ,for the three types of waves in 
an air.filled sand. 

259 



7000 

... 

250 500 750 1000 1250 1500 1750 

Frequency (Hr) 

- 
- 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . .  

Figure 6-54. Mugriitude of' the flirid/tolid displciccirient crniplitude predicted bJ1 the Biot 
theoryfor the tl7r.ee ivcii'es in ai7 riir-filled swirl. 

2 

:: 
ü 

4000 . 
0 
2 3000 
I 

O 
m 
3 2000 
I .- c 
m 5 1000 

4 

~ 

~ 

~ 

8ial Type Il 
Shear Wawa 

- 

3 L  

F 2 -  

F 
m v 1  

.- :: 
0 - 0 -  

3 

- 
D 
i - 

- 

n 

O 

3 -1 
G 
o 

m c a 

- 
y: -2 

-3 

... . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . .  

............ --.- -. - .... .... 

~ 

~ 

i%] - I--.. i l+a 'ni . i  

2 3 .  

. . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . .  

--.- .... .... 

1 

0 -  

-1 

y: -2 m c a 
-3 

~4 ' 
250 500 750 1000 1250 1500 1750 

Frequency (Hr) 

............. 

~ 

~ 

- 

Figure 6-55. Phase cf die fluid/solid displacement umpliiude predicted by the Biot theory 
for the three ivuves in c m  uir-filled sand. Phase is in radians. 

260 



6.1.5 Conclusions 

Material 

Tank Sand 
NCPA Loam 

Measurements have been made of the two dilatational and one shear wave predicted by 

porous elastic theory in an unconsolidated air-filled sand and a crushed loam. 

Measurements were taken using a loudspeaker source and a mechanical shaker. It was 

hoped that the loudspeaker would provide selective excitation of the type 11 P-wave and 

this has been shown correct. 

Flow Resistivity Tortuosity 

Flow Rig Probe Jackson Cell Probe 

16545 I 726 3820023232 2.3810.02 2.020.3 
Microphone Microphone 

4 I9855i264044 61 10000 ._.__ ..... 

Probe microphone measurements were obtained using an MLS signal in the sand in 

the frequency range 100-1500Hz and using a swept sine in the loam in a frequency range 

of 100-500Hz. From these measurements, values for the tortuosity and flow resistivity of 

the materials were determined using a rigid frame limit. A comparison of the mechanically 

and acoustically derived sediment properties for each of the sediments can be seen in Table 

6-24. 

It can be seen that for the sand there is good agreement between the values derived for the 

tortuosity, but that agreement is poorer for the flow resistivity. However, it has been stated 

(Sabatier et d., 1996) that the ratio of acoustically determined flow resistivity and that 

measured using the standard flow rig is between 2.0 and 2.3 for sands. This would give an 

increased accuracy in the agreement. The modifications inade to the air-flow rig may alter 

the measured flow resistivity slightly. 

However, the results for the loam soil tested at NCPA, highlight the limitations of 

the probe microphone in very fine materials that have a high flow resistivity. The high 

attenuation of the type Il wave meant that tortuosity could not be calculated and the 

predicted value of R., of over 6xIO'MKS Rayls is over I O  times greater than the value 

mcasured using the air flow rig. 
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Investigations into the angle dependence of the measurements showed that the flow 

resistivity and tortuosity appear independent of angle of incidence. This is in agreement 

with previous work (Moore and Attenborough, 1992). 

Measurements using the in-situ receivers and the loudspeaker source again showed 

that type I1 P-wave is the dominant wave type in the both the solid structure and the pores, 

down to a depth of roughly 15cm. After which there appears a transition where the 

dominant energy in the solid structure is the type I P-wave. This is shown in the travel 

times calculated using the in-situ geophones. However, the type 11 energy is still present in 

the pores as measured using the probe microphone and in-situ microphones. 

This is a markedly different result to that published previously (Hickey and 

Sabatier, 1996) who showed that for a fine grained sand that the type I1 wave was 

dominant down to 15-20cm after which all the receivers reacted only to the type I P-wave. 

The results of the attenuation determinations showed that the microphones gave 

reasonable results, but that it appears that the loudspeaket- was producing resonances in the 

soil structure which were giving false results by the geophones. 

For the sand, a shear wave phase velocity of 7 0 d s  was measured over the 

frequency range with an increase in attenuation seen with increasing frequency. This trend 

is in agreement with that shown by the predictions. Predictions of shear modulus using 

both theoretical techniques produced similar results. Table 6-25 shows the comparison of 

the mechanically and acoustically derived values of shear modulus. The resonant column 

data (described in  Chapter 4) has been used to give a value for ,u at 0.50m, since the 

acoustically derived values are taken as an average over this depth. The results show good 

agreement between the two values. 

Indoor Tank 

Frequency Pm 
(Hz) (pa) 
500 8 . 1 0 ~ 1 0 ~ ~ 5 . 2 2 ~ 1 0 ~  
750 8 . 5 2 ~  IO6+6.20x lo5 

Resonant Column 
(at an effective 
depth of 0.50m) 

Pm 
(pa) 

1 1 . 8 5 ~ 1 0 ~  - 
1000 
1250 1 7 . 5 8 ~ 1 0 ~ ~ 4 . 8 4 ~ 1 0 '  

1 7 . 9 0 ~  iobk5.2 1 x 105 

Table 6-25. Coinparison ofmechnnicul und cicoiisticully derived vriliies of shear modulus. 
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Siinilar values of s-wave velocity were ineasurcd in the NCPA loam although the 

measured attenuation was less. Again, predictions of shear modulus using both theoretical 

techniques produced similar results. 

Using the mechanical shaker, a P-wave phase velocity of 2 5 2 d s  was measured 

using the geophone over the complete frequency range and is in agreement with the 

predictions. The data showed a decrease in attenuation with increasing frequency. 

Although the scatter in the data inade this trend suspect. This trend was not shown by the 

predictions, which show an increase in attenuation with increasing frequency 

Predictions of bulk modulus based on the “elastic” method and a limit of the dual 

wave theory produced slightly differing results. The dual wave limit does not incorporate 

the proper attenuation rnechanisins and values determined for KUii are larger. Predictions 

using the dual wave theory, together with values of K,,,, inverted by way of the “elastic” 

method, produces phase velocities similar io those ineasured 

Indoor Tank Resonant Column 
(at an effective 
depth of 0.50m) 

Table 6-26 shows the coinparison of the mechanically and acoustically derived values of 

bulk modulus. The resonant coluinn data (described in Chapter 4) has been used to give a 

value for KI,<, at 0.50in. since the acoustically derived values are taken as an average over 

this depth. The results show a reasonable agreeinent between the two values. 

From the shaker results in the sand. it appears that the shaker produces primarily 

type-I P-wave energy as expected for this type of source. This energy is clearly measured 

by the in-situ geophones. However, the microphones appear to detect the type-II P-wave 

energy. 

This pattern is opposite in the high flow resistivity loam, where the microphones 

produce similar results as the geophones. This may be a useful phenomenon since, in 
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Frequency 

500 
750 
1000 
1250 
1500 

(Hz) 
K”d Kud (elastic) Kud 

9.04~ 10’59.4 Ix lob 
8.85~10~58.  19x106 

(Pa) (pa) 
10 .4~  1 07+3. I9x lo7 
10.1 x 1O7+9.96x 10” 
9 . 7 4 ~  I O7+8.9Ox1 0‘ 8.69~ 10’+7.2 1x10’ 33.40~ 1 O6 
9.54~ 10’+6.06xIO’ 8 . 5 2 ~  10/yI.64~10’ 
9.97x10’+9.32x 10” 8.84x 10/+8.02x10~ 



general, microphones have a higher frequency response and can be built with smaller 

physical dimensions than geophones. 

From the tank measurements undertaken at both the Open University and at NCPA it 

can be concluded that: 

i )  Probe microphones can be used to give estimations of soil tortuosity and flow 

resistivity using a rigid framc limit over a wide range of sediments. Care must be taken 

in very high flow resistivity materials where high type-I1 P-wave attenuation occurs 

and in fine grained materials which may block the holes in the probe end. 

2) There is a need for speaker angle correction to be used in calculating the tortuosity with 

no correction necessary for the flow resistivity. 

3) It appears that the “elastic” method is suitable for the determination of frame shear 

modulus and undrained bulk modulus. 

4) The measurement of the wave attenuation requires improvement 

5) The use of the measured attenuation required further theoretical implementation 

6) Type-I1 P-wave has been observed to greater depths than previously published in 

sands. 

7) There is a limiting value of flow resistivity above which microphones can be used to 

detect type-I P-wave. 
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6.2 Sensor Calibration 

6.2.1 Microphone Calibration 

A n~imbei- of microphones were used during the course of the project. For the outdoors 

acoustic-to-seismic coupling experiments Brüel and K,jm Type 41 65 %” microphone 

cartridges were used. Prior to measurements being taken these were tested using the Brüel 

and Kjier Pistonphone using the method outlined in Section 5.1.2.1 of Chapter 5 .  

One of the Brüel and Kjitr microphones was then used as a reference microphone 

for the calibration of the non-standard microphones used in the indoor tank and as part of 

the probe microphone. 

Figure 6-56 shows an example calibratioii chart for one of the electret microphones 

used in the indoor tank experiments. The plot shows both the variation in output (VRa) 

and phase with frequency. The experiments in the tank were undertaken over a frequency 

range of 500Hz to 2000Hz. It can be seen fi-om the plots that both the phase and output 

amplitude are relatively flat over the frequency range. 

Figure 6-57 shows the measured calibration chart for the probe microphone used in 

both the indoor tank and for outdoors cxperiinents. The plot shows the frequency response 

of the probe microphone as the number of air holes in the nose cone as sealed. It can be 

seen that up to approximately ISOOHz the inicrophone behaves in a similar manner 

whether no holes or five holes have been blocked. 
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Figwe 6-56. E.ucimple ctrlihrutiori churi for the electret riiicrophones used in the Indoor 
Tnnk. 
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Frequency (Hz) 

Figure 6-57. Frequency response of the probe microphone us the number of air holes in 
the nose cone are seulecl. 
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6.2.2 Geophone Calibration 

All the geophones used in boili the indoor tank and outdoors acoustic-to-seismic coupling 

experiments were calibrated to gauge their hensitivity and to assess their reliable 

bandwidth. The geophones were calibrated using the techniques described in Section 

5.1.2.2 of Chapter 5. 

This calibration was especially important for the analysis of the data taken in the 

indoor tank. since two differing types of geophone were used. The five upper vertical 

component geophones consisted of Mark Products L-40A-2, 100 Hertz uncased 

geophones, whilst the lower five vertical component geophones consisted of Mark 

Products UM-2. 10 Hertz uncased geophones. 

Figure 6-58 shows an example calibration chart for one of the Mark Products L- 

40A-2, 100 Hertz uncased geophones. Ii can be seen that the output sensitivity and phase 

are relatively flat in the region of interest in the tank. Figure 6-59, shows an example 

calibration chart for one of the Mark Products UM-2, I O  Hertz uncased geophones. The 

chart shows that the geophone has a flat amplitude and phase response until IOOOHz, after 

which sharp fluctuations appear i n  the output. This, chows that the geophones may prove 

unreliable at the higher testing frequencies used in the tank. 

A similar trend is seen in the calibration chart for one of the horizontal component 

geophones, seen in Figure 6-60. 
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Figure 6-58. E.xutnple calibrution chur!jor u vertical component geophonejrorn the top of 
the Indoor Tunk. 

Figure 6-59. 
bottom of the Indoor Tunk. 

Example calibration chart for  a verticul component geophone from the 
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As part of the geophone calibration. an investigation was made into the effect of geophone- 

ground coupling. This investigation consisted of comparing the geophone output and 

phase with varying frequency when firmly clamped to a mechanical shaker to that 

ineasured when the geophone was buried in  the ground. Thc technique has been described 

in Seciion 5 .  I .2.2 of Chaptcr 5 

Figure 6-61 shows the results of the standard geophone calibration using the 

The plot shows both amplitude and phase 

Both the magnitude and phase show reasonable 

configuration described in Section 5.1.2.2. 

response of the sensor up to 1000Hz. 

linearity over the experimental bandwidth. 
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Figure 6-61, Exaniple calibration cliczrt ,for CI veriicd coniponent geophone rued in the 
outdoor experiments. 
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Figure 6-62. Geophone cnlibrutiori churi nsing the sand box 
underitrken using the same geophone us used in Figure 6-61. 
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Figure 6-62 shows the amplitude and phase response for the Sensor (30Hz) geophone 

when it had been planted in the sand and driven by the shaker. The figure shows the 

results of two experiments, the first wherc the sand was loosely poured into the box and the 

second where the sand was introduced into the box in 5cm layers, which were compacted 

before more sand was introduced. 

The results for both soil compactions show marked similarities. For the loose data 

the coupling resonance occurs at 280Hz. where there is a peak in the amplitude and a rapid 

change in the phase. At low frequencies. the amplitude is flat. At about 220Hz the 

amplitudc starts to increase gradually reaching a peak nearly 5dB larger than seen at low 

frequencies. Moreover, the phase is linear from the low frequencies all the way to the 

coupling resonant frequency. There are other tluctuations seen at higher frequencies, 

although are possibly due to the finite size of the soil box. A similar result is seen for the 

data collected using compacted sand. However, here the value of coupling resonant 

frequency is shifted to a higher frequency: 360Hz. 

A further experiment involved an investigation into how the position of the 

geophone in  the ground altered the response. Figure 6-63 shows the response of the 

geophone in the loose sand, with the geophone spike buried to the base and secondly with 

the whole geophone buried in the ground. This plot shows that there is a small decrease in 

the inagnitude of the coupling resonant frequency brought about by burial. 

From these results it was believed that resonant coupling frequency was therefore 

dependent upon soil compaction and was geophone independent. The theory was tested by 

undertaking the calibration using a Mark Products L-40-A2 geophone which has a natural 

frequency of IOOHz. Figure 6-64 shows the plot of this test. It can be seen that the 

coupling resonant frequency is almost identical for both geophones, confiiming that the 

coupling resonant frequency inagnitude does not depend on the geophone. 
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Figure 6-63. Geophone culibrution cliurt using ?lie sund box. Experiments 
undertaken using the same geophone us used in Figure 6-61. 
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Figure 6-64. Geophone CUlibrUti(Jn chart irsing the sund box-. This shows the comparison 
between geophones ojdifiering naturcil jrecjuencies. 
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6.2.3 The Use of Laser Doppler Vibrometer in Acoustic-to-Seismic Coupling 
Measurements 

The results of the initial experiment can be seen in Figure 6-65. This shows the response 

of the geophone situated at the ground surface to the acoustic source over a frequency 

range of 100Hz to 750Hz. The plot also shows the response of the LDV when focused on 

the top of the geophone. 

The plot shows that it is possible to Lise the LDV system for measurements of 

ground velocity excited by atmospheric sound sources when the LDV probe beam reflects 

from the geophone. To be more useful. i t  would be desirable for the LDV system to work 

when the laser beam is reflected froin the ground surface, rather than the reflective tape on 

the geophone top. 

Figure 6-66 shows the response of the LDV to a 300Hz tone. Here the LDV has 

been focussed directly onto the sand surface. The upper plot, which is the time domain 

signal, shows a large noise componeni that is mirrored in the frequency spectrum below. 

The poor response of the LDV is probably due to scattering of the laser beam from the 

grains. The use of the plastic cylinders, proposed to overcome this problem can be seen in 

Figure 6-67. In the upper plot, a sine wave can he clearly seen with very little noise 

content. and the subsequent fi-equcncy spectrum shown in the lower plot shows a strong 

peak at 300Hz, well above the background levels. 

The second series of experiments was undertaken to assess the effect of using the 

cylinders to enhance the LDV signal as seen in Figure 6-67. The results of this assessment 

can be seen in Figure 6-68. The figure shows the response of the geophone positioned at 

the ground surface to the atmospheric sound source. The three remaining plots are the 

response of the gcophone whilst attached to each of the cylinders that had been inserted 

into the sand. 

It can be seen froin the figure that the response of each of the three cylinders shows 

a reasonable agreement to that of the geophone without the presence of the cylinders. The 

agreement is improved at lower frequencies (less than roughly 400Hz), with greater 

variation at the high frequencies. Of the three cylinders tested in appears that Cylinder 3 

has least effect on the geophone response, since the response of the geophone only and the 

geophone coupled to Cylinder 3 shows the most agreement over the frequency range used. 
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Chapter 7 

Design and Execution of Outdoor Experiments 

7 Experiments 

A significant portion of this study involved the undertaking of outdoor measurements in 

the study of acoustic-to-seismic coupling. Experiments were undertaken at three different 

locations; all having markedly different soils (see Chapter 4 for details of the locations, as 

well as detailed sedimentological descriptions). The measurements included: 

Seismic refraction surveying 

Acoustic-to-seismic coupling ratio 

In-situ geophone calibration 

The bulk of experiments were undertaken at the Open University Acoustic Research Group 

test area and at the Hepworth Minerals and Chemicals, Stone Lane Quarry, Heath and 

Reach, Bedfordshire. Finally, a case study was undertaken at Horticultural Research 

international, Wellesboume, Warwickshire utilising the experimental procedures and data 

acquisition systems which had been tested at the two main investigation sites. 

Acoustically induced seismic surface waves 

The majority of the experiments undertaken at each of the sites were the same, 

although a number of differing set-ups were used. As such, a detailed experimental 

explanation has been given in the section describing measurements taken at Acoustic 

Research Group test area. For the remaining test areas, experimental descriptions refer to 

this section, except to describe any differing configurations used. 
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7.1 Acoustic Research Group Test Site 

7.1.1 Seismic Refraction Surveying 

The seismic refraction surveying method utilises seismic energy that returns to the surface 

after travelling through the ground along refracted ray paths. The normal technique 

involves recording the compressional (P-wave) waves travelling both directly and through 

surface layers and refracted along underlying layers of high seismic velocity. 

The objective of the shallow refraction survey is two-fold. Firstly, to obtain the P- 

wave and S-wave velocities for the differing ground layers in the ground and secondly to 

determine the thickness’ of these layers. 

7.1.1.1 Principles of Seismic Refraction Surveying 

The general assumption relating to the ray path geometries considered below is that the 

substrata are composed of a series of layers separated by plane or possibly dipping 

interfaces. Additionally, it is assumed that seismic velocities are uniform within each 

layer, that layer velocities increase with depth, and that ray paths are restricted to a vertical 

plane containing the profile line (i.e. that there is no component of cross-dip). 

A seismic wave propagating from a source at the surface will travel through a 

medium until it strikes a boundary. At a criticai angle of incidence i,, to this boundary, 

such that the angle of incidence R in the lower medium is 90’ to the normal, some of the 

initial energy will be propagated along the boundary in the lower medium. 

The refracted energy will travel in a waveform and is called the “head wave”. In 

travelling along the boundary, the head wave creates secondary sources of vibration, which 

cause waves to be refracted back into the upper medium. These waves are recorded by 

receivers set at a distance away from the source. As well as waves travelling down 

through the upper medium, a direct wave is produced which travels through the upper 

medium just below the surface. 
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Figure 7-1. The principles of seismic refraction surveying 

Not all of the initial energy will strike the boundas. at the critical angle of incidence. This 

energy may either by reflected back to the surface or be refracted through the lower layer 

and through subsequent deeper layers, until it strikes a boundary at the critical angle of 

incidence and is refracted back to the surface or is attenuated by the sub-surface material. 

7.1.1.2 Seismic sources 

The source should ideally provide a pulse of duration of no more than a few milliseconds, 

have a large amplitude and should be safe, cheap and repeatable. On land, explosives are 

still quite commonly used in refraction work involving surface ranges greater than 50- 

100m. corresponding to depths of investigation of over IOm or so. They give a good 

source pulse of high frequency and amplitude. However, for smaller surveys or those in 

built-up areas, other surface sources needed to be used. 

These can include drop-weights in which a weight of about IOkg strikes the surface 

coupling plate after falling some 3-4m. Drop weights, are often used in site investigation 

surveys for depths up to about 10m. A sledgehammer with an enthusiastic operator can 

give comparable seismic energy. 
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7.1.1.3 Seismic detectors 

The ground motion detector most commonly used in land surveys is the geophone. This is 

an electromechanical transducer commonly of the moving-coil type shown in Figure 7-2. 

In the geophone, a cylindrical coil is suspended from a spring support in the field of 

a permanent magnet that is attached to the instrument casing. The magnet has a cylindrical 

pole piece inside the coil and an annular pole piece surrounding the coil. The suspended 

coil represents an oscillatory system with a resonance frequency determined by the mass of 

the coil and the stiffness of its spring suspension. 

The geophone is fixed into the ground by the use of a spike base. With the passage 

of a seismic wave, there is a relative motion between the suspended coil and the fixed 

magnet. Movement of the coil in the magnetic field generates a voltage across the 

terminals of the coil. 

The oscillatory motion of the coil is inherently damped because the current flowing 

in the coil induces a magnetic field that interacts with the field of the magnet to oppose the 

motion of the coil. The amount of this damping can be altered by connecting a shunt 

resistor across the coil terminals to control the amount of current flowing in the coil. 

shunt 
resistor 

h 

Figure 7-2. Simplified sectional view of a typical moving-coil geophone 
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Ideally, the output waveform of the geophone closely mirrors the ground motion and this is 

arranged by careful determination of the amount of damping. Too little damping results in 

an oscillatory output at the resonant frequency, whilst overdamping leads to a reduction of 

sensitivity. 

Damping is typically arranged to be about 0.7 of the critical value at which 

oscillation would just fail to occur for an impulsive mechanical input such as a sharp tap. 

With this amount of damping the frequency, response of the geophone is effectively flat 

above the resonant frequency. The effects of differing amounts of damping on the 

frequency and phase response of a geophone are shown below in Figure 7-3. 

To ensure that the geophone models the seismic waveform accurately, the 

geophone should have a flat frequency response and minimal phase distortion within the 

frequency range of interest. Therefore, geophones should be used which have a resonant 

frequency well below the lowest frequency of interest. 

Above the resonant frequency, the output of the geophone is proportional to the 

velocity of the coil. The sensitivity of the geophone, measured in output volts per unit of 

velocity, is determined by the number of windings in the coil and the strength of the 

magnetic field. 

Moving coil geophones are sensitive only to the component of ground motion along 

the axis of the coil. Vertically travelling P-waves are therefore best detected by geophones 

with an upright coil, as illustrated in Figure 7-2. The optimal recording of seismic phases 

that involve mainly horizontal ground motions, such as horizontally polarised shear waves, 

require geophones in which the coil is mounted and constrained to move horizontdiiy. 
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Figure 7-3. Amplitude and phase responses of a geophone with u resonunt frequency of 

7Hz. for  different damping factors, h. Output phase is expressed relutii3e to input phuse 

(Telford et al., 1976). 

7.1.1.4 Calculations 

A) Horizontal Boundary 

For a simple two-layer case, where there is a horizontal boundary, the true velocity of each 

layer and the depth to the boundary, H ,  can be calculated from travel times measured 

between source and receivers in the field. Plotting travel time ( t )  against distance (x). for 

the field data, the velocities can be calculated from the corresponding direct and head wave 

gradients (see Figure 7-4). The critical angle of incidence can be calculated using an 

extension of Snell's law of optics, such that: - 
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Sin I Sin angle of incidence in medium 1 - vI 
Sin R Sin angle of incidence in medium 2 v2 

-- - -- (Eq. 7-1) 

I f  v2 > V I ,  then R > i. 

I 

Time 
Wave: Gradient = i N 2  

- - - -  
DirectWave: Gradient = iN4 

- 
k Distance + L +  

Figure 7-4. Time - distance graph for seismic refraction surveying. 

i) Velocity of the upper layer 

1 

VI 

Gradient of the direct wave = - 

1 
Gradient 

- Velocity of upper layer - 

ii) Velociîy of the lower layer 

1 

V ?  

Gradient of the head wave = - 

I 
Gradient 

Velocity of the lower layer = 

(Ey. 7-2) 

(Ey. 7-3) 

(Eq. 7-4)  

(Ey. 7-5) 
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iii) Angle of incidence 

From Snell's law 

Sin I Sin angle of incidence in medium 1 - v, 
Sin R Sin angle of incidence in medium 2 v2 

-- - -- 

For critical refraction: - I = I, 

R = 90' 

V 
Hence: - 2 = Sin I, 

y2 

(Eq. 7-6) 

(Eq. 7-7) 

(Eq. 7-8) 

iv) Depth to Boundary 

There are several methods that can be utilised to calculate the depth to the refracting 

boundary below each shot point, h (such as the Intercept Time and Break Point methods 

listed below). All the techniques make use of the time-distance graph. 

i) Intercept time method 

where: - 

ti = head wave intercept time (See Figure 7-4) 

V I  and v2 are the layer velocities 

¡i) Break Point Method 

(Eq. 7-9) 

(Eq. 7-10) 
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c2 - Cl 
M 1 - M 2  

L =  (Eq. 7-11) 

where: - 

L 

CI,MI = direct wave intercept, gradient 

C2,M2 = head wave intercept, gradient 

V I  and vz are the layer velocities 

= crossover distance (See Figure 7-4) 

B) Inclined Boundary 

For seismic refraction at an inclined boundary, the same principles apply as indicated for a 

horizontal boundary. To identify an inclined refractor it is necessary to repeat the 

experiment with the source and receiver positions reversed. The resultant combined time- 

distance graph will be asymmetrical as shown below 

Time 

Head Wave Down 

a DirectWave: Gradient = IN1 - 
Distance 

Figure 7-5. Time-distance graph for an inclined boundary 

The direction of the slope can be judged from this graph, such that the intercept of the head 

wave for the refraction data in the down slope direction will be less than that in the up 

slope direction. The apparent surface velocity down slope, determined from the 

corresponding head wave gradient, will be less than the apparent surface velocity up slope. 

The velocity in the upper layer, together with the corresponding up and down slope 
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velocities in the lower, can be determined from the time-distance graph. The angle of dip 

of the inclined boundary can also be determined. 

i) Velocity of upper medium 

1 
Grudient(d) 

- 
Vldown - 

1 
Gradient(u) 

- 
Vlup - 

¡i) Angle of critical incidence 

iii) Dip of interface 

iv) True velocity of lower medium 

VI V i  =- 
Sin I ,  

(Eq. 7-12) 

(Eq. 7-13) 

(Eq. 7-14) 

(Eq. 7-15) 

(Eq. 7-16) 

(Eq. 7-17) 



v) Depth at down slope shot point 

1, X"i 

2XCOSI, 
h =  (Eq. 7-18} 

where: - 

fjd= Down slope head wave intercept (See Figure 7-5) 

v) Depth at up slope shot point 

*i" X"1 

2XCOSI' 
h =  (Ey. 7- I 9 )  

where: - 

f,,,= Up slope head wave intercept (See Figure 7-5) 

7.1.1.5 Field Techniques 

The spacing of the detectors along a seismic refraction line is detemined by the detail in  

which one wishes to examine the refracting horizon, since a depth estimate can in principle 

be made at each geophone position. A general rule of thumb for planning a seismic survey 

is that the spread length (i.e. the length of line from shot to last geophone on line) should 

be about eight times the depth of interest. 

For a small-scale refraction survey of il construction site to locate the water table, 

or rockhead, recordings out to an offset distance of about 100m normally suffice. The 

geophones are connected via a multicore cable to a portable 12- or 24-channel seismic 

recorder. 

The seismic P-wave impulse can be generated by a vertical hammer blow on a 

metal plate. Horizontal polarised shear waves (SH) can be generated by placing a wooden 

plank on the ground and loading it (usually with a vehicle) to produce good coupling 

between the plank and the sediment. A hammer blow is made to either end of the plank 

thus producing a 180' phase reversal on the shear wave. A second method with which to 

produce this phase reversal is to reverse the polarity setting on the acquisition system. 
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This reversal is made in order to aid the identification of the S-wave. Displaying 

polarisations of the normal and reversed SH waves (Figure 7-6), then inverting the 

reversed and adding the resultant, can aid the identification of the S-wave onset. 

More information concerning the technique and interpretation of seismic refraction 

methods can be found in Griffiths and King (1988) and Kearey and Brooks (1992). 

a. i 
(a) Superimposed (b) Inven & add 

rwo directions of impulse 

Figure 7-6. The identification of shear wave arrivals by (a)  the combined display of the 

reversed impulse and (b) the addition of waveforms after inverting the reversed impulse. 

Seismic refraction surveys taken during the course of the project were all based upon 

standard techniques. Signal acquisition was accomplished using an IBM compatible PC 

containing a National Instruments E-Series AT-MIO- 16E-2 acquisition card in conjunction 

with a SC-2040 add-on board. The SC-2040 was used as a differential amplifier for the 
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geophone signals. 

program. 

The acquisition was controlled using a purpose written Labview 

The geophone sensors used were manufactured by Western Atlas, developed by 

HGS Sensors Operations. The vertical component sensors were Type SM-4ICT-B, having a 

natural frequency of 10Hz and installed in a PE-3íC land case. The horizontal component 

sensors were Type SM-6í€-B, having a natural frequency of 10Hz and installed in a HPE 

land case. In total four vertical and four horizontal geophones were available for use. A 

Mark Products L-40A-2, 100 Hertz uncased geophone was used as a trigger source. 

The source employed was a sledgehammer striking a metal plate for the excitation 

of P-wave waves, whilst S-waves were excited by striking either end of a wooden plank, 

suitably weighted to ensure adequate coupling to the ground. A different configuration for 

S-wave excitation was employed where specified. 

The acquisition program retrieves the specified amount of data from one or more 

analogue input channels when a hardware analogue trigger occurs. This is a timed 

acquisition, meaning that a hardware clock is used to control the acquisition rate for fast 

and accurate timing. It is also a buffered acquisition, meaning that the data are stored in an 

intermediate memory buffer after they are acquired from the DAQ board. The acquisition 

"front-end" can be seen in Figure 7-7. 

A small-scale seismic refraction survey was undertaken at the Acoustics Research 

Group field site at the Open University. As stated in Chapter 4, the test area consists of an 

area 3.5m x 3.0m x 2.0m of pea-gravel. Since the area has been specially prepared one of 

the objectives of the refraction survey was unnecessary, since there were no layers to be 

discerned (the material being homogeneous). Therefore, the objective of the survey was to 

determine the P-wave and S-wave velocity of the gravel. Since this was the only aim of 

the survey, the receiver separation was not an important consideration. 
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For the P-wave velocity determination, four geophones were used. A small *netal plate 

(15cm’) was placed approximately 0.50m from one edge of the gravel. A tape measure 

was then laid out to ensure accurate positioning of the geophones and the first sensor 

positioned 1.0m away from the plate. Further geophones were added at 0.50m separation. 

The trigger geophone was positioned next to the plate. 

With all connections made and ambient noise at a minimum the acquisition 

program was run and an initial hammer blow was made on the metal plate. This initial 

blow was made so that adequate gain could be set on the SC-2040 and that the input gain 

values could be set in the program. Further blows were made to ensure these parameters 

were optimaily set. 

Once the gain levels had been satisfactorily set, the number of averages to acquire 

was set to sixteen, and sixteen blows of the hammer made onto the metal plate. A few 

seconds were left between each strike of the hammer to allow acquisition and averaging of 

the data to be made. Once the acquisition was completed, the collected data was saved to 

file for subsequent analysis. 

The first part of the analysis was the picking of the first arrival times enabling the 

time-distance graph was to be plotted. Initially, a second Labview program was used (See 

Figure 7-8) to pick the arrival times. The program “first-break” reads in the scanned data 

and attempts to pick the first-arrival times automatically. This is accomplished by looking 

for changes in the standard deviation of the recorded voltage. 

The principle behind the program is that when the first arrival occurs there will be a 

sudden change in the gradient of the trace. This results in an increase in the standard 

deviation. By looking at the standard deviation over a number of sample points and the 

neighbouring same number of points, if there is a large change in the value then this point 

is taken as the time of the first arrival. An allowable error is input into the system to allow 

for noise on the trace. 
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Figure 7-8. Automatic picking offirst-break arrival times using Labview. 
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The input parameters for the program are the scanrate at which the data was collected (for 

the travel-time determination) and the allowable error on the standard deviation. The 

program initially calculates the standard deviation of the first 50 points of data - (a). This 

period is before any arrivals occur and the traces can therefore be assumed to be having flat 

amplitudes. It then takes the next 10 points - (c) and again calculates the voltage standard 

deviation. This value of standard deviation (c) is then compared against the value of the 

first 50 points - (a) plus the allowable error - (b). 

If the value is less, then the program takes the next 10 points and the process is 

repeated until it calculates a value over 10 points which is greater than the (a) + (b). The 

starting point of these 10 points is then taken as the first-break arrival time. 

Although this method works satisfactorily and usually picks the correct arrival 

time, under conditions of high background noise, it was found that the first-arrival travel 

times could be more accurately and speedily determined manually. Manual picking was 

accomplished using Mutlab. Here a “wiggle trace” was programmed. The wiggle trace is 

a standard graph type in seismic interpretation used to aid identification of seismic events. 

An example of the wiggle trace can be seen in Figure 7-9. 

The Maflub function “GWPUT” allows the manual picking of the arrival times. 

The cursor can be positioned using a mouse (or by using, the Arrow Keys on some 

systems). Data points are entered by pressing a mouse button or any key on the keyboard 

except carriage return, which terminates the input before N points are entered. The plot 

can be enhanced using the “ZOOM’ function. 

Once the first-break arrival times have been picked, they can be plotted as time- 

distance, with velocities calculated using techniques described in Section 7.1.1.4. 
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Figure 7-9. Example of “wiggle truce” plotted using Matlab. 

Shear Wave velocities were also investigated at the site. A 6’ scaffold plank was laid on 

the ground and a Land Rover driven onto it as a kentlidge. The trigger geophone was 

positioned at the end of the plank and the geophones positioned perpendicular to the plank, 

aligned with the centre. The first horizontal component geophone was placed 1.0m from 

the plank with the remaining geophones placed at 0.5m intervals. 

With background noise at a minimum and gain levels set, hammer blows were 

made to the end of the plank and the resultant averaged signals recorded. The operator 

then moved to the other end of the plank together with the trigger geophone and further 

blows made. 

Analysis of the data showed that the results were unsatisfactory for subsequent 

analysis. This may have been due to poor coupling of the plank to the ground or that the 

plank was very close to the edge of the pit. Due to this problem, the shear wave velocity of 

the gravel was determined using the shear wave measurement technique used in the indoor 

soil tank (see Section 5.1.1.3). 
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A line of four horizontal component geophones was laid out close to the centre of the pit, 

with an end geophone used as the source. Five-cycle tone bursts were used as a source 

signal, broadcast by the first geophone with travel times to the subsequent geophones 

recorded. Geophones were laid 0.10m apart. Each geophone was subsequently used as a 

source in turn. 

The procedure was repeated in a second position in the pit to test homogeneity 

7.1.2 Acoustic-to-Seismic Coupling Ratio 

The aim of acoustic-to-seismic coupling ratio measurements undertaken at the ARG test 

site was to establish and test the procedure and acquisition of data. In addition, since it 

was known that the ground was homogeneous, a series of experiments was devised to 

investigate the reliability and repeatability of the technique. Measurements were also 

taken to determine if there was any angle dependence on the received signals. 

The experimental configuration can be seen in Figure 7- 1 1. The loudspeaker used 

was a 30W Tannoy that was driven using an H&H S 150 professional power amplifier. A 

l m  brass tube, 0.017m in diameter, was attached to the driver in an attempt to approximate 

the speaker to a point source. 

Vertical particle velocities were measured using Western Atlas Type SM-4íü-B 

geophones, having a natural frequency of 10Hz and installed in a PE-3/C land case. Sound 

pressures were measured using Brüel and Kjær Type 4191 condenser microphones, using 

Type 2645 preamplifiers. 

Outputs from the sensors were amplified prior to recording, using a Brüel and Kjær 

Type 2160 measuring amplifier. The amplifier is furnished with two alternative AC 

coupled signal inputs - a direct input which accepts standard Brüel and Kjær coaxial plugs 

used for the geophones, and a preamplifier input that accepts the 7-pin plug of Brüel and 

Kjær microphone preamplifiers. Varying levels of gain can be used from -30 to +100dB 

selectable in 10 +0.05dB steps. 

The amplifier also has three filter settings, a linear 2Hz to 200kHz, 22.4Hz high 

pass and an “A” weighting network. In all the measurements the 22.4Hz high pass filter 

was used. This has a low frequency attenuation slope of 18dB/octave and was useful in 

limiting the influence of unwanted low frequency environmental disturbance. 
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The MLSSA system, described previously, was used for the source signal and for 

subsequent data acquisition. An output signal bandwidth of 3kHz was used with the 

received impulse response sampled at a scanrate at 9kHz. A schematic of the data 

recording system used in the measurements can be seen in Figure 7-10. 

1 MLSSA 

H 8 H Professional 
Power Amplifier 

Loudspeaker 3 
2160 Measuring 

I 

Geophone 

Figure 7-10. Data recording system for acoustic-to-seismic coupling measurements 

Before any measurements were taken, time was spent to avoid direct mechanical transfer 

of energy between the loudspeaker and the ground. 

Firstly, the Tannoy was laid directly on the ground. Impulses were then generated 

on the outer casing of the Tannoy and the resulting acoustic and seismic waves were 

measured. The microphone provided a time scale to permit the separation of a seismic 

wave generated mechanically at the source and an acoustically coupled wave. The Tannoy 

was then supported by two retort stands and clamped in place and the effect on the 

received signals noted. Thick elastic bands were then used to suspend the speaker from the 

retort clamps and finally both retort stands were placed on a 6cm thick piece of felt. 
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All the solutions reduced the measured signals to below the ambient seismic noise 

Subsequent measurements were taken with the Tannoy supported from elastic level. 

bands, which were connected to the retort stands. 

The geophone response to a 3kHz MLS generated by the speaker was also noted as 

the de-coupling was applied. This allowed the effectiveness of the de-coupling as a 

function of frequency to be observed. It also showed that there were no resonant 

frequencies in the isolation system that would selectively pass low frequency energy to the 

earth and geophone. 

Initial experiments were conducted using the experimental set-up seen in Figure 

7-1 1. The loudspeaker was set-up as described above, at a height of 0.15m. The geophone 

was then positioned at a range of 1.0m and pushed firmly into the gravel until it was flush 

with the surface. The microphone was then placed in a microphone holder and positioned 

0.05m directly above. 

The geophone was then connected to MLSSA, via the measuring amplifier. The 

MLSSA system allows MLS noise to be broadcast without data acquisition and this was 

completed first so that the levels on the amplifier could be modified until a reasonable 

scale-deflection was achieved. 

Range, R 

: Microphone 

$ Hmic 

Figure 7- I I .  Experinzental Set-up for acoustic-to-seistnic coupling ratio measurements 

Background levels of vibration were observed on the measuring amplifier until background 

environmental noise was seen to be a minimum. The number of averages was set and a 

reading taken. This number was usually set at 16, using the “GO Average” command. 
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The pre-averaging MLSSA routine was also used when levels of background noise were 

high. Pre-averaging of 16 MLS periods can result in a 12dB signal-to-noise ratio 

improvement. 

The difference between the GO Average command and pre-averaging is that the 

former averages the impulse response, not the raw data, after the cross-correlation 

operation and is therefore inherently slower than pre-averaging which averages the raw 

data before cross-correlation in real time. By combining pre-averaging and Go Average 

command it is possible to achieve very long averaging times with a minimum of 

computational overhead, that is, only slightly slower than real time operation. For 

example, by selecting 16 pre-average cycles and 10 Go Average you can obtain the same 

signal-to-noise ratio as doing 160 pre-averages with only a small computational time 

penalty. 

Once a geophone measurement had been taken the microphone was connected into 

the circuit and the procedure repeated. All time domain signals are saved for later analysis. 

Further measurements were taken with increasing source heights of 0.20m, 0.30m. 

0.40111, 0.50111 and 0.75111 to assess if there was any angle dependence on the recorded 

sensor responses. The source was then set back to 0.1Sm and all source heights repeated. 

Both receivers were left untouched throughout. 

Once this set of experiments had been completed, all the equipment was moved 

20cm to one-side and a set of measurements taken parallel to the original readings. 

Measurements were also taken at ranges of 1Sm 2.0m 2.Sm and 3.0m. All these 

measurements were undertaken in an attempt to assess the repeatability of the experiments 

and the reliability of the technique. 

The whole examination was then repeated as described above, however, once a 

complete set of source heights had been recorded the geophone was removed and replaced 

in the same position. This was performed to test the influence of the geophone ground 

coupling on the recorded signal and ultimately its effect on the acoustic-to-seismic 

coupling ratio spectra. 
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7.1.3 In-situ Sensor Calibration 

The vertical component geophone sensors used in the experiments underwent in-situ 

calibration to assess their useable bandwidth and to assess their sensitivity once buried. 

The earth-geophone coupling was investigated by dropping a small steel 

ballbearing onto the geophone case and recording the geophone signal. From each 

measurement, the ping frequency f,’ was obtained from the geophone response by zero 

crossing measurements (See Figure 7-12), whilst the damping coefficient ( r d )  was 

obtained from a line fit to the logarithmic plot of amplitude versus time. The influence of 

the geophone internal coil was neglected. 

The coupling resonant frequency fo was then calculated from the experimental 

values of the ping frequency (f~’) and the damping coefficient (R)  by using the following 

relationships: 

2 Y d  
i I d  =- 

WO 

and 

(Eq. 7-20) 

(Eq. 7-21) 

Rearranging gives: 

(%>=J(WO)- +Y,,? (Eq. 7-22) 

This working follows that undertaken by Hoover and O’Brien (i980), although it can be 

noted that in their paper Equation 7-22 is incorrectly given. 
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Figure 7-12. Determination of "ping" frequency from zero-crossing measiiretnents. The 

zero axis is crossed twice per period - once downwards and once upwards. The period of 

the oscillation is twice the time befiveen zero crossing. The "ping" frequency is then 

l/period. Here: Zero crossing = I.3e-3sec. Frequency = I/(I.3e-3)*2 = 385Hz 

in a modification of the "pinging" technique, an assessment of the in-situ sensitivity of the 

geophone was determined by using the laws of conservation of momentum. The initial 

height from which the ball bearing is dropped was not known. However, the output 

voltage of the geophone and the time interval At between bounces could be measured 

accurately, allowing the impact velocity Y of the ballbearing to be determined from: - 

v = g At / 2  (Eq. 7-23) 

where g = 9.8m/s2. The law of conservation of momentum for the collision between the 

bailbearing (of mass mbb and velocity vbb) and the geophone (with mass mKe" and velocity 

Ve<') is 

(Eq. 7-24) bb bb geo geo bb bb m V I  =m vz -in vz 
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where the subscripts 1 and 2 refer to before and after the impact; the geophone is initially 

at rest (vlgro=O). Rearranging gives: 

(Eq.  7-25) ~ 2 ~ ~ " = ( ~ l ~ ~ + ~ 2  66 )m b6 /mi."" 

The masses de" and mb6 were determined by weighing. These values were used to 

determine from Eq. 7-25. The sensitivity was calculated over a number of bounces to 

find an average value for the geophone sensitivity. This is an adaptation of a technique 

used by Albert (1993). 

This method for geophone sensitivity relies on the assumption that only the 

geophone is accelerated by the ballbearing. In practice, some portion of the surrounding 

, and the soil will also be accelerated, so the effective mass (meff) is m -m 

calculated geophone sensitivities should be decreased. The value of meff depends on how 

firmly the geophone is planted into the ground and on the soil properties. For these 

reasons, it is very difficult to determine an accurate value of me? 

eff- 8p<>+m'"il 

The results, therefore, give an indication of the variability between geophones and 

their coupling to the soil, and act as confirmation that the amplitude measurements are 

within the accuracy of the "pinging". 

Geophone "pinging" measurements in the field were undertaken to quantify the 

coupling resonant frequency and the sensitivity of the geophones used in the acoustic-to- 

seismic coupling ratio measurements. A ballbearing was dropped through a steel pipe, 

15cm long, held vertically above the geophone and allowed to bounce a number of times. 

A schematic of the experiment can be seen in Figure 7-13. 

Signal acquisition is accomplished using an IBM compatible PC containing a 

National Instruments E-Series AT-MIO-16E-2 acquisition board in conjunction with a SC- 

2040 add-on board. The SC-2040 is used here as a differential amplifier for the geophone 

signal. The ballbearing was placed into the tube and held in-piace by the magnetic field 

produced by powering the solenoid. It was important when setting up the tube that it was 

held vertical so that the subsequent bounces of the ballbearing didn't hit the side of the 

tube, which would give a false indication of the recorded amplitudes. When the current to 

the solenoid was turned off the ballbearing fell and the current drop triggered the 

acquisition. The geophone signal was displayed and recorded using purpose-built Labview 

software. 

A Briiel and Kjzr pistonphone was used for microphone calibration 
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Figure 7-13. Exper.inrenral Sei-up for geophone “Ping” res& 

7.1.4 Probe Microphone 

Probe microphone measurements were taken at the test site. Experiments were undertaken 

in a similar manner to that used in the indoor soil tank. 

The source-signal (MLS), data acquisition and post processing were accomplished 

using the MLSSA system. Two receivers were used, the probe microphone and a reference 

microphone. This reference was a Brüel and Kjær Type 4191 condenser microphone, 

using a Type 2645 preamplifier. 

The MLS produced was amplified using an H&H S150 professional power 

amplifier and broadcast from a loudspeaker. The outputs from the receivers were 

amplified using a Brüel and Kjzr  Type 2160 Measuring amplifier before being sampled 

back into the MLSSA system. The probe was also amplified using a purpose built battery 

power supply/preamplifier. A bandwidth of 3kHz was used with the signals being sampled 

at 9kHz by MLSSA. 
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Figure 7-14. Probe microphone set-up 

Soil Surface 

Firstly, the probe microphone support was placed on the gravel. This consisted of 

a retort stand and a Briiel and Kjzr microphone holder. A reference measurement was 

taken with the probe and reference microphone collocated at the surface. Data was taken 

at a range of 2.0m from the loudspeaker. 

The probe microphone was then placed in the microphone holder and gently 

inserted into the ground until its was buried to lcm. The reference microphone is left 

untouched. Measurements were then taken with the probe down to 0.14m in 0.01m steps. 

All time domain signals were saved for subsequent analysis. 

Burial of the probe and accurate depth determination of the probe was hampered by 

the coarse nature of the gravel. It was found extremely difficult to hand push the probe 

further than 0.14m into the gravel. The gravel proved too unstable to allow a hole to be 

pre-drilled with a soil auger. 



7.1.5 Meteorological Data 

During the acoustic-to-seismic coupling measurements, temperature and wind speed data 

was collected using a Dantec 54N-60 Flowmaster precision anemometer. These values 

were used to confirm similar meteorological conditions during subsequent measurements. 

The instrument calibration was referred to air at IOlkPa, 20'C and 20% relative 

humidity (rH). If maximum accuracy is needed or if the measuring conditions deviate 

considerably from those during calibration, the actual values for pressure and humidity can 

be entered into the instrument. However, this level of accuracy was not required and no 

further calibration was carried out. 

The transducer was mounted on a retort stand approximately 0.75m above the 

ground surface close to the gravel pit. The wind-direction is determined and the transducer 

oriented perpendicular to the flow and with the marks on the shank pointing towards the 

flow. 

7.2 Stone Lane Quarry, Heath and Reach 

Measurements were undertaken at the Hepworth Minerals and Chemicals (HMC), Stone 

Lane Quarry, Heath and Reach, Bedfordshire. A description of the site and the in-situ 

material can be found in Chapter 4. Briefly, the site consists of a large depth of sand. The 

test area was an area of 20m2 of sand that was not used for extraction and so remained 

undisturbed during the period of investigation. 

7.2.1 Seismic Refraction Surveying 

A seismic refraction survey was carried out at the site to deduce the P-wave and S-wave 

velocity, and to determine whether there were any layers in the sand. 

The P-wave survey was carried out in a similar manner to that described in Section 

7.1.1.6. However, for this investigation the first sensor was positioned 4.0m away from the 
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plate. The three remaining geophones were added at 1.00m intervals. Sixteen averages 

were taken. Once the acquisition had been completed, geophones were moved to a 

distance of 7.0m, KOm, 9.0m and 10.0m, to increase the spread length and therefore the 

depth of investigation. 

On completion, the process was repeated with the shot point moved to the other end 

of the survey line for reverse shooting. 

The S-wave survey was carried out using the standard procedure. An 8” scaffold 

plank was laid on the ground and a Land Rover driven onto it as a kentlidge. The trigger 

geophone was positioned at the end of the plank and the geophones positioned 

perpendicular to the plank, aligned with the centre. The first horizontal component 

geophone was placed 4.0m from the plank with the remaining geophones placed at 1.0m 

intervals. 

With background noise at a minimum and gain levels set, hammer blows were 

made to the end of the plank and the resultant averaged signals recorded. The operator 

then moved to the other end of the plank together with the trigger geophone and further 

blows made. Once this process had been completed, further measurements were taken 

with the geophones at 7.0m, 8.0m, 9.0m and 10.0m from the plank. All signals were saved 

for subsequent analysis as outlined in Section 7.1.1.5. 

7.2.2 Acoustic-to-Seismic Coupling Ratio 

A similar set of acoustic-to-seismic coupling experiments to those undertaken at the ARG 

test site were carried out here. For the majority of the experiments, the same apparatus was 

used. A schematic of the test apparatus is shown in Figure 7-10, whilst the experimental 

set-up can be seen in Figure 7-1 1. 

Initial experiments taken at the quarry produced some anomalous results on the 

geophone response. Figure 7-15 shows an example of a geophone response that includes 

the spurious signal content. Further investigations showed that the anomaly only appeared 

on the geophone response and was not seen in the microphone data. 
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Figure 7-15. Geophone Response that includes spurious signal component ut Oms. 

No mains power supply was available at the Stone Lane, the equipment was powered by a 

portable power supply. It was also seen that this anomaly only appeared on records taken 

using the portable power supply. 

Several weeks of investigations showed that the problem related to electrostatic 

interference with stray electric fields. By surrounding the geophone with a conducting 

lining the interference seen on the geophone response was reduced to almost zero. To 

accomplish the shielding, the positive pin of the geophone was potted with silicon rubber 

to sed  it, and then the geophone was sprayed with nickel screening compound. This is an 

electro-conductive coating based on nickel and designed for EMVRFI shielding. 

By surrounding the geophone with a conducting lining, the external electric field 

redistributes the free electrons in the conductor, leaving a net positive charge on the outer 

surface in some regions and a net negative charge in other (See Figure 7-16). This charge 

distribution causes an additional electric field such that the total field at every point inside 

the geophone is zero, in accordance with Gauss’s law. Such a set-up is often called a 

Faraday cage. 

308 



Figure 7-16, A geophone (with electrostatic shielding) in a uniform electric field. The 

field pushes electrons toward the left, leaving a net negative charge on the left side cind a 

positive charge on the right side. The total electric,field ut every point inside the geophone 

is zero. 

In addition to the conductive lining modification, the twin-core geophone cable was 

replaced by co-axial cable. 

Once the problems with the geophones had been resolved, measurements followed 

those taken at the ARG. The Tannoy was set at height of 0.15m. whilst a yertical 

component geophone was placed at a range of 1 .Om. The microphone was then positioned 

at a height of 0.05m directly above the geophone. Measurements were taken at further 

source heights of 0.30m, 0.40m, 0.50m and 0.7.5m. After data had been collected at all the 

source heights, the geophone was removed and replaced in the same position. 

Determinations of the coupling were then repeated for all source heights. On completion 

of this data collection, the experimental set-up was moved to an area 20cm parallel to the 

original position and all the measurements repeated. 

Due to the increased area available at the quarry, longer-range measurements were 

possible. However, the Tannoy source was not suitable for these measurements due to its 

lack of power output. For long-range experiments, a purpose built loudspeaker was 

designed (dubbed “OU-1”). It was designed to have a strong output at low frequencies to 

match the measurement requirements, i.e. in the 100Hz to S00Hz range. It was based 

around a 12” Precision driver. 
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Loudspeaker design is a balance of compromises involving enclosure size, low 

frequency cut-off, and transient response. The speaker enclosure was designed using 

“Perfect Box” CAD program. This is a shareware program written by Warren A Merkel, 

which allows the modelling of loudspeaker enclosures on a PC. The program only 

considers low frequency drivers in multi-way systems (or the only driver in a full-range 

system). The numerical model used is based around the use of the TheildSmall (or T/S) 

parameters. 

Again, before any measurements were taken, time was spent to avoid direct 

mechanical transfer of energy between the loudspeaker “OU-1’’ and the ground. Firstly, 

the loudspeaker was laid directly on the ground. Impulses were then generated on the 

outer casing of the speaker enclosure and the resulting acoustic and seismic waves were 

measured. The microphone provided a time scale to permit the separation of a seismic 

wave generated mechanically at the source and an acoustically coupled wave. 

The speaker was then placed on an articulated loudspeaker stand that reduced the 

measured signals to below the ambient seismic noise level, without the need for further 

improvements. The stand is adjustable to allow differing source heights to be used. The 

geophone response to an MLS generated by the speaker was also noted as the de-coupling 

was applied. This allowed the effectiveness of the de-coupling as a function of frequency 

to be observed. It also showed that there were no resonant frequencies in the isolation 

system that would selectively pass low frequency energy to the earth and geophone. 

The loudspeaker was then set-up at a height of 0.75111 and a vertical component 

geophone placed at a range of 3.0m. The microphone was placed directly above the 

geophone at a height of 0.05m. At this time, data was also taken using a horizontal 

component geophone. The horizontal component sensors used were Western Atlas Type 

SM-6/H-B, having a natural frequency of IOHz and installed in a HPE land case. 

Further measurements were taken with both vertical and horizontal component 

geophones using a source height of 1.5m before the apparatus was moved approximately 

20cm parallel to the original test area and the experiments repeated. Data was also taken 

using a range of 6.0m and 9.0m. 

As part of the suite of experiments to assess the influence of the effect of geophone 

ground coupling on the received sensor response, a number of readings were taken using 

the vertical component geophone inserted into the ground in various attitudes. These can 

be seen in Figure 7-17. 
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Figure 7-1 7. Variation in geophone position. 

7.2.3 In-situ Sensor Calibration 

The vertical component geophones underwent in-situ calibration as described in Section 

7.1.3. A method was also devised for assessing the in-situ bandwidth of the horizontal 

component geophones used (a schematic can be seen in Figure 7-13) based upon the 

method used for the vertical component geophones. 

The experiments consisted of a small metal tripod, to which a small weight was 

attached via a piece of string. A solenoid was also attached to the tripod. With current 

applied to the solenoid, the weight was held in place. When the current to the solenoid was 

switched off, the weight was released. The current drop also acted as the trigger for the 

acquisition. 

A Brüel and Kjzr pistonphone was used for microphone calibration. 

7.2.4 Probe Microphone 

Probe microphone measurements were taken at Stone Lane. Experiments were undertaken 

in a similar manner to that used in the indoor soil tank (See Chapter 5). The equipment 

used was the same as that used at the ARG test site, as described in Section 7.1.4 and set- 

up as shown in Figure 7-14. 

Measurements were taken with the probe down to 0.16111 in 0.01m steps with all 

time domain signals saved for subsequent analysis. The fine nature of the sand proved to 

be a difficulty, as it tended to block the air holes in the nose of the probe. The sand proved 

too unstable to allow a hole to be pre-drilled with a soil auger. 
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7.2.5 Meteorological Data 

Meteorological data was again taken concurrently with the acoustic-to-seismic coupling 

ratio measurements. These were taken as described in Section 7.1.5. 

7.3 Horticultural Research International, Wellesbourne 

Measurements were undertaken at Horticultural Research International, Wellesbourne, 

Warwickshire. A description of the site and the in-situ material can be found in Chapter 4. 

Briefly, the site consists of a specially prepared experimental plot that was being used by 

HRI as part of a seed emergence monitoring experiment. The site consisted of an artificial 

seedbed 6m wide by 26m length with three different soil types in 2-m wide bands. 

7.3.1 Seismic Refraction Surveying 

Small-scale refraction surveys were undertaken on all three soil-beds at the HRI test site. 

The P-wave survey was undertaken using the standard procedures as outlined in Section 

7.1.1.6. Three vertical component geophones were used throughout, with a fourth used as 

the trigger signal. The first receiver was placed at 1.5m with the remaining geophones 

placed at 0.5m offsets. Measurements were repeated with geophones positioned at 0.5m 

intervals up to an offset of 5.5m. The process was then repeated by reversing the scanline 

for reverse-shooting. 

Due to the limited width of the three soil-beds, it proved impossible to use the 

scaffold plank previously used for the shear wave survey. The use of a shorter plank was 

precluded due to a lack of suitable kentlidge. Therefore, to evaluate the S-wave velocity of 

the soils, measurements were taken based upon the technique used in the indoor soil tank 

(see Section 4. I .  1.3). A line of four horizontal component geophones was laid out close to 

the centre of the each soil-bed, with an end geophone used as the source. Five-cycle tone 
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bursts were used as a source signal, broadcast by the first geophone with travel times to the 

subsequent geophones recorded. Geophones were laid O. 10m apart. Each geophone was 

subsequently used as a source in turn. 

The procedure was repeated in a second position in the soil to test homogeneity. 

7.3.2 Acoustic-to-Seismic Coupling Ratio 

Identical acoustic-to-seismic coupling ratio measurements were carried out on all three 

soil-beds using the procedures outlined in Section 7.1.2. Short-range measurements were 

taken at a range of 1.0m and 2.0m with the Tannoy speaker, using source heights of 0.15111, 

0.30m and 0.45111. Data was taken using both vertical and horizontal component 

geophones, with a microphone set at a height of 0.05m 

Longer-range measurements were taken using the “OU-I” loudspeaker at 2.0m and 

The source was set at a height of 0.45111 and 0.68111, using the same sensor 3.0m. 

configuration. 

7.3.3 In-situ Sensor Calibration 

In-situ calibration of both the vertical and horizontal component geophone sensors used in 

the acoustic-to-seismic coupling measurements was undertaken using the methods outlined 

in Section 7.1.3 and 7.2.3, using the set-up shown in Figure 7-13. 

A Briiel and Kjzr pistonphone was used for microphone calibration 

7.3.4 Probe Microphone 

Probe microphone measurements were undertaken on the three soil-beds using a similar 

experimental configuration to that described in Section 7.1.4. The “OU-I” loudspeaker 

was set-up at a height of 0.68111 whilst the probe microphone was placed at a range of 

2.0m. Since the in-situ materials were consolidated and friable, a special preparation 
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procedure was used to ensure that an acoustic seal existed around the perimeter of the 

probe microphones entry into the soil. 

A cylindrical soil auger of the same diameter as the probe was then slowly inserted 

into the ground. The depth of penetration was regularly checked by carefully removing the 

auger and inserting the probe into the pre-drilled hole. Once the correct depth had been 

achieved, the probe was inserted into the ground. To ensure the acoustic seal, the soil 

which had been removed by the auger was crushed and placed around the probe. 

7.3.5 Meteorological Data 

Although HRI had a permanent weather station at the site recor ig wind spee direction 

and waterfail levels, separate meteorological data was taken throughout the test period. 

Data was collected using a Gill instruments R3 omnidirectional sonic anemometer. 

The anemometer uses time-of-flight measurements between three transducers to evaluate 

windspeed, wind direction and either speed of sound or sonic temperature. Sonic 

temperature closely approximates the virtual temperature of the air, although for true 

temperature values the humidity of the air must be known. The humidity of the air was not 

known during the experiments and therefore only virtual temperatures were recorded. 

The basic time-of-flight operating principle is physically fundamental and provides 

vector measurements of air velocity dependent mainly on the dimensions and geometry of 

the transducer array. A pair of transducers act alternatively as transmitters and receivers, 

sending pulses of high frequency ultrasound between themselves. The times of flight in 

each direction, t, and ti ,  are measured. If CO is the speed of sound, L is the distance 

between transducers and there is an air flow v along the line of the transducers, the 

following relationships are readily derived. 

il = L/(co + v) (Eq. 7-26) 

i2 = L/(co-v)  (Eq. 7-27) 

By inverting and subtracting, v is solved explicitly: 

v = 0 . 5 ~  ( I  / t 1 -  I /ti) (Eq. 7-28) 
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This wind vector derivation is not affected by CO or any other parameters such as 

temperature or contaminant content. Conversely, CO is obtained by inverting and adding 

CO = 0.5L (1 / t ,  + 1 / t 2 )  (Eq. 7-29) 

v represents the vector component of air flow resolved along the line of the pair of 

transducers. By arranging three pairs of transducers in different orientations, the direction 

and magnitude of the incident airflow may be unambiguously derived. The transducer 

pairs do not have to conform to Cartesian axes. For optimum undisturbed airflow a non- 

orthogonal arrangement is employed. 

The use of the three transducers in the derivation of the sonic temperature has the 

following advantages. 

1)  Noise reduction due to averaging over three axes 

2 )  Reduction of errors caused by wind shadowing on a single measurement axis in 

specific wind directions. 

3) Cancellation of measurement errors caused by the anemometer head bending. 

However stiff the head assembly is made, some bending is inevitable in strong 

winds. 

4) Improved correlation between the velocity and temperature measurements, 

since both arc derived from the same set of six transit times. 

5 )  Simpler implementation, because crosswind correction can be carried out 

without complicated vector algebra or trigonometric functions. 

A correction is applied to the anemometer output to calibrate out the effect of the 

transducers and head framework. The anemometer then gives the UVW orthogonal 

components of the wind direction and the sonic temperature, sampled at a rate of 100Hz. 

From the four outputs, the speed of sound in air can he calculated from the value of 

sonic temperature from: - 

Ts, = CO' /403 (Eq. 7-30) 

whilst windspeed and direction are calculated from the values of UVW. The values of 

U W  and T can also allow a number of other meteorological parameters to be calculated 

including longitudinal, transversal and vertical turbulence intensities; friction velocity and 

drag coefficient. 
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A full description of the principles of sonic thermometry can be found in Kaimal 

and Gaynor (1991). 

The four analogue outputs, U W a n d  T,  were recorded using a Sony DAT recorder. 

This has eight differential input/outputs, each of which has a software selectable gain 

setting. The DAT has an overall bandwidth of 44kHz, which is divided over the eight 

channels. The anemometer was set-up at the start of the experiments and as each 

measurement was taken a digital marker was placed on the DAT tape. This marker was 

used in the subsequent analysis to differentiate between the measurements. 

The meteorological data was analysed using a purpose written Labview program to 

calculate the wind speed, direction, temperature and turbulence parameters (See Figure 

7- 18) from recorded values of UVW and T. 

7.3.6 Acoustically induced Surface Waves 

Shear wave velocity is an important soil property for the evaluation of dynamic behaviour 

of soils as well as static deformation of the ground. Most of the field tests currently 

conducted for determining v,-profiles require boreholes, which are by their very nature 

invasive. 

According to elastic theory there is a direct link between shear wave velocity and 

Rayleigh wave velocity. The determination of v,-profiles from Rayleigh wave methods is 

promising and attractive, since the field measurements can be performed just by placing 

sensors on the ground surface. To determine v,-profiles, the Rayleigh wave method 

requires both measurement of the relationship between phase velocity and wavelength, 

called the dispersion curve, and the inverse analysis of the measured curve. 

An experimental investigation was made into the measurement of acoustically induced 

seismic surface waves. The basic procedures adopted in Rayleigh wave investigations 

involve: 

a) the generation of predominantly vertical ground motions using a point source of 

energy, as either a transient impulse or a continuous wave 

b) measurement of ground surface motions using geophones placed in a line with is co- 

linear with the source 
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Figure 7-18. Analysis of meteorological data taken using the anemometer 
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c) the recording of ground surface motions with an oscilloscope, spectrum analyser or 

seismogram 

d) use of spectral analysis of the data to produce a dispersion curve, showing the variation 

of Rayleigh wave velocity with wavelength 

In seismic investigations, there are two forms of surface wave source in use: impact 

sources, such as a hammer or drop weight, which produce a transient impulse, and 

vibrators that produce continuous waves. The choice of source affects the details of the 

way in which the field data are acquired and subsequent data processing. impact sources 

have been frequently used in North America (Stokoe and Nazauan, 1985; Addo and 

Robertson, 1992) with the data being processed using the Spectral Analysis of Surface 

Waves (SASW) method. Vibrator sources have been widely adopted in the UK (Abbiss, 

1981; Matthews, 1993; Butcher and Tam, 1994) and Japan (Tokimatsu et al., 1991) with 

the Continuous Surface Wave (CSW) method. 

Of the two approaches to surface wave testing, SASW appears to be more attractive 

due to the simplicity and cheapness of the sources. However, the restricted lack of control 

over the frequencies generated by impulse-type sources imposes a serious limitation on the 

SASW method. The use of a source capable of producing mono-frequencies, such as a 

loudspeaker, overcomes this problem. Also, since the loudspeaker can produce pure tones, 

unwanted noise is easily filtered from the data. For this reason, experiments on 

acoustically induced seismic surface waves were undertaken using the continuous surface 

wave method. The system consisted of a loudspeaker source, two pairs of geophones 

sensors, an amplifier and an acquisition board. Figure 7-19 shows a schematic diagram of 

the test system. 

A TTI TGA1230 arbitrary wave generator was used to supply the input signal that 

was amplified using an H&H SI50 professional power amplifier before being broadcast by 

OU-1 loudspeaker. A series of pure tones with frequencies of 100Hz to 5WHz, in 10Hz 

steps, were used as the output signal. Signal acquisition was accomplished using an iBM 

compatible PC containing a National Instruments E-Series AT-MIO- 16E-2 acquisition 

card in conjunction with a SC-2040 add-on board. The SC-2040 was used for both 

amplification of the geophone signals and to preserve interchannel phase relationships. 

This is especially important for the subsequent spectral analysis. The acquisition and field 

analysis was undertaken using a purpose written Labview program (Figure 7-21) based 

upon previous work (Tokimatsu et al., 1991). 
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Figure 7-19. Schematic diagram of the test system. 

Both vertical and horizontal component geophones were used as ground motion sensors. 

The geophone sensors used were manufactured by Western Atlas, developed by HGS 

Sensors Operations. The vertical component sensors were Type SM-WU-B, having a 

natural frequency of 10Hz and installed in a PE-3/C land case. The horizontal component 

sensors were Type SM-ó/H-B, having a natural frequency of IOHz and installed in a HPE 

land case. 

As shown in Figure 7-19 a point was selected on the ground surface under which 

the Rayleigh wave profile is to be made. The loudspeaker was positioned at a horizontal 

distance L from the point. The two pairs of sensors (#i and #2) were then positioned in 

line with the loudspeaker and the point and symmetrically about the centre line at a 

distance D. 

The spacing of the geophones is important consideration in the experiment. The 

distances D, between the pairs of sensors, and L, between source and mid-point of the 
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sensors are essential factors in the survey design. Heisey e l  al. (1982) suggested due to 

limitations of recording equipment and the attenuative properties of the ground, D should 

be h/3<D>2h where h is the wavelength of the surface wave under consideration. Based 

on a more comprehensive study of Rayleigh wave propagation and particle orbits 

(Tokimatsu et al., 1991) recommended the following empirical rules 

iv4 C L  (Eq. 7-31) 

And 

? J 1 6 I D < A  (Eq. 7-32) 

Based on these recommendations L was set at 2.0m and D at 30cm. 

It has been shown that the particle orbit of Rayleigh waves in any place in the 

ground is elliptical in the vertical plane containing the direction of propagation, as shown 

in Figure 7-20. In an ideal case, the horizontal particle motion is either behind or ahead the 

vertical motion by 90' in phase. This means that the orbit is either prograde or retrograde 

elliptical and that the major and minor axes of the ellipse correspond to the vertical and 

horizontal axes. 

The characteristics of particle orbits may vary depending upon the mode and 

wavelength of Rayleigh wave as well as the soil profile underground. Thus, such 

information can be used to identify which mode of Rayleigh wave is predominant and 

whether or not the measured motions are Rayleigh waves. This is the reason that the radial 

motions are measured in conjunction with the vertical motions. 

I."" Prograde 
Retrograde 

Figure 7-20. Particle orbits of the Rayleigh wave. 
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The waveform generator was used to output a pure tone of frequency, Ji, which was 

amplified and broadcast by the loudspeaker. The analogue motions measured with the 

sensors were amplified and digitised by the AT-MIO-16E-2 acquisition card. The digitised 

motions in the time domain are defined as z ~ ( l ) ,  zzir), xl(r) and a>(r) in which z and x 

indicate vertical and horizontal motions, and the subscripts 1 and 2 correspond to the 

sensor number. The AD conversion and the following spectrum analysis was made for 

2048 digitised points at equal time intervals. 

The recorded signals were first transformed from the time domain to the frequency 

The cross power domain S,,(f), S&), S,&) and S,llf), by Fast Fourier Transform. 

spectrum between the two vertical motions is given by 

where * indicates the complex conjugate. The phase lag of the motions between the two 

observed points, I$¡, at frequencyi, was determined from: - 

where K is the real part of G and Q is the imaginary part of G. Where the amplitude of the 

vertical motions is significantly less than the horizontal motions, the computation of phase 

lag may be made using horizontal motions. The time lag of motions between two observed 

points, At, is then given by: - 

The phase velocity, c,, can then be calculated from: 

c, = D / A t  (Ey. 7-36) 

By noting c =fL, the corresponding wavelength, 1. is readily determined. 

The particle orbit at each observed point can be obtained by plotting its horizontal 

and vertical motions on a x-z plane. The amplitude ratio between horizontal and vertical 

motions, cdw, (See Figure 7-20) may be given by 

(Ey. 7-37) 
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where n indicates sensor number. Positive values of u/w indicate that the particle orbit is 

prograde, while negative values correspond to retrograde. Large absolute values mean the 

horizontal motions prevail, while small absolute values indicate dominance of vertical 

motions. 

The particle velocity, the particle orbits and amplitude ratios were calculated and 

displayed by the program (Figure 7-21). These values together with the raw recorded 

motions are saved for later analysis. 

Time constraints at the test area meant that surface wave measurements were only 

made on Soil A. 
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Figure 7-21. Signal acquisition and field processing for acoustically induced sufuce 

waves. 
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Chapter 8 

Results and Analysis of Outdoor Experiments 

8 Outdoor Experiments 

8.1 Acoustic Research Group Test Site 

8.1.1 Seismic Refraction Survey 

The majority of seismic refraction surveys are undertaken to determine ground layering 

and the seismic wave velocities of the layers. Since the test site had been purposely built, 

i t  was assumed that there would not be any multiple layers present; i.e. there was only 1 

continuous layer of gravel. Therefore, the inain purpose of the investigation was the 

determination of the seismic P- and S-wave velocities. 

A P-wave survey was carried out at the site using the standard seismic refraction 

technique outlined in Chapter 7 and the subsequent seismogram can be found in Appendix 

D. From the seismogram, first arrival picking was carried out to produce the travel time- 

distance plot seen in Figure 8-1. The plot shows that all the points lie upon a single line 

confirming the lack of layering at the site. The P-wave velocity was then calculated from 

the gradient of the line and is given in Table 8-1. 

Table 8- 

survey. 

Layer 1 
VIi 314 d s  
VS 110 m/s 
( V d V J  0.35 

Layer 1 
314 d s  
110 m/s 

0.35 

Layer properties at the ARG Test Site determined from ? seismic refraction 

A shear wave survey was also carried out at the site, again using the standard technique 

outlined in Chapter 7. 
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Figure 8-1. Trclvel Time versus verticul component geophone position. 
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Figure 8-2. Travel Time versus horizontal component geophone position. 
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Due to poor coupling of the source to the gravel, the resultant seismogram from the S-wave 

survey showed that considerable P-wave energy had been produced. It therefore proved 

extremely difficult to ascertain the onset of the shear wave. Therefore, the shear wave 

velocity in the gravel was determined by the technique used in the Indoor Tank. 

A line of four horizontal component geophones was laid out close to the centre of 

the pit. An end geophone was then driven using a 500Hz five-cycìe tone burst with the 

travel time to each further geophone noted. The experiment was repeated and the 

subsequent traveltime-distance plot can be seen in Figui-e 8-2 with the calculated mean 

shear wave velocity given in Table 8-1. 

Table 8-1 also gives the sheadcompressional wave velocity ratio for the gravel. 

The calculated value of 0.35 can be compared with Figure 8-3. This shows the numerical 

relationship between the shear/compressional wave velocity ratio and one of the Lam6 

constants, the Poisson's Ratio. Relevant values for typical materials have been 

superimposed on the plot. 

Poisson's Ratio 

Figure 8-3. 

materials given have been taken from Hoover and O'Brien (1980). 

Shear-compressional velocity ratio versus Poisson's Ratio (values for  the 
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The resultant Poisson’s ratio for the gravel of 0.35 appears close to the value of tight sand 

and is a slightly higher than would be expected for a loose sand, although the value is not 

unreasonable for a material such as this. 

8.1.2 Acoustic-to-Seismic Coupling 

Measurements of acoustic-to-seismic coupling ratio were made at the site. Initial 

investigations were made to show reproducibility of the technique. As part of this, tests 

were made at varying ranges and source heights close to the centre of the pit at a position 

A .  The tests were then repeated after approximately 30 minutes, during which time no 

changes were made to the sensors. 

Figure 8-4 shows the acoustic-to-seismic coupling ratio measured at a range of 

1 .Om with a source height of O. i 5m, the microphone at a height of 0.05111 and the geophone 

flush with the ground surface. The plot shows variation in the recorded acoustic-to-seismic 

coupling spectra with time. The measurements were made approximately 30 minutes 

apart, during which time no changes were made to the experimental set-up. It can be 

clearly seen that there is very little difference between the two plots. 

Figure 8-5 shows a similar plot to Figure 8-4. Here the source height was 0.75111; 

again. the agreement between the two results is very good. The purpose of these initial 

experiments helps to show that the coupling can be reproduced with adequate agreement. 

Figure 8-6 and Figure 8-7 give the results for all source heights used with Figure 

8-7 being the results of the tests taken approximately 30 minutes after the first. It can be 

seen from Figure 8-6 that there appears to be a variation in acoustic-to-seismic coupling 

ratio with source height. The main dip in the spectra, seen at nearly 480Hz at a source 

height of 0.15m, reduces in both magnitude and frequency with increasing source height. 

Whereas, at a source height of 0.75m the dip has reduced to roughly 450Hz and decreased 

in magnitude by approximately 15dB. This trend can also be seen in Figure 8-7. 

A similar set of tests was undertaken 0.20111 parallel to the initial experiments at a 

position B.  Figure 8-8 and Figure 8-9 show the results of tests taken at source heights of 

O. 15m and 0.75111. Both show satisfactory reproducibility between measurements. Figure 

8-10 and Figure 8-1 1 show the results for all the varying source heights and it again can be 

seen that there is a shift towards the lower frequencies of the major peaks and dips with 

increasing source height. 
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Figure 8-4. Variation in acoustic-to-seismic coupling ratio with time. Measurements are 

30mins apart and the sensors were not removed. R=l.Om Hs=O.ISm (Position A). 
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Figure 8-5. Variation in acoustic-to-seismic coupling ratio with time. Mcasuret17etirs are 
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Figure 8-8. Variation in acoirstic-to-seisrnicc coupling rutio with time. Measurements are 

30mins apart and the sensors were not removed. R=l.Om Hs=O.ISrn (Position B). 

Frequency(Hz) 

Figure 8-9. Variation in acoustic-to-seisnzic coupling ratio with time. Measurements are 

30mins apart and the sensors were not removed. R=I.Om Hs=O.75m (Position B). 
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Meteorological data taken concurrently with all these measurements can be found 

in Table D-1 in Appendix D. 

Data taken at a range of 2m and 3m showing the variation in acoustic-to-seismic 

coupling ratio with varying source heights has been given in Appendix D. From all these 

plots, it has been shown that the acoustic-to-seismic coupling ratio is reproducible between 

measurements taken in the same position and that there is an angle dependence to the 

acoustic-to-seismic coupling ratio. 

It can be noted, however, that there are differences in the position and magnitude of 

the extrema in the plots between position A and B, 0.20111 away. Comparing Figure 8-4 

and Figure 8-8 measurements taken with a source height of 0. 15m, it can be seen that both 

plots exhibit a maximum in the coupling spectra at roughly 350Hz and have a magnitude 

of approximately 5dB. However, the data taken at position A shows a deep minimum at 

500Hz with a reduction in magnitude of close to 20dB, whereas the minimum at Position B 

is closer to 550Hz and is only 1OdB lower than the maxima. Further extrema also exhibit 

differing magnitudes. 

It appears therefore that these differences at the higher frequencies are due to 

changes in the near surface soil properties. However, in order to validate this assumption 

further measurements were taken. These measurements were a repeat of the previous set, 

but whereas in the initial experiments no changes were made to the sensors, now the 

geophone was removed and replaced in the same position. 

Figure 8-12 and Figure 8-13 shows the variation in the acoustic-to-seismic coupling 

ratio with time. Here, the geophone was removed and replaced in the same position 

between measurements. Both plots show that up to approximately 500Hz the agreement 

between the two measurements is superior to that above this frequency where the 

agreement is less tolerable. Figure 8-14 and Figure 8-15 again shows the variation in the 

coupling ratio with source height. 

It is now appears that it is the positioning of the geophone that is affecting the 

higher frequency response of the acoustic-to-seismic coupling. Figure 8- 16 gives the 

separate outputs from the geophone and microphone. It is clear that there is very little 

difference between the two microphone responses and that there are large differences 

between the two geophone responses at frequencies greater than 500Hz. 

Meteorological data taken concurrently with this second set of measurements can 

be found in Table D-2 in Appendix D. 
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Figure 8-13. Vuriution in acoustic-to-seismic coupling ratio with rime. Measurements ure 
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Figure 8-14. Variation in acoustic-to-seismic coupling rutio with varying source height. 

Data taken at time TI (Position A). 
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Figure 8-15. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Data taken at TI +30 minutes (Position A). 
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Figure 8-16. Geophone and microphone outputr at TI and TI i30.  

This gives a clear indication that the positioning of the geophone sensor into the ground 

has a marked effect on the received signal. These findings led to the indoor investigation 

into the effect of the geophone ground coupling that has been described in Chapter 5 

together with results and analysis in Chapter 6. 

This investigation has shown that there is a range of frequencies over which a 

geophone sensor will accurately follow ground motion, bounded at the lower end by the 

natural resonant frequency of the sensor and at the upper end by a coupling resonant 

frequency. This coupling resonant frequency has been shown to be dependent upon soil 

compaction and to be independent of geophone natural frequency. 

Section 6.1.3 of Chapter 6 outlines an in-situ method of determining this coupling 

resonant frequency, known as geophone “pinging”. 
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8.1.3 Sensor Calibration 

Geophone “pinging” measurements in the field were undertaken to quantify the coupling 

resonant frequency and the sensitivity of the geophones used in the acoustic-to-seismic 

coupling ratio measurements. The earth-geophone coupling was investigated by dropping 

a small steel ballbearing onto the geophone case and recording the geophone signal. 

Figure 8-17 gives an example plot of the geophone output being excited by the ballbearing. 

The main use of this test is the determination of the coupling resonant frequency. 

This is calculated using Equation 7.22 of Chapter 7. In order to use this equation the 

damping coefficient ( E )  and the ping frequency E,’) are need. As described in Chapter 7, 

yd is calculated from a line fit to the logarithmic plot of amplitude versus time, whilstf,,’ is 

obtained from zero-crossing measurements. 

Table 8-2 gives the calculated ping frequency and subsequent coupling frequency 

from the example measurements given in Figure 8-17. 

Table 8-2. 

experiments. 

Determination of coupfing resonant jrequency from geophone “pinging ” 

Figure 8-17 shows the response of the geophone to the falling ballbearing, whilst Figure 

8-18 shows the response of a single ballbearing drop. This plot is used to determine the 

ping frequency v0’) from the zero crossing measurement (as shown on the plot) and the 

amplitudes used to determine the damping coefficient (yd). The amplitudes used are shown 

in the figure and plotted in Figure 8-19. 
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8.1.3 Sensor Calibration 

Geophone “pinging” measurements in the field were undertaken to quantify the coupling 

resonant frequency and the sensitivity of the geophones used in the acoustic-to-seismic 

coupling ratio measurements. The earth-geophone coupling was investigated by dropping 

a small steel ballbearing onto the geophone case and recording the geophone signal. 

Figure 8-17 gives an example plot of the geophone output being excited by the hallhearing. 

The main use of this test is the determination of the coupling resonant frequency. 

This is calculated using Equation 7.22 of Chapter 7. In order to use this equation the 

damping coefficient (p) and the ping frequency a,’) are need. As described in Chapter 7, 

is calculated from a line fit to the logarithmic plot of amplitude versus time, whilst J,’ is 

obtained from zero-crossing measurements. 

Table 8-2 gives the calculated ping frequency and subsequent coupling frequency 

from the example measurements given in Figure 8-17. 

Table 8-2. Determination of coupling resonatit fïequeiicy from geophone “pitzgitzg” 

experiments. 

Figure 8-17 shows the response of the geophone to the falling ballhearing, whilst Figure 

8-18 shows the response of a single ballhearing drop. This plot is used to determine the 

ping frequency ( fo ’ )  from the zero crossing measurement (as shown on the plot) and the 

amplitudes used to determine the damping coefficient (yd). The amplitudes used are shown 

in the figure and plotted in Figure 8-19. 
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Figure 8-1 7. The respoiise of the geoylhone used in the acoustic-to-seismic coupling ratio 

measurement shown iii Figure 8-20, to the falling bullhearing. 
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Figure 8-18. 

determine j i '  whilst the absolute cunplitudes are used to determine y(see Figure 8-19]. 

Response of the geophone to a single ballbearing drop. At is used to 
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Figure 8-20. Acoustic-to-seismic coupling rutio measurement from which the geophone- 

ground coupling has been determined. 
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The geophone “ping” data shows that in this case the coupling resonant frequency of the 

geophone is 501Hz with a standard deviation of 53Hz. The plot of acoustic-to-seismic 

coupling ratio from which the geophone data was taken is shown in  Figure 8-20. The two 

measurements in the plot show reasonable agreement until roughly 500Hz, after which 

there is some divergence. This appears to corroborate the results of the geophone test. 

Peak T I  T2 T3 AT vl(bb) AT v2(bb) vZ(Geo) Amplitude Calculated Manufacturer vZ(Geo) Ratio 
(sec) (sec) (sec) (sec) (m/s) (sec) (m/s) (m/s) Sensivitity Sensivitity 

(V / d s )  (V / m/s) 
0,0117 1.1959 

3 0.4099 0.5314 0.8081 0.1215 0.5958 0.0767 0.3761 0.0058 0.1487 25.7 20.0 0.0074 1.2869 
4 0.5314 0.6081 0.6574 0.0767 0.3761 0.0493 0.2417 0.0037 0.0948 25.8 20.0 0.0047 1.2900 
5 0.6081 0.6574 0.6961 0.0493 O 2417 0.0387 O 1898 0.0026 0.0593 23 1 20.0 0.0030 1.1568 
6 0.6574 0.6961 0.7236 0.0387 O 1898 0.0275 0.1348 0,0019 O0533 27.6 20.0 0.0027 13822 
7 0.6961 0.7236 0.7432 0.0275 0.1348 0.0196 0.0961 0.0014 00375 27.3 20.0 0.0019 1.3673 
8 0.7236 0.7432 0.7528 0.0196 O 0961 0.0096 O0471 0.0009 0.0179 21.1 20.0 0.0009 1.0534 
9 0.7432 0.7528 0.7612 0.0096 0.0471 0.0084 0.0412 0.0005 0.0141 26.9 20.0 0.0007 1.3447 
10 0.7528 0.7612 0.7668 0.0084 0.0412 0.0056 0.0275 0.0004 0.0095 23.2 20.0 0.0005 1.1816 

I Average 1.2453 

. 2 0.1956 0.4099 0.5314 0.2143 1.0508 0.1215 0.5958 O.M)98 0.2341 23.9 20.0 

A secondary function of  the “pinging” test was to assess the in-situ sensitivity of 

geophone sensor. As discussed in Chapter 7, the calculated sensitivity gives an indication 

of the variability between geophones and their coupling to the soil, and act as confirmation 

that the amplitude measurements are within the accuracy of the “pinging”. 

Using the conservation of  momentum method outlined in Chapter 7 and the 

example data above (Figure 8-17), Table 8-3 gives the calculated in-situ geophone 

sensitivity and the ratio of geophone velocity after impact to the velocity determined from 

geophone output voltage times the manufacturers stated sensitivity. 

Table 8-3. Example calculation of geophone sensitivity using conservation of momeiitum 

method. 

It can he seen from the table that for this measurement, the calculated sensitivity of the 

geophone is 1.25 times greater than that given by the manufacturer. As previously stated 

due to the inherent nature of the test, this value is not an exact calibration, but provides a 

guide to the error in magnitude that may appear in the geophone signal. 

Figure 8-21 shows the effect of geophone sensitivity on the magnitude of a 

prediction of acoustic-to-seismic coupling ratio. The plot shows an example measurements 

taken at the ARG test site (range =1Sm Hs=0.15). The manufacturers sensitivity of 20 

V l d s  was taken as I ,  with the subsequent plots showing sensitivities at 0.75, 1.25 and 1.5 

340 



times this value. The plot shows that small changes in geophone sensitivity will produce 

noticeable differences in the reduced magnitude and that for this case the measured 

geophone sensitivity enabled the closest fit with the porous elastic model to be found. 

With the previous plots of acoustic-to-seismic coupling ratio given in Section 8.1.2, 

no attempt has been made to reduce the data to “real world” units. At that stage the plots 

were designed solely to show trends in the data and the reproducibility of the technique, 

before any attempt was made to model the data. 

Figure 8-22 to Figure 8-24, are examples of acoustic-to-seismic coupling spectra 

taken at the ARG test site with the effect of amplifier gains and both geophone and 

microphone sensitivities taken into account. The geophone coupling resonant frequency 

and sensitivity were calculated from geophone “pinging” tests, with the microphone 

sensitivity determined using a Brüel and Kjzr  pistonphone. 

The plots also show computer predictions made using the full spherical wave poro- 

elastic wave model with the FFLAGS program. Parameters used to describe the ground 

are given in Table 8-4. It can be seen from the figures that a moderate agreement has been 

found between the measured and predicted values of acoustic-to-seismic coupling ratio in 

all three plots over the whole frequency range. 

If however, the coupling resonant frequency (fo) of the geophone is taken into 

account then the agreement between the data and the prediction becomes more tolerable. 

For example, Figure 8-22, shows data taken at a range of 1.5m and a source height of 

0.15m. For this measurement the FFLAGS predictions shows a reasonable agreement up 

to roughly 480Hz after which there is a noticeable difference in the magnitude between the 

two plots. However, by noting that the coupling resonant frequency for this measurement 

was calculated at 522Hz, then the standard of the prediction rises considerably. 

This pattern confirms the results of the indoor geophone ground coupling 

investigation which showed that at frequencies higher than the geophone coupling resonant 

frequency, the geophone produces amplitude magnifications. 

It is noticeable from Table 8-4 that little alteration of the ground parameters was 

required between each prediction, showing the ground in the test area to be relatively 

homogeneous, as would have been expected. A result of note is that the value of shear 

wave velocity used in the predictions is 1.5 times greater than that measured in the seismic 

refraction survey, this may be due to local variations in the material. 
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Figure 8-21. The effect of geophone sensitivity oìi u reduced ineasureineni of ucoiistic-to- 

seisinic co~ipling ratio. 

oei000 ' 1 
3 4 5 6 7 8 9 

Frequency (Hz) 

Figure 8-22. Measured acoustic-to-seismic coupling ratio und FFLAGS prediction taken 

at the ARG test site (Ruiige=I.5, Hs=O.15m undfo=522Hz). 
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Figure 8-23. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at the ARG test site (Range=2.0m, Hs=O.ISm and fO=446Hz). 

9e-W6 - a 

Frequency (Hz) 

Figure 8-24. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at the ARG test site (Range=2.5m. Hs=O.ISm and fo=492Hz). 
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Frequency (Hz) 

Table 8-4. Parameters used to predict the acoustic-to-seismic 

measurements tuken ut the ARG test site 

couplirig ra io  

Figures D- 10 to D-13 in Appendix D show comparisons between acoustic-to-seismic 

coupling ratio measurements and predictions taken at a range of 2.0m with a source height 

of 0.20, 0.30, 0.40 and 0.50m. Table D-5 gives a list of the parameters needed to fit the 

FFLAGS prediction to the measurement. It can be seen from the table that little or no 

alterations, except for changes in source height, in the parameters were needed to fit the 

data. 

Reasonable agreements have been found for all the plots. It can be seen however, 

that in none of the figures could the large peak at approximately 450Hz be predicted. This 

may be due to the peak being close to the calculated coupling resonant frequency of the 

geophone which may have produced some magnitude amplification in this region. 
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It can also be noted from the figures that with increasing source height the agreement 

between the prediction and data becomes less tolerable. It appears that model is predicting 

a greater change in acoustic-to-seismic coupling ratio with grazing angle than can be seen 

in the measurements. 

8.1.4 Probe Microphone 

Loudspeaker measurements were undertaken in conjunction with a probe microphone, 

using the same method as that used in the indoor tank. Measurements were taken at three 

grazing angles. For each grazing angle, data was collected at two positions (A and B) to 

assess variations in ground conditions. 

Probe microphone measurements were obtained at lcrn intervals down to a depth of 

14cm over a frequency range of 500Hz using an MLS output signal. Burial of the probe 

and accurate depth determination of the probe was hampered by the coarse nature of the 

gravel. The example plots of the reduced data, following the method described in Chapter 

5 ,  for Position A at a grazing angle of 19' can be found in Appendix D. 

It can be seen from the plots that the magnitude of the signal from the probe 

microphone decreases systematically with depth over the compiete range of investigation, 

although there is a noticeable dip in the magnitude at around 250Hz. The relative phase of 

the signal from the probe microphone also appears to decrease systematically at the same 

rate over the whole depth range. There are small variations in the change in phase that are 

most likely due to inaccurate depth determination of the probe. However, the dip seen in 

the magnitude data does not appear in the phase data. It is noticeable that the change in 

both the magnitude and phase change per unit depth increases with increasing frequency. 

This data indicated that down to a depth of approximately 14cm the Type I1 P-wave 

is predominant. 

Calculations of attenuation and phase speed over the depth intervals of Icrn to Scm, 

3cm to Scm and 2cm to 4cm have been calculated with best-fit regressions applied to the 

data. The values of attenuation (dB/m) calculated over three depth intervals and for 

frequencies of lOOHz, 200Hz. 300Hz, 400Hz and 500Hz can be found in Table 8-5. The 

given values are based upon data taken at a grazing angle of 19'. The corresponding phase 

velocities can be found in Table 8-6. 
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Depth 
Interval 

position A lcm to 5m 
3cm to 5m 
2cm to 4cm 

Table 8-5. Attenuation (dBím) calculated from the data taken at a grazing angle (f 19" 

>+,illi rhe probe microphone. 

Frequency 
100Hz 200Hz 300Hz 400Hz 500Hz 

14.8 14.5 14.0 13.6 13.2 
17.0 19.0 21.1 23.1 25.1 
14.4 14.8 15.3 15.8 16.3 

Depth 
Interval 

Position A lcm to 5m 
3cm to 5m 
2cm to 4cm 

Table 8-6. Phase veloci- ( d s )  calculated from the data taken ut u grazing migle of 19" 

"ith the probe tnicroplione 

Frequency 
100Hz 200Hz 300Hz 400Hz 500Hz 
146.75 206.35 241.2 265.95 285.1 
111.15 167.8 200.95 224.5 242.75 
178.5 236.35 270.15 294.15 312.75 

The values gained for the phase velocity given in Table 8-6 show an increase with 

frequency systematic of the Biot Type 11 wave and as such the measured wave type is 

assumed to be the Biot Type I1 wave. 

Calculations of attenuation and phase velocity were made from measurements of 

the real and imaginary parts of the bulk propagation constant (Re(k/,) and I m ( k / ~ )  as 

outlined in Section 3.1.1 of Chapter 3. Using these functions and using the theory outlined 

in Section 3.1 of the same chapter, the tortuosity (7) and the flow resistivity (R,) have been 

calculated. Table 8-7 shows the calculations of rand R, for all the measurements taken at 

the site. 

Table 8-7. 

microphone measurements. 

Calculated values of tortuosity and effective flow resistivity from probe 
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Table 8-8 shows a comparison of physically measured and acoustically deduced soil 

properties using the probe microphone for the ARG test site. 

Physical Measurement Probe Microphone 

I I I Resistivity I I Resistivity 1 
ARG Gravel 1.22I0.002 I 999168 1.4+0.1 192-473 

Table 8-8. Comparison of physically measured and acoustically deduced soil properties 

.for the ARG test site. 

The results show reasonable agreement has been found for both soil properties between 

that physically measured and that deduced from the probe microphone measurements. In a 

similar manner to the results gained in the Indoor Tank (described in Chapter 6), the 

acoustically deduced flow resistivity is approximately twice that measured using the 

airflow rig. 

8.1.5 Conciusions 

The main aims behind the experiments undertaken at the ARG test site appear to have been 

completed satisfactorily. Initial measurements were undertaken to show the reliability of 

the technique as a whole and it has been shown that with small changes in time 

(approximately 30mins) and with consistent meteorological conditions there is a strong 

repeatability of acoustic-to-seismic coupling ratio measurements. 

It was hoped to show whether there was any angle dependence on the coupling 

spectra and it does appear that there is a slight dependence of the source height on the 

recorded spectra. 

Further studies into the reliability of the technique showed that removal and re- 

positioning of the geophone between measurements has a great effect on the shape of the 

coupling especially at high frequencies. Indoor measurements have shown that there is a 

range of frequencies over which a geophone sensor will accurately follow ground motion, 

bounded at the lower end by the natural resonant frequency of the sensor and at the upper 

end by a coupling resonant frequency. 
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An experiment has been devised for a field determination of the coupling resonant 

frequency. This measurement also allows an assessment of the in-situ sensitivity of the 

geophone. Results from the geophone “pinging” tests show that a reasonable 

approximation can be gained for the coupling resonant frequency that is consistent with 

coupling ratio measurements and predictions. 

The probe microphone measurement technique that had been reliably used in the 

Indoor Soil Tank proved to give acceptable results. The data shows the same fluctuations 

seen indoors and again there appears to be no angle dependence to either the calculated 

tortuosity or flow resistivity. Comparisons of the acoustically and mechanically derived 

values of tortuosity and flow resistivity show a reasonable agreement. 

From the measurements taken at the site a number of material properties have been 

determined using acoustic techniques and these can be seen in Table 8-9. The table shows 

that overall a reasonable agreement has been found between the soil properties measured 

using more standard techniques and those derived from acoustic measurements. 

The amount of priori information concerning the site helped in matching the 

predictions of acoustic-to-seismic coupling ratio to the measurements. This was especially 

true of the ground layering and thickness of the layer. 

test site. 

One major drawback of this site was the limited area of the test material. The finite size of 

the soil pit governed the frequency range of the measurements. Time windowing was 

applied to the sensor responses to ensure that any reflections from the pit walls were 

removed. 
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This time windowiiig leads to a reduction in the accuracy of the low frequency 

information. Since in MLSSA the system transfer function is computed by applying an 

F F ï  to the impulse response, the displayed frequency resolution is given by the sample 

rate divided by the FFI size. However, the true frequency resolution of a measurement is 

at best equal to I R ,  where T i s  the length of the impulse response segment used in the FFT 

calculation. Thus, the data falling below the l/T should be treated as suspect and has been 

ignored. 

To overcome this problem, measurements were taken at the Stone Lane Quarry, 

Heath and Reach. This site, described in Chapter 4, consists of a large expanse of 

undisturbed sand. The large area of sand available overcame the problem of wall 

reflections, allowing longer time windows to be taken which gave an increased frequency 

resolution. 

8.2 Stone iune Quarry, Heath and Reach 

8.2.1 Seismic Refraction Survey 

A P-wave survey was carried out using the standard seismic refraction technique outlined 

in Chapter 7 and the subsequent seismogram can be found in Appendix E. From the 

seismogram first arrival picking was carried out to produce the travel time-distance plot 

seen in Figure 8-25. 

From the plot for the forward shot it can he seen that there are two distinct portions 

of the graph, indicating that there are two layers present. The P-wave velocities have been 

calculated from the gradient of each line and are given in Table 8-10. The plot of the 

reverse shot also shows the two distinct portions again suggesting the presence of more 

than one layer. Again, P-wave velocities have been calculated and are given in Table 8-10. 

Analysis of the time-distance plots show that two layers exist and that the boundary 

between the upper and lower layer is parallel to the ground surface, i.e. there is no dip to 

the interface. This is confirmed by the results of the S-wave survey which are shown in 

Figure 8-26. 
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Figure 8-25. Travel Time versus vertical component geophone position. 
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Figure 8-26. Travel Time versus horizontal component geophone position. 
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Comparison of the calculated shearkompressional wave velocity ratio of 0.38 with Figure 

8-3 shows this value to be slightly greater than value of 0.30 given by Hoover and O’Brien 

(1980) to be indicative of a tight sand. However, the calculated shearkompressional wave 

velocity ratio does appear satisfactory. 

_ _  O 

8.2.2 Acoustic-to-Seismic Coupling 

In a similar manner to the experiments undertaken at the ARC test site, a number of initial 

experiments were undertaken at the quarry to determine the repeatability and reliability of 

acoustic-to-seismic coupling ratio measurements. For all measurements, in-situ 

calibrations were carried out. A Brüel and Kjzr pistonphone was used for the 

microphones, whilst the geophone ‘‘ping” tests were undertaken on both the vertical and 

horizontal component geophones. 

Having already proved that the measurements were repeatable with time and 

without removing the geophone, the measurements undertaken at Stone Lane focussed on 

the effect of geophone implantation. 

Figure 8-27 shows the acoustic-to-seismic coupling ratio at a range of l m  and with 

a source height of 0.15m. The measurements were taken approximately 30 minutes apart 

during which time the geophone was removed and replaced in the same position. It can be 

seen that although there is reasonable agreement between the two plots up to 

approximately 350Hz. At higher frequencies, the agreement becomes less tolerable and 

after roughly 600Hz the two measurements differ greatly. 

Figure 8-28 shows the acoustic-to-seismic coupling ratio at a range of l m  and with 

a source height of 0.75m. A similar trend in the agreements described above can be seen. 
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Figure 8-27. Variation in acoustic-to-seismic coupling ratio with time. Measitrements are 

30mins apart und the sensors were removed. R=l.Om Hs=O. 15m (Position A). 
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Figure 8-28. Variation in acoustic-to-seismic coupling ratio with rime. Measurements are 

30mins apart und the sensors were removed. R=l.Om Hs=O.75m (Position A). 
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Figure 8-29 shows the variation in acoustic-to-seismic coupling ratio at a range of lm  with 

varying source heights. The sensors were not moved between each measurement. The 

results appear to show the same angle dependence seen in the measurements taken at the 

ARG test site. Figure 8-30 shows the variation in acoustic-to-seismic coupling ratio 

measurements taken approximately 30 minutes after those shown in Figure 8-29. 

Between the measurements, the geophone was removed and replaced in the same 

position. It can be seen that the agreement between the two figures is satisfactory Üp to 

frequencies of 350Hz, after which there is considerable divergence in the measurements. 

From the data shown in Figure 8-30, the clear variation of coupling ratio with source 

height seen in Figure 8-29 is less pronounced due to fluctuations in the data. 

Figure 

Figure 8-29 
Figure 8-30 

Meteorological data taken concurrently with all these measurements can be found 

in Table E-1 in Appendix E. 

Examination of the separate geophone and microphone signals (see Figure 8-31) 

reveals that the two microphone signals show almost identical frequency spectra over the 

whole range of interest. Meanwhile the geophone signals show a reasonable agreement up 

to 350Hz after which there is a strong divergence between the spectra. 

Ping Damping Coupling Sensitivity 
Frequency Coefficient Frequency (VlmS-') 

(Hz) (sec-') (Hz) 
385 576 396 29.1 
414 600 425 29.1 

Again, it appears that the measured geophone signal has a strong effect on the 

recorded acoustic-to-seismic coupling spectra. For all the data shown, in-situ calibrations 

were undertaken and the data is given in Table 8-1 1. 

Table 8-1 1. In-situ geophone culibrution dura, for the meusurements shown in Figure 8-29 

and Figure 8-30. 

Comparison of the data in Table 8-11 with the measurements given in Figure 8-29 and 

Figure 8-30 supports the description given previously, that up to these frequencies the two 

measurements are consistent with each other, where after the coupling resonant frequency 

the two measurements show a strong divergence. 
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Figure 8-29. Vuriation in acoustic-to-.seis?nic coupling ratio with varying source height. 

Datu taken at time TI with no removal of geophone sensor between meusirrenrents. 
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Figure 8-30. Vuriution in acoustic-tn-seisinic coupling ratio with varqing source height. 

Data taken ut TI +30 minutes and the geophone sensor was re-positioned. 
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Figure 8-31. Geophone and microphone outputs ut TI  and T1+30 (Acoiistic-to-Seismic 

coupling rutio datu shown in Figure 8-27). 
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Figure 8-32. Example microphone response, showing the refections due to the presence 

of the brass tube. 
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The trends observed and described for the set of measurements given can be seen 

throughout the whole of the measurements taken at the quarry. Further examples of data 

&en have been given in Appendix E. The meteorological data taken concurrently with all 

these measurements is shown in Table E-2 of Appendix E. 

As noted in Section 8.1.5, a major drawback of the ARG test site was the limited 

size of the test area. This led to time-windowing of the impulse response, which in turn led 

to a reduction in the frequency resolution. A similar time windowing problem arises 

through the use of the point source loudspeaker. The point source consisted of a 30W 

Tannoy loudspeaker onto which a Im brass tube has been attached. 

The presence of the tube produces reflections in the output signal, as the signal is 

reflected from the mouth of the tube back down the tube. It then hits the front of the 

loudspeaker and returns up the tube. This results in an extra path length of 2m that 

approximates to a time delay of roughly 6ms. This phenomenon can be seen in Figure 

8-32 which shows an example microphone response. The initial impulse can clearly be 

seen in the plot as the major event at roughly 6ms. The next main event on the trace is 

then the reflection due to the presence on the tube. This appears a further 6ms after the 

first arrival. 

Since, the time cut-off at the ARG test site was approximately 6ms due to the size 

of the test area this loudspeaker reflection was not of great importance. However, at Stone 

Lane where there was a larger expanse of material there was an opportunity to increase the 

frequency resolution of the measurements. 

Several attempts were made to rectify this problem. A simple solution to the 

problem was to increase the length of the brass tube used. A simple doubling of the length 

to 2m increased the time interval between the reflections to 12ms, which would be 

sufficient time to record all the differing wave arrivals at the geophone. However, the 

practicality of taking a 2m long tube into the field was not appropriate. 

This problem was overcome by using a length of coiled pipe. Due to the thin walls 

of the coiled pipe, it was necessary to place the pipe inside a small box to reduce the 

radiation of energy from the pipe and reduce resonance set up in the coil. However, the 

presence of the box introduced fresh reflections into the impulse response. The effects of 

these were diminished by using a piece of straight pipe out from the box. 

This configuration provided an adequate solution to increase the time interval 

between the reflections. However, the major disadvantage of this method was the fact that 
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due to the relatively low power of the Tannoy loudspeaker, once the output impulse had 

travelled through the 2m of the coil and Im of straight brass tube, little energy remained, 

This reduced the useful range of the loudspeaker for acoustic-to-seismic coupling ratio 

measurements from 4m to less than Im, where near-field effects became an issue. 

Since a mechanical solution could not be found, a software solution was 

The methods included use of the complex cepstrum and time-domain investigated. 

filtering. 

The cepstrum belongs to the area of homomorphic signal processing. Cepstral 

analysis is the name given to a range of techniques all involving functions that can be 

considered as a “spectrum of a logarithmic spectrum”. It was first introduced by Bogart et 

al. (1963). It was found that the logarithm of the power spectrum of a signal containing an 

echo had an additive periodic component due to this echo and thus the Fourier transform of 

the log-power spectrum should exhibit a peak at the echo delay. It was proposed at the 

time as a better alternative to the autocorrelation function for the detection of echoes in 

seismic signals. 

The distinctive feature of the cepstmm is not that it is a spectrum of a spectrum, but 

rather the logarithmic conversion of the original spectrum. The autocorrelation function is 

the inverse Fourier transform of the power spectrum and can also be considered a 

“spectrum of a spectrum”. The most commonly used definition of the cepstrum nowadays 

is as the “inverse Fourier transform of the logarithmic power spectrum” which differs from 

the auto-correlation only by virtue of the logarithmic conversion of the spectrum. Randall 

(1987) illustrates some of the situations where the cepstrum gives advantages over the 

auto-correlation function. 

Cepstra derived from power spectra are now known as “power cepstra”. Similarly, 

cepstra derived from complex spectra, and thus using phase as well as log amplitude 

information at each frequency, are known as “complex cepstra”. For this reason, the 

complex cepstra operation is reversible back to the time domain (Randall, 1987). 

The main issue of the implementation of the cepstrum is the unwrapping of the 

phase information. The values of phase must be given as modulo of 2n. If the phase is 

unwrapped incorrectly then any filtering in the cepstrum domain cannot be effectively 

achieved and the inverse transform yields incorrect results. 

For the microphone data, the cepstrum analysis appears to work satisfactorily as the 

convoluted signals are not overlapping, however, this is not the case for the geophone data 

357 



and the cepstrum did not work as envisaged. For this case, it appears that the cepstrum is 

not very suitable as a deconvolution process. 

As such, simple time-domain filtering was tried. This method involves the filtering 

of the time domain response of the appropriate sensor; this is achieved using windowing 

techniques. Again, for the microphone data, an adequate solution was found, since (see 

Figure 8-32) the output pulse received at the microphone has decayed before the reflection 

appears. 

Unfortunately, this is not the case for the geophone data where the reflection due to 

Applying the same filter size to the the pipe is masked in the Rayleigh wavetrain. 

geophone data caused large distortions in the geophone spectrum. 

Since no adequate solution could be found to overcome the problem, to take 

A loudspeaker was measurements at longer ranges a standard loudspeaker was used. 

designed and constructed to give a strong output in the frequency range 100-500Hz. 

A number of initial experiments were undertaken again to assess the effect of 

geophone positioning on the recorded acoustic-to-seismic coupling spectra. Figure 8-33 

shows the acoustic-to-seismic coupling ratio measured at the quarry at a range of 5.0m 

with a source height 0.75111. Three differing geophone positions are shown. For each 

subsequent measurement, the geophone was pushed further into the sand. The individual 

positions are given in the legend of the figure. 

The plots clearly show that the differing geophone implantation depths have a 

significant influence on the coupling spectra. At the lower frequencies, less than 300Hz, 

all three geophone positions give almost identical results. whilst at the higher frequencies 

large differences become noticeable. This is especially noticeable by the fact that the large 

peak at 400Hz seen in the spectrum from Position 1 is greatly reduced in the subsequent 

plots. 

The coupling resonant frequency and geophone sensitivity derived from geophone 

“pinging” for each of the three geophone positions are also given in Table 8-12. The 

results given in the table show that the further the geophone is pushed into the ground, 

there is an increase in the coupling frequency and the damping. The increasing sensitivity 

of the geophone also highlights the enhanced coupling between the geophone and the sand. 
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Figure 8-33. 

position (Range=S.Om, Hs=O. 75m). 
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Figure 8-34. 

differing geophone depth on the FFLAGS prediction. 

Comparison of acoustic-to-sei.«n¿c coupling ratio data and the effect of 
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Geophone Ping Damping Coupling Sensitivity 
Position Frequency Coefficient Frequency (V/mS-') 

(Hz) (sec") (Hz) 
1 357 600 370 20.2 
2 385 678 400 23.6 
3 414 764 43 I 7x n 

~~~ 

Table 8-12. The coupling resonant frequency and geophone sensitivity derived fro??z 

geophone "pinging" for  each of the three geophone positions shown in Figure 8-33. 

Predictions using FFLAGS showed that the coupling spectra for Positions 1 and 2 could 

not be fitted to any reasonable standard, whilst the coupling spectra from Position 3 gave 

the most accurate agreement. This can be seen in Figure 8-34 that shows the FFLAGS 

prediction and the data for geophone Position 3. The plot also shows that the variation in 

coupling ratio observed in Figure 8-33 cannot be predicted by simply altering the 

geophone depth in the model. 

The parameters used to model the ground in Figure 8-34 are given in Table 8-1 3 

Table 8-13. Parameters used to predict the ucoustic-to-seismic coupling rutio 

measurements taken ut u range of3m ut Stone Lane Quarry and shown in Figure 8-34. 
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Again, these results provide more evidence for the marked effect that the geophone 

ground coupling has on the acoustic-to-seismic coupling ratio spectra. As more of the 

geophone comes into contact with the ground, from Position 1 to 3, the coupling becomes 

stronger. This can be seen in the increasing coupling resonant frequency of the geophone 

with increasing penetration into the ground. 

As the effects of the variation in geophone depth in the measurements cannot be 

predicted at the higher frequencies, but can be modelled adequately at the lower 

frequencies, it appears that the measurements are suspect and the model is behaving 

correctly. 

Acoustic-to-seismic coupling ratio experiments were also taken at the quarry using 

the standard configuration. It was thought that the layering in the ground and the more 

natural in-situ conditions than found at the ARG test site, would provide a useful 

environment to provide further validation of the technique. It would also serve to test the 

accuracy of the FFLAGS model for predicting the measured spectra in more complex 

situations. 

Measurements undertaken at a range of 3.0m and for source heights of 0.75in and 

1.5m can be seen in Figure 8-35 and Figure 8-36. The figures show the recorded coupling 

spectra and the FFLAGS prediction. Parameters used to predict the acoustic-to-seismic 

coupling ratio measurements taken at a range of 3m at Stone Lane Quarry are given in 

Table 8-14. 

Figure 8-35 gives the measurement and prediction for the source height of 0.75m. 

From the figure, it can he seen that reasonable agreement has been achieved by the model. 

There are a number of minor peaks in the measurement that have not been predicted by the 

model, though these are likely to be due to small-scale layering in the ground that have not 

been located using the seismic refraction method. 

From Table 8-14 it can be seen that the phase velocities used in the FFLAGS model 

are very close to those determined from the seismic refraction investigation. However, the 

major difference between the two is the value of layer depth. From the seismic refraction 

data, a layer depth of 1.28m was calculated whilst the depth of the second layer could not 

be determined due to the spread length being too short. 
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Frequency (Hz) 

Figure 8-35, Measured acoitstic-to-seismic coupling ratio and FFLAGS prediction taken 

at HMC Stone Lane (Range=3.0m. Hs=O.7Sm and f0=387Hz). 

Frequency (Hz) 

Figure 8-36. Measured acoustic-to-seismic coupling ratio und FFDIGS prediction taken 

ut HMC Stone Lane (Range=3.Om, Hs=l.SOm and f0=387Hz). 
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Table 8-14. Parameters used to predict the acoustic-to-seismic coupling ratio 

measurements taken ut a range of 3m at Stone Lane Quarry. 

The FFLAGS model used a layer depth of 0.95m for the upper layer and 0.85m for the 

lower layer. This depth difference may be due to errors in the travel time determination in 

the seismic method, which would produce errors in the subsequent calculations. It is less 

likely to be errors in the FFLAGS prediction, since very small changes in layer depth, e.g. 

O. 10m, will produce noticeable changes in the resultant coupling spectrum. 

However, although the acoustic-to-seismic coupling measurements were taken 

along the same positional line as the seismic refraction survey, the depth determination for 

each method are determined for differing positions. The depth determined from (lie 

seismic method is directly under the shot point, whereas, the depth determined from the 

acoustic-to-seismic coupling is below the measurement position. It may be therefore, that 

the difference may simply be due to actual variations in the layer depth. 
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Figure 8-36 shows the data and subsequent FFLAGS prediction taken at a range of 3m and 

using a source height of 1.5m, where again a reasonable agreement can be seen between 

the two plots. 

As with the previous plot there are a number of minor peaks in the measurement 

that have not been predicted which have been attributed to the possible presence of a 

number of unknown layers. The layer depth used in the prediction are very close to those 

used to predict the data shown in Figure 8-35. Variations of 0.05m between the 

predictions appear to support the assumption that the depth determination from the seismic 

survey may be in error. 

The meteorological data taken concurrently with all these measurements taken 

using the loudspeaker are shown in Table E-3 of Appendix E. Further examples of data 

and the subsequent FFLAGS predictions taken at ranges of 6.0m and 9.0m have been given 

in Appendix E. The predictions for these longer ranges show little variation in the soil 

parameters used in the FFLAGS model providing further corroboration of the parameters 

used to predict the data shown in Figure 8-35 and Figure 8-36. 

A number of experiments were undertaken at the quarry, using both vertical and 

horizontal component geophones. Integrating the output from the co-located vertical and 

horizontal geophones provided a picture of the particle motion caused by the incident air- 

wave. Figure 8-37 shows the motion when the loudspeaker was 3m from the sensors and 

at a height of 0.75m. The initial sand particle motion starting 0.009 seconds after the shot 

is down and away from the source as expected. Within 0.07 seconds the motion becomes 

elliptical retrograde with both components about equal in size. 

After several retrograde loops, the motion switches back to prograde, then back 

It remains mostly retrograde and gradually flattens out to horizontal by 0.040 again. 

seconds. 

Classically, elliptical particle motion is associated with surface waves in 

seismology and there is evidence of this motion in the measurements taken. The initial 

vertical motion is caused by the force applied to the surface from the passage of the air- 

wave. The prograde and retrograde motions arise from the surface waves coupled to the 

air-wave travelling in the shallow ground. 
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Figure 8-37. Particle diagrams from Stone Lane Quarry. Source height ojO.75m and a 

range of 3.0m. Each segment shows successive time intervals starting 0.009 seconds after 

the start of the output. 
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It appears from the experiments taken at the quarry, utilising both vertical and horizontal 

component geophones, that the presence of acoustically induced surface waves can be 

measured. In order to exploit the surface waves produced, a more systematic and detailed 

investigation must be carried out. A surface wave experiment using the Spectral Analysis 

of Surface Waves (SASW) method has been undertaken at the HRI, Wellesbourne site and 

is detailed in Section 8.3.4. 

Position A 

8.2.3 Probe Microphone 

Depth Frequency 
Interval 100Hz 200Hz 300Hz 400Hz 500Hz 

lcm to 7m 207.0 244.8 282.6 320.4 358.2 
3cm to 7m 190.9 220.8 250.8 280.4 3 10.2 
2cm to 4cm 198.6 250.8 303.0 355.3 407.5 

A series of probe microphone measurements were taken at the site. Measurements were 

taken at differing angles of grazing over a period of time and at two positions (A and B) for 

each range. Table 8- 17 shows a set of results for measurements taken at a grazing angle of 

19". The figures showing an example set of data (taken at Position A) can be found in 

Appendix E. 

It can be seen from these plots that the magnitude of the signal decreases 

systematically down to 8cm after which there appears little decrease with increasing depth. 

These are slight variations in the rate of decrease, though these are likely to be due to 

inaccuracies in depth determination of the probe. 

As in previous measurements, it is noticeable that the change in both the magnitude 

and phase change per unit depth increases with increasing frequency. This indicates that 

down to a depth of approximately 8cm the Type I1 P-wave is predominant. 

Calculations of attenuation and phase speed versus the depth intervals lcm to 7cm, 

3cm to 7cm and 2cm to 4cm have been made, with best-fit regressions applied to the data. 

The values of attenuation in dB/m and for frequencies of IOOHz, 200Hz, 300Hz, 400Hz 

and 500Hz can be found in Table 8-15, with the corresponding values of phase velocity 

given in Table 8-16. 



The measured values of attenuation are much greater than those measured at the ARG test 

site as would be expected, since the gravel at the ARG test has a greater flow resistivity 

and porosity than that of the fine sand found at the quarry. The values are closer to the 

attenuation measured in the Indoor Tank sand, since the two materials are of similar 

composition. 

Depth Frequency 
- Interval 100Hz 200Hz 300Hz 400Hz 500Hz 
Position A lcm to 7m 105.7 139.1 158.6 175.5 182.2 

3cm to 7m 92.5 117.6 132.3 142.7 150.8 
- 2cm to 4cm 211.2 246.9 267.8 282.6 294.1 

Table 8-16. Phase velocity (mis) calculated from the dum taken uf a grazing ringle of 19" 

with the probe microphone. 

The values gained for the phase velocity given in Table 8-16 show an increase with 

frequency, indicating that the measured wave type is Biot Type-Il wave. It can be noted 

from this table that the phase velocity measured over the depth interval 2cm to 4cm is 

greater than the P-wave velocity measured using the seismic refraction method. 

It has previously been stated that, under certain conditions it is possible for the 

Type-I1 wave to have a greater velocity than the Type-I wave. However, these conditions 

usually apply at much higher frequencies, e.g. 10's of !diz. Numerical predictions made 

using the porovel computer program used in Chapter 6, proved that in this case the Type-II 

wave could not have a greater velocity than the Type-I wave. 

It is most likely that in the instance the anomaly is due to an incorrect depth 

determination of the probe, since an error in depth determination of 10% will reduce the 

calculated velocities by approximately 25%. This would reduce the Type-Il wave velocity 

below the measured value for Type-I wave. 

This result highlights the need for extreme care is depth determination of the probe 

as small errors can cause anomalies such as those observed here. It also highlights the 

difficulties of using the probe microphone technique in unconsolidated materials. 

Using the technique described previously, the measurements of the real and 

imaginary parts of the bulk propagation constant have been used to determine the 

tortuosity (7) and flow resistivity (o). These results for all the measurements taken at the 

quarry can be seen in Table 8-17. 
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Table 8-1 7. 

microphone memuremenis. 

Calcidaied vuliies of tortuosity and effective flow resistivity ,from probe 

Physical Measurement 
Tortuosity Flow 

Resistivity 

Table 8-18 shows a comparison of physically measured and acoustically deduced soil 

properties using the probe microphone for the ARG test site. The results show a 

reasonable agreement for both the tortuosity and flow resistivity between the physical 

measured and acoustically deduced values. Again, as seen with the Indoor tank and the 

ARG test site results, the acoustically deduced value of flow resistivity is approximately 

twice that measured using the airflow rig. 

Probe Microphone 
Tortuosity Flow 

Resistivity 

HMS Sand 2.24k0.04 19838+515 I 2.5kO. 8 1 37651212643 

Table 8-18. Comparison of physically measured and acoustically deduced soil properiies 

for  the HMC Stone Lane Quarry. 

8.2.4 Conclusions 

Experiments undertaken at HMC Stone Lane Quarry have again highlighted the effect of 

geophone-ground coupling on the measurement of acoustic-to-seismic coupling ratio and 

the data taken using the point source does appear to show that there is a slight dependence 

of the source height on the recorded spectra. 
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The problem of removing the reflections caused by the presence of the brass tube, which 

has been used to approximate the Tannoy source to a point source, has been investigated 

although no completely satisfactory solution could be found using either a hardware or 

software solution. 

The long-range experiments have shown that low frequency layer resonances have 

been cut-off by the time-windowing necessary with the use of the Tannoy source. 

However, the point source experiments have proved extremely useful due to the increased 

accuracy in the source height determination that can be achieved using this speaker. 

The predictions using the FFLAGS model have given reasonable agreement for all 

the long-range measurements with predicted P- and S-wave velocities being very close to 

those value found from the seismic refraction survey. However, noticeable differences 

were found in the layer depth determination, with a difference of 0.30111 found between the 

values determined using the two techniques. 

The repeatability of the values gained from the predictions suggests that the error in 

layer depth may be in the seismic refraction method, although the difference may be due to 

actual layering changes at the site. It can also be noted that using the refraction technique 

the second layer depth could not be determined, however, the FFLAGS model does allow 

this layer depth to be determined. 

Analysis of measurements using co-located vertical and horizontal component 

geophones have shown that the presence of retrograde elliptical motion, which has been 

taken to indicate the existence of acoustically induced surface waves. The exploitation of 

surface waves for soil stiffness profiles has already been made in seismic exploration. The 

presence of acoustically induced surface waves at the site leads to the belief that the 

techniques developed for seismic exploration can be utilised in acoustic exploration. A 

more systematic measurement of acoustically induced surface waves has been made at 

HRI, Wellesbourne and is described in Section 8.3.4. 

The probe microphone measurement technique that had been reliably used in the 

Indoor Soil Tank proved to give acceptable results. The data shows the same fluctuations 

seen indoors and again there appears to be no angle dependence to either the calculated 

tortuosity or flow resistivity. Comparisons of the acoustically and mechanically derived 

values of tortuosity and flow resistivity show reasonable agreement. 
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From the measurements taken at the site, a number of material properties have been 

determined using acoustic techniques and these can be seen in Table 8-19 and Table 8-20. 

The table also shows the values of the parameters measured using standard techniques. 

Soil Parameter Directly Measured Acoustically Derived 
.,- -_ Y I - I 

Flow Resistivity 

Permeability ( d s )  

. .  
(mks ra, _I, 

1 1  1983815 I5 40000 
~ 0000 - - 

6.76x10-'+ 8.10~10~' 4 . 4 2 ~  10~' 
. . _  

1 1  - 
I I L 1  ... I 4 a 1 x  I O  

ivlcj  

- ~ 

36.0 
I 

Porosity (%) 1 1  36.0 

I 2 1  ... I A 

Bulk Modulus 1 1  46.74 8 1.22 

I l  I L 1  

I I /  I I L 1  ... 

... I 411 x4  

Table 8-1 9. 

undertaken at the HMC Stone Lune Qucirry site. 

Soil Properties determined from ucorrstic-to-seismic coupling experimetirs 

Shear Modulus 1 
(MPa: ~ 

Soil Density (kg/m3) 1 
I 

5.62 13.37 

1505.3 1500 

I .^ - .  
. 

I 

Soil Parameter 

Table 8-20. Soil Properties determined from probe microphone experiments undertciken ut 

the HMC Stone Lune Quarry site. 

Directly Measured Acoustically Derived 

Both tables show a good correlation between the values of soil properties deduced from the 

acoustic measurements and the values gained from the standard testing procedures. 

However, it can be seen from Table 8-19 that the values derived using the resonant column 

apparatus of bulk and shear moduli are approximately half the size of the values derived 

from the acoustic-to-seismic coupling measurements. This is possibly due to the 

derivation of each value. 

The value derived from the acoustic-to-seismic coupling measurements is based 

The upon the relationship between p- and s-wave velocity and the elastic moduli. 
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velocities are an average over the whole layer depth of 0.90111, whereas the values derived 

from the resonant column test have been calculated from the line of best-fit of the plot of 

moduli against depth. The value given here is based upon a depth of 0.45m (half the layer 

depth). 

From the measurements undertaken at ARG test site and at HMC Stone Lane 

Quarry, it appears that under controlled conditions acoustic measurements, which include 

acoustic-to-seismic coupling ratio and probe microphone experiments, can be used with a 

reasonable degree of reliability for the determination of soil properties. 

The experimental techniques developed at the two sites should allow measurements 

to be taken in agricultural soils that will result in accurate and reliable soil property 

determination. This has been attempted in three agricultural soils found at Horticultural 

Research International, Wellesbourne and will be reported in Section 8.3. 

8.3 Horticultural Research International, Wellesbourne 

The site at HRI, Wellesbourne has been described in Section 4.1.3 of Chapter 4. Briefly, 

the site consisted of an artificial seedbed 6m wide by 26m length with three different soil 

types A, B and C in 2-m wide bands. As part of the HRI experiments, the area is 

permanently covered. This fact coupled with the dry summer of 1999 meant that at the 

time of the experiments the soils were very stiff and friable. Obtaining samples for 

laboratory measurement proved extremely difficult. As the material was very hard, it 

proved exceptionally problematical to remove and once removed the friability of the 

material meant that it invariably disintegrated. 

It was envisaged that this was a situation where the use of a non-invasive method of 

soil property determination would be extremely useful. 

8.3.1 Seismic Refraction Survey 

A P-wave survey was carried out on all three soils present at the site using the standard 

seismic refraction technique outlined in Chapter 7. The subsequent seismograms can be 

found in Appendix F. From the seismograms, first arrival picking was carried out to 
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produce the traveltime-distance plots seen in Figure 8-38, Figure 8-40 and Figure 8-42 for 

Soil A, B and C respectively. 

From Figure 8-38, the forward shot in Soil A, it can be seen that there are two 

distinct portions of the graph, indicating that there are two layers present. The plot of the 

reverse shot also shows the two distinct portions again suggesting the presence of more 

than one layer. Subsequent calculations of P-wave velocity are given in Table 8-21. 

Analysis of the time-distance plots show that two layers exist and that the boundary 

between the upper and lower layer is not parallel to the ground surface, but that a small 

degree of dip is present 

Layer 1 
VD W S )  I89 
Vs W S )  111 

V J V ,  0.59 
0.47 

-0.2 

(m) 
H,, ím) 0.41 

a ("1 

Layer 2 
450 

266 (assumed) 
0.59 (assumed) 

_. 

_. 

_ _  

Due to the constraints of the site, outlined in Chapter 4 and 7, the undertaking of a standard 

shear wave survey was not possible. The shear wave velocity of the upper layer was 

therefore determined using the technique developed in the Indoor tank and used at the 

ARG test site (Section 8.1.1). 

A line of seven horizontal component geophones was laid out close to the centre of 

the pit. An end geophone was then driven using a 500Hz five-cycle tone burst with the 

travel time to each further geophone noted. Two experiments were undertaken and the 

subsequent traveltime-distance plot can be seen in Figure 8-39 with the calculated mean 

shear wave velocity given in Table 8-21. 

The same technique was used to determine the shear wave velocity in Soil B and C. 

The results of these experiments can be seen in Figure 8-41 and Figure 8-43 respectively. 

Comparison of the calculated shear/compressional wave velocity ratio of 0.59 with 

Figure 8-3 shows this value to be roughly the figure given for consolidated rock. This 

value appears very high for an agricultural soil, although the in-situ condition of the soil at 

the site makes this value more plausible. 
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Figure 8-38. Truvel Time versus vertical component geophone position,for Soil A. 
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Figure 8-39. Truvel Time versus horizontal component geophone position for  Soil A. 
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Figure 8-40. Truvel Time versus vertical component geophone position for  Soil B. 
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Figure 8-41, Travel Time versus horizontal component geophone position Soil B. 
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Figure 8-42. Travel Time versus vertical component geophone position for Soil C, 

Figure 8-43. Travel Time versus horizontul component geophone position Soil C. 

375 



With the site permanently covered and the moisture content of the material low, the 

upper level of the soils at the time of the study were very stiff and this may explain the 

high shearkompressional wave velocity ratio. 

Due to the configuration of the shear wave experiment, the s-wave velocity of the 

lower layer could not be determined. Therefore, the shear wave velocity of the lower 

layer, has been calculated using the P-wave velocity and the shearkompressional wave 

velocity ratio of the upper layer. It is believed that this will provide an indicative value, 

Layer 1 

Calculations have also been made for the two remaining soils at the site. From the 

time-distance graphs, it again appears that there are two layers present in each soil. 

Calculations of P and S-wave velocities and layer depths for Soil B are given in Table 

8-22, whilst the calculation for Soil C can be found in Table 8-23. 

Layer 2 
VIJ W S )  

vs W S )  

vJv* 
(m) 

H., (4 
a ("1 

245 393 
145 232 (assumed) 
0.59 0.59 (assumed) 
0.45 .. 

0.35 _. 

-1.5 _ _  
Table 8-22. Layer properties of Soil B determined from the seismic refrcrction survey 

v!J W S )  

vs W S )  

vdv, 
bow" (m) 
H, ím) 

a ("1 

Layer 1 Layer 2 
261 400 
154 236 (assumed) . 

0.59 0.59 (assumed) 
0.47 _ _  
0.27 .. 

-1.5 _ _  

8.3.2 Acoustic-to-Seismic Coupling Ratio 

Acoustic-to-seismic coupling ratio measurements were undertaken on the three soils 

present at the site. For each measurement, concurrent meteorological data was taken and 

this has been given in Appendix F. In addition, in-situ sensor calibrations were undertaken 

to determine the sensitivities of the sensors used. 
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Geophone sensors were calibrated using the geophone “pinging” technique detailed 

previously, whilst the microphones were calibrated using a Briiel and Kjzr pistonphone. 

Example measurements of the acoustic-to-seismic coupling ratio in Soil A, together 

with the FFLAGS prediction have been given in Figure 8-44 and Figure 8-45. The plots 

show data taken using the loudspeaker at a range of 2.0m and 3.0m and with a source 

height of 0.45m. The parameters used to describe the ground in the model have been given 

in Table 8-24 

Frequency (Hz) 
Geophone 
Sensitivity (V/ 
d s )  (measured) 
Microphone 
Sensitivity (V / 
Pa) (measured) 

(R=2.0m) 23.0 
(R=3.0m) 22.0 

(R=2.0m) 13.4e.’ 
(R=3.0m) 13.4e.’ 
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Figure 8-44. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRlfor  Soil A (Range=2.0m, Hs=0.45m undfj=802Hz). 
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Figure 8-45. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction tuken 

at HRl for  Soil A (Range=3.0m, Hs=0.45m andfj=898Hz). 
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It can be seen from the two plots that a satisfactory agreement has been achieved 

between the data and predicted values, with the frequencies of all major and some minor 

peaks found. 

The extremely well compacted ground encountered at the site has enabled 

extremely good coupling between the geophone and the ground. This has resulted in a 

coupling resonant frequency, for the two measurements shown, of approximately 85OHz. 

It is likely that the higher coupling resonant frequency seen in the figures, results in the 

predictions matching the data to much higher frequencies than previously seen at either the 

ARG test site or at HMC Stone Lane Quarry. There are still a number of small minor 

peaks in both figures that have not been predicted, though it is likely that these are due to 

minor layering which has not be identified. 

Further example data together with FFLAGS predictions can be found in Appendix 

F. The data given in the appendix was taken using the loudspeaker at a range of 2.0m and 

3.0m and with a source height of 0.68m. The predicted soil properties for this data are 

shown in Table F-l and are in agreement with the corresponding values given in Table 

8-24. 

The values of wave velocities given in Table 8-24 show good agreement with those 

values derived using the seismic refraction method. Some difference is seen however, 

between the depth of the upper layer derived using the two techniques. The depth of the 

upper layer is approximately 15cm deeper using the acoustic-to-seismic coupling 

measurements and is deeper than the known value. 

The value of porosity used in the model was taken from the porosity calculated 

from the resonant column experiment, whilst the value of flow resistivity was based upon 

previously reported values that have been given in Chapter 4. All the values used to model 

the data are indicative of a material such as Soil A. 

Example measurements of the acoustic-to-seismic coupling ratio in Soil B, together 

with the FFLAGS prediction have been given in Figure 8-46 and Figure 8-47. The plots 

show data taken using the loudspeaker at a range of 2.0m and 3.0m and with a source 

height of 0.45111. The plots show a satisfactory agreement has been achieved between the 

measured coupling ratio and the predicted values. 
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Figure 8-46. Measured acoustic-io-seismic coupling ratio and FFLAGS prediction taken 

at HRI for Soil A (Range=2.0m, Hs=0.45m and f0=763Hz). 
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Figure 8-47. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRIfor Soil A (Range=3.Om, Hs=0.45m and f0=872Hz). 
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The parameters used to describe the ground in the model have been given in Table 

8-25. The values of wave velocities given in Table 8-25 show good agreement with those 

values derived using the seismic refraction method. Some difference is again seen 

however between the depth of the upper layer derived using the two techniques. 

Frequency range (Hz) 
Speed of sound in air 
Coupling (R=2.0m) 
Resonant (R=3.0m) 
Frequency (Hz) 
Geophone (R=2.0m) 
Sensitivity (V / (R=3.0m) 
m / s )  (measured) 
Microphone (R=2.0m) 
Sensitivity (V / (R=3.0m) 
Pa) (measured) 

100 - 1000 
344.0 
763 
882 

24.6 
25.1 

13.4e-' 
13.4e-' 

Table 8-25. Parameters used to predict the acoustic-to-seismic coupling ratio 

measurements taken in Soil B at HRI, Wellesbourne (source height=0.45m and 

range=2.0m, 3.0m). 

Porosities were again taken from the resonant column tests, with the flow resistivity taken 

from indicative values in Table 4-4 of Chapter 4 

The small magnitude difference seen in Figure 8-46 is most likely due to a differing 

geophone sensitivity, rather than a large variation in flow resistivity or porosity (the two 
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main controls on coupling magnitude), since the same values of flow resistivity and 

porosity were used in Figure 8-47 where the magnitude agreement is good. For all the 

measurements the data was reduced using the value of geophone sensitivity derived from 

geophone “pinging” experiments 

As stated when describing the “pinging” experiment, the in-situ sensitivity 

calculated gives an indication of the actual sensitivity of the geophone. It acts as 

confirmation that the amplitude measurements are within the accuracy of the “pinging”. 

The difference between the measurement and prediction shown are small enough to be 

assumed to be errors in geophone sensitivity. 

Further example data together with FFLAGS predictions can be found in Appendix 

F. The data given in the appendix was taken using the loudspeaker at a runge of 2.0m and 

3.0m and with a source height of 0.68m. The predicted soil properties for this data are 

shown in Table F-2 and are in agreement with the corresponding values given in Table 

8-25. 

Example measurements of the acoustic-to-seismic coupling ratio in Soil C, together 

with the FFLAGS prediction have been given in Figure 8-48 and Figure 8-49. The plots 

show data taken using the loudspeaker at a range of 2.0m and 3.0m and with a source 

height of 0.45m. The parameters used to describe the ground in the model have been given 

in Table 8-26. 

It can be seen from Figure 8-48 that a fair agreement has been found between the 

measured and predicted values of acoustic-to-seismic coupling ratio. However, variations 

can be seen between the two plots at the higher frequencies. The agreement is less close in 

Figure 8-49. It can be seen from this data that the major peak at approximately 200Hz is 

not predicted, with the nearest predicted peak being some 80Hz higher. This result is also 

seen in Figure F-12, the measurement at 3.0m and a source height of 0.68m 

It can be seen from Table 8-26 that for this measurement the coupling resonant 

frequency of the geophone was 505Hz. This value is approximately 250Hz lower than the 

value calculated for the measurement taken at a range of 2.0m. As stated previously, the 

material at the site at the time of the measurements was highly compacted and friable, 

containing many fissures. It is believed that for the measurements taken at 3.0m that the 

geophone was positioned in the ground, at the point where a fissure unseen from the 

surface was located. This may explain the relatively low coupling frequency and the 

unpredictable major peak in the data. 
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Figure 8-48. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRIfor Soil C (Range=2.0m, Hs=0.4Sm and fo=744Hz). 

Figure 8-49. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRI fo r  Soil C (Range=3.0m, Hs=0.45m and fo=50SHz). 
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Pa) (measured) I 
Tuhle 8-26. Parameters used to predict the acoustic-to-seisinic coupling ratio 

measurements taken in Soil C at HRi, Wellesbouine (source height=0.45in urd 

range=2. Om, 3. Om).  

The values of wave velocities given in Table 8-26 show good agreement with those 

values derived using the seismic refraction method, whilst again difference is seen between 

the depth of the upper layer derived using the two techniques. 

Further example data together with FFLL\GS predictions can be found in Appendix 

F. The data given in the appendix was taken using the loudspeaker at a range of 2.0m and 

3.0m and with a source height of 0.68m. The predicted soil properties for this data are 

shown in Table F-2 and are in agreement with the corresponding values given in Table 

8-26. 
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8.3.3 Probe Microphone 

Probe microphone measurements were undertaken on each of the three soils at the site. 

Measurements were taken using the loudspeaker at a grazing angle of 19" and at two 

positions in order to assess homogeneity. 

Analysis of the probe microphone measurements taken at the site showed that the 

Type-I1 wave was highly attenuated and did not appear to propagate further than 1-2cm 

into the ground. This can be observed in Figure 8-50 and Figure 8-51 which show the 

relative magnitude and phase difference between the probe microphone at various depths 

and a reference microphone situated at the surface of Soil B. 

From Figure 8-50 it can be seen that the magnitude difference between the 

measurement taken with the probe at lcm depth to 2cm is relatively small, whereas there is 

a considerably larger difference in magnitude between 2cm and 3cm depth. This is 

mirrored in the results for the phase difference shown in Figure 8-5 1. 

The figures show that the change in both magnitude and phase difference increases 

slightly with frequency between Icm and 2cm measurements, although the deeper 

measurements do not appear to follow this behaviour. This suggests that the attenuation 

and phase velocity increase with increasing frequency but remain constant with depth after 

approximately 2.0cm. This indicates that down to a depth of approximately I-2cin the 

Type I1 P-wave is predominant. After which, the Type-I wave is dominant. 

It appears therefore, that the Type-I1 wave is the dominant wave down to depth of 1 

to 2cm. Since, measurements were taken at these depths is it difficult to analyse the data 

based upon the assumption of predominance of Type-Ií wave energy. Also, calculations 

based on a Icm depth interval are much more susceptible to errors in probe depth 

determination, thus increasing the errors in the subsequent calculations. 

Similar results were produced for the measurements taken in Soil A and Soil C with 

the Type-I1 wave energy dissipating within 1 to 2cm. 

These results are comparable to those gained for the loam measured at NCPA and 

described in Chapter 6 .  This loam was similar in nature to the in-situ materials found at 

HRI. It appears that for the materials found at HRI (well compacted and having a high 

flow resistivity) that the probe microphone technique is not suitable for the determination 

of flow resistivity and tortuosity. 

385 



i o ,  i 

-0.0 

100 200 300 400 500 

Frequency (Hz) 

- 
I 

----"."'.'.. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Figure 8-50. 

depths and ci reference microphone sitirated at the sir face  of Soil B. 

Measured relative magnitude between the probe niicroiphone at various 

w -1.0 

5 
U 

a> 2 -1.5 
.K a 

-2.0 

-2.5 

-3 " ............. 

100 200 300 400 500 

Frequency (Hz) 

Figure 8-51. Measured phase difference between the probe microphone at various depths 

and a reference microphone situated at the su face  of Soil B. 
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8.3.4 Acoustically Induced Surface Waves 

Initial experiments undertaken at HMC Stone Lane Quarry using co-located vertical and 

horizontal component geophones showed that the presence of acoustically induced surface 

waves could be measured. In order to exploit the acoustically-induced surface waves 

produced a more systematic and detailed investigation was carried out at HRI, 

Wellesboume. 

Measurements were undertaken on Soil A using the technique outlined in Section 

7.3.6 and using the experimental configuration shown in Figure 7-19. The output signal 

was a pure tone sine wave, which was swept over the range IOOHz to 500Hz in 5Hz steps. 

Analysis of the data showed that for the majority of frequencies the most dominant wave 

type was a body wave, and that selective excitation of surface waves was not widespread. 

The selection of when surface waves were dominant was based upon the shape of the 

particle orbit. The frequencies at which surface waves were dominant were picked for 

later analysis. 

Figure 8-52 shows the results of the surface wave investigation in which the 

measured wavelength is plotted against (a) phase velocity and (b) idw. Generally, the 

longer the wavelength the larger becomes the phase velocity as shown in Figure 8-52a for 

wavelength longer that 0.30111. In this wavelength range, the Rayleigh wave can be 

considered to be normally dispersive in which the fundamental mode is generally 

dominant. However, this trend is reversed for the shortest wavelengths, probably 

reflecting higher modes of Rayleigh waves. It is known (Tokimatsu ef d., 1991), that the 

presence of stiff layers near the ground surface tend to induce higher modes of Rayleigh 

waves. which is considered to be the main cause of the above mentioned trend. 

Analysis of the particle orbit where the Rayleigh wave is seen to dominate shows 

that for the majority of wavelengths the particle motion is retrograde (although it can be 

seen that there are a number of frequencies at which the particle orbit is prograde). This is 

shown in Figure 8-52b. The difference in the pattern of particle orbits probably reflects 

small differences in the variation of soil stiffness with depth. 

The conversion of the field dispersion curve to a shear modulus-depth relationship 

was undertaken using the wavelength-depth technique, outlined in Chapter 3. Figure 8-53 

shows the calculated shear modulus-depth profile. The depth was determined using the A/ 
z = 3 relationship suggested by Gazetas (1982). 
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Figure 8-52. Observed dispersion curve and d w  for  Soil A. 

Figure 8-53. Calculated shear modulus-depth profile for  Soil A. 



It can be seen from the figure that there is a change in the profile close to 0.30m, which 

may indicate the boundary between the upper and lower soil layers found using the seismic 

refraction and acoustic-to-seismic coupling ratio measurements 

8.3.5 Conclusions 

Experiments were undertaken at HRI, Wellesbourne, in order to assess the suitability of the 

measurement techniques and soil deduction algorithms developed for the determination of 

the bulk properties of near-surface soils. 

Experiments consisted of acoustic-to-seismic coupling ratio measurements and 

probe microphone measurements. As stated previously, at the time of the experiments the 

soils were extremely well consolidated and extremely friable. It proved exceptionally 

problematical to obtain undisturbed samples, since once removed the friability of the 

material meant that it invariably disintegrated. Therefore, obtaining samples for laboratory 

measurement proved extremely difficult. This meant that standard laboratory tests such as 

the airflow test to measure flow resistivity could not be carried out, since an adequate test 

sample could not be extracted. 

It was envisaged that this was a situation where the use of a non-invasive method of 

soil property determination would be extremely useful. 

The well compacted nature of the ground, and its consequently high flow resistivity 

meant that the probe microphone measurement technique proved unsuitable. This was due 

to the fact that the Type-I1 Biot wave, which forms the basis of the measurement 

technique, was highly attenuated and only dominant in the top i to 2cm of the soils. 

Acoustic-to-seismic coupling ratio measurements, however, produced reasonable 

results. The well compacted nature of the soils increased the overall bandwidth of the 

geophones with measured coupling resonant frequencies for the sensors being 

approximately 700- 10ûûHz. These values are some 300-400Hz high than those previously 

seen in the unconsolidated materials found at the ARG test site and at HMC Stone Lane 

Quarry. 

The increased reliable bandwidth of the geophones is reflected in the increased 

agreement between the measurements and the FFLAGS predictions to the higher 

frequencies, which improves the accuracy of the predicted values. 
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From the measurements taken at the site a number of material properties have been 

determined using acoustic techniques for the three soils. These can be seen in Table 8-27, 

Table 8-28 and Table 8-29 which give the results for Soil A, Soil B and Soil C 

respectively. The table also shows parameters measured using standard techniques. 

Soil Parameter Directly Measured 
Number of Layers 2 

Layer Thickness (m) 1 0.20-0.40 
... 2 
... Flow Resistivity 1 

(mks rayls) 2 ... 

Porosity (%) 1 0.18 
... 2 

Table 8-27. 

undertaken on Soil A at HRI. 

Soil Properties determined from acoustic-to-seisiiiic coupling experiments 

Acoustically Derived 
2 

0.59 
1.45 

475000 
475000 

0.18 
o IX 

Bulk Modulus 
í M W  
Shear Modulus 
íMPa) 
Soil Density (kg/m3) 

~ 

1 102.9 77.2 
188.1 2 

1 40.8 43.5 
116.4 2 

1 2040.2 2000 
2200 2 

... 

._. 

... 

Table 8-28. 

undertaken on Soil B ut HRI 

Soil Properties determined from acoustic-to-seismic coupling experiments 

Due to the nature of the ground, few standard tests were able to be undertaken. However, 

the tables show a good correlation between the values of soil properties deduced from the 
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acoustic measurements and the values gained from the standard testing procedures that 

were undertaken. 

It can be seen from Table 8-27 and Table 8-29 that the values derived using the 

resonant column apparatus for shear moduli are approximately a third of the value derived 

from the acoustic-to-seismic coupling measurements. This is possibly due to the 

derivation of each value and the reliability of the resonant column data for these two soils. 

Table 8-29. 

iindertaken on Soil C at HRI. 

Soil Properties determined from acoustic-to-seismic coupling experiments 

The value derived from the acoustic-to-seismic coupling measurements is based upon the 

relationship between p- and s-wave velocity and the elastic moduli. The velocities are an 

average over the whole layer depth of 0.55m, whereas the values derived from the resonant 

column test have been calculated from the line of best-fit of the plot of moduli against 

depth. The value given here is based upon a depth of 0.30m (half the layer depth). 

It can also be noted from the results of the resonant column test, given in Chapter 4, 

that for Soil A and Soil C, the bulk modulus could not be calculated, since the measured 

values of Young’s modulus was three times greater than the shear modulus. This 

discrepancy may be due to errors in the experiment that would produce an incorrect value 

of shear modulus. It is likely that the errors in the resonant column experiment were due to 

unseen discontinuities in the test sample. 
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Comparison of the values of bulk and shear moduli for Soil B determined using the 

resonant column test and the values determined from the acoustic-to-seismic coupling 

measurements show a reasonable agreement. 

~~ 

Soil Layer Depth (m) 
Physical Seismic Refraction Acoustic-to-Seismic 

Measurement Survey Coupling 
A 0.20 - 0.40 0.41 - 0.47 0.55 - 0.60 
B 0.20 - 0.40 0.35 - 0.45 0.58 - 0.60 
C 0.20 - 0.40 0.27 - 0.47 0.55 

Some differences can be seen between the measured and acoustically deduced layer 

depths. A comparison of the measured layer depth with the values derived from the 

seismic refraction survey and the acoustic-to-seismic coupling ratio measurements can be 

seen in Table 8-30. 

Trrhle 8-30. A comparison of the measured layer depth with the values derived from the 

seismic refruction sun'ey und the acoustic-to-seismic coupling ratio nieiiSLirei7ieiit.s. 

At the time of construction of the experimental site, it is believed that the three soils were 

between 0.20 and 0.40111 deep (Finch-Savage, pers. cornm.). Calculations based upon the 

seismic refraction survey gave the layer depths to be close to these values. However, the 

values determined from the acoustic-to-seismic coupling measurements indicate that the 

soils are some 0.10 to 0.15m deeper. Due to the sensitivity of the FFLAGS predictions to 

the layer depth, it is believed that the variation in layer depth seen must be a physical 

phenomenon and that the layer depth reported (Finch-Savage, pers. comm.) may be in 

error. However, as the author was not present at the time of construction of the site, this 

cannot be substantiated. 

Since flow resistivity measurements could not be taken on the three soils and the 

probe microphone measurements did not prove successful, values of flow resistivity used 

in the predictions were based upon previously published values. The values used however, 

produced results which suggested that they were probably indicative of the actual values. 

The surface wave measurements have shown the difficulty of selective excitation of 

acoustically induced surface waves. Changes in the input frequency of 10Hz can produce 

vastly differing particle orbits at the sensors. However, the results show that reasonable 

results can be gained using the Spectral Analysis of Surface Waves (SASW) method that 

has been modified for use with an acoustic source. 
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The results gained for the variation of shear modulus with depth show a tolerable 

agreement for the results achieved with the resonant column test. Values of shear 

modulus, calculated using the SASW technique, close to the surface are roughly 20- 

30MPa. This is a similar value to that derived from the acoustic-to-seismic coupling ratio 

measurements. Shear modulus calculated from the resonant column test is close to 10MPa 

at the surface, However, as discussed previously, there is some doubt over the calculated 

value of the elastic moduli at small effective stresses. 

The accuracy in the inversion of the field dispersion curve may be enhanced using 

more sophisticated techniques than the wavelength-depth method. This can include the use 

of Haskell-Thompson matrix techniques or finite element approaches. 

The advantages of the SASW method over the acoustic-to-seismic coupling 

determination of the shear modulus-depth profile, is that in the acoustic-to-seismic 

coupling ratio technique the shear modulus is calculated over the whole of the ground 

layer, whereas in the SASW method a continuous profile can be gained. The increment of 

profile is governed by the input signal increment. 

The maximum depth of investigation of a Rayleigh wave survey depends on the 

lowest frequency generated by the source and the stiffness of the ground. The nature of the 

investigations undertaken as part of this project means that only the upper 2-3m of the 

ground is of interest. This means that for most materials frequencies of 50Hz and greater 

are required, well within the range of loudspeakers. 

Overall, the site highlighted the advantages and disadvantages of the measurement 

techniques developed. The site showed the limitations of the probe microphone technique 

in high flow resistivity, highly compacted materials where the Type-LI wave is extremely 

attenuated. 

However, the site did highlight the advantages of non-invasive soil property 

determination techniques where removal of undisturbed samples of the in-situ material 

proves difficult. The acoustic-to-seismic coupling measurements proved successful in 

determining the ground layer structure and the seismic wave velocities, which were 

subsequently used for the determination of elastic moduli. The measurements also gave 

reasonable values for the structural properties of the materials, namely the porosity and 

flow resistivity. 
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Chapter 9 

Conclusions and Recommendations for Further Work 

9 Conclusions 

An investigation has been made into whether the phenomenon of acoustic-to-seismic 

coupling can he exploited for the determination of soil properties. Theoretical models have 

been examined that allow the prediction of acoustically induced ground motion. A number 

of different experimental techniques based upon the measurements of induced wave types 

in the ground have been developed which allow the deduction of the bulk properties of 

near surface sediments. 

Although the project concentrated primarily upon the development of experimental 

techniques from which soil properties could be determined, four models have been 

examined that can be used for the prediction of acoustically induced ground motion. These 

ranged from simplistic models based on plane waves and non-porous elastic layer 

resonances to full-wave propagation in layered porous and elastic solids. 

Comparisons with previously published data show that those models based upon 

full-wave propagation give a more accurate description of the acoustic-to-seismic coupling 

ratio. Additionally, it has been shown that both full-wave propagation models based either 

upon elastic porous media or upon elastic media predict the same values of extrema in the 

coupling spectrum. 

The magnitude of the coupling ratio predicted by the porous elastic model has been 

found to be dependent upon the ground parameters (porosity and flow resistivity) and upon 

the value of attenuation of the compressional and shear waves. Alteration of the value of 

attenuation input into either model allows agreement in the magnitude of the coupling ratio 

between the two models. 

It has been concluded that the model hased upon poroelastic theory is the more 

complete model. Using predictions of excess attenuation, it has been shown that the 

porous elastic theory can be used above rigid porous and elastic grounds as well as porous 

elastic media. Although the elastic theory can be used to model porous elastic ground, it 
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obviously cannot be used in rigid porous grounds, as by definition the two are mutually 

exclusive. Therefore, predictions of acoustically induced ground motion used throughout 

the project have used poroelastic theory. 

Numerical comparisons of predictions of spherical wave and plane wave 

approximations of the porous elastic model show that close to the air-ground boundary 

predictions of acoustic-to-seismic coupling ratio are significantly different. The major 

differences are seen at lower frequencies, below 150Hz, where peaks in the coupling ratio, 

most likely attributed to the presence of acoustically induced interface waves, are not 

predicted by the plane wave solution. 

Since pari of the experimental portion of the project was the measurement of 

acoustically induced surface waves, the full spherical wave solution of the poroelastic 

model has been used. This has been achieved through use of the FFLAGS computer 

program, which is based upon a global matrix Fast Field method. 

The poroelastic model of acoustic and seismic wave propagation predicts the 

existence of two dilatational waves (referred to as Type-I and Type-II P-wave) and one 

rotational wave, or S-wave. The Type-I P-wave and the S-wave are most sensitive to the 

macroscopic elastic properties of the frame, such as the bulk and shear moduli. The Type- 

I1 wave is most sensitive to the structural properties of the frame, such as the permeability 

and tortuosity. 

Measurements of the three waves predicted by poroelastic theory have been made 

under laboratory conditions on two artificial soils. A loudspeaker source has been used for 

the preferential excitation of the Type I1 P-wave. A specially constructed probe 

microphone has allowed the measurement of the Type-II wave from which the flow 

resistivity and tortuosity of the material may be determined using a rigid frame model 

However, care must be taken in very high flow resistivity materials where high 

type-I1 P-wave attenuations occur and in fine grained materials which may block the holes 

in the probe end. The probe microphone measurements also showed that there is a need 

for speaker angle correction to be used in calculating the tortuosity, although no correction 

is necessary for the calculation of flow resistivity. 

Preferential excitement of the Type-I P-wave has been accomplished using a 

mechanical shaker, whilst deduction of elastic moduli has been made from signals received 

at buried geophones. Measurements using a loudspeaker source in conjunction with the 

geophone receivers have shown a reasonable agreement for values of the elastic moduli. 
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It has also been shown that in a high flow resistivity soil, microphone signals 

include Type-I P-wave energy and that the acoustically deduced soil properties are 

consistent with mechanically derived values. 

A systematic investigation of outdoors measurement of the acoustic-to-seismic 

coupling ratio has been made. From the measurements, it has been found that the 

geophone-ground coupling has a great effect upon the measured coupling ratio. Studies of 

geophone ground coupling have shown that there is a bandwidth over which the geophone 

accurately follows the ground motion, whose lower end is the natural frequency of the 

geophone and whose upper limit is the coupling resonant frequency. 

The coupling resonant frequency is independent of the natural frequency of the 

geophone but has been shown to be dependent upon the compaction of the soil into which 

the geophone is coupled. In-situ calibration methods have been developed to overcome 

this problem. Geophone “pinging” allows the determination of the coupling resonant 

frequency as well as giving an indication of the in-situ sensitivity of the geophone. This 

sensitivity is required for the conversion of the geophone output to real world units before 

a comparison of the data with a prediction can be made 

In an effort to overcome this problem of sensor coupling with the ground, the use of 

a Laser Doppler Vibrometer has been proposed to provide a completely non-invasive 

method of measuring motion in soils. This technique has been previously shown to work 

in consolidated soils. Measurements in unconsolidated soils have shown that poor specular 

reflection is achieved, resulting in an inaccurate measurement of the induced ground 

motion. 

A solution to this difficulty has been suggested using small cylinders that can be 

pushed into the ground. The cylinders used have a density similar to the density of the soil 

into which they are placed. This appears to reduce the effect of the coupling resonant 

frequency seen in the geophone sensors. The flat surface of the cylinder can be treated to 

provide a specularly reflective surface. 

Measurements of acoustic-to-seismic coupling ratio have been made in several 

controlled environments. Through the use of the in-situ geophone calibration technique 

and prior knowledge of the ground properties, good agreement has been found between the 

measurements and theoretical predictions, using a modified Biot-Sto11 formulation in a 

global matrix FFP calculation (FFLAGS). The model can be used to predict values of flow 

resistivity, porosity, bulk and shear moduli and layer depths. 
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Having developed procedures that exploit acoustic-to-seismic coupling data and 

models to determine soil properties, an investigation was undertaken to measure the soil 

properties of well compacted, friable agricultural soils where more standard investigation 

techniques have proved unsuitable. 

The results from the site showed that the acoustic-to-seismic coupling ratio 

measurements provided reasonable values for the properties of the three soils. The site 

highlights a disadvantage of the probe microphone technique in that, as the soil was well 

compacted and had such a high flow resistivity, the Type-II wave energy had attenuated 

within the top 1 to 2cm. 

Acoustically induced surface waves were seen in measurements taken in an 

unconsolidated sand. A more thorough investigation into the measurement of surface 

waves was undertaken based upon the Spectral Analysis of Surface Waves. The results 

gave a shear modulus-depth profile that was comparable with values gained from the 

resonant column experiment undertaken in the laboratory 

The advantages of the SASW method over the acoustic-to-seismic coupling 

determination of the shear modulus-depth profile, is that in the acoustic-to-seismic 

coupling ratio technique the shear modulus is calculated over the whole of the ground 

layer, whereas in the SASW method a continuous profile can be gained. The increment of 

profile is governed by the input signal increment. 

The maximum depth of investigation of a Rayleigh wave survey depends on the 

lowest frequency generated by the source and the stiffness of the ground. The nature of the 

investigations undertaken as part of this project means that only the upper 2-3m of the 

ground is of interest. This means that for most materials frequencies of 50Hz and greater 

are required, well within the range of loudspeakers. 

9.1 Recommendations for Further Work 

From this research, there are a number of areas where further investigation must be 

undertaken if acoustic-to-seismic coupling measurements are to be used as a standard 

technique for the determination of soil properties. 

The study made of the theoretical models highlighted the similarity between the 

prediction of acoustic-to-seismic coupling ratio made using elastic and poroelastic models. 
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It appears that the influence of the pores, introduced into the poroelastic theory, does not 

appear to have as great an impact on the coupling ratio as previously thought. 

It would appear therefore that a thorough numerical investigation needs to be made 

to compare and contrast the two models. Predictions shown in Chapter 2 suggest that the 

greatest divergence between the two models occurs at short ranges (less than 5m) and with 

shallow grazing angles. A numerical search should be undertaken to highlight further 

source and receiver configurations, ground properties and ground layer profiles where the 

two models diverge. 

From the indoor tank experiments, it is clear that the measurement of the wave 

attenuation requires further improvement and that the use of the measured attenuation 

required further theoretical implementation. From the probe microphone measurements it 

appears that the Vertical Seismic Profiling (VSP) technique used widely in seismic 

investigations could be modified for use with the probe microphone. The VSP technique is 

predominantly used in borehole geophysics to assess the ground properties ahead of the 

drill-bit and to assess the anisotropy of the ground. 

Although it has been shown that acoustic-to-seismic coupling ratio measurements 

can be used with reasonable confidence to determine soil properties, the range of materials 

tested was limited. It would therefore be necessary to undertake measurements in more 

typical agricultural soils before the technique could be used in a more widespread manner. 

This also applies to the measurements of the acoustically induced surface waves. A 

more thorough investigation is necessary to distinguish the most effective distances 

between the loudspeaker and the geophones and between the geophones themselves. Of 

prime importance to the use of acoustically induced surface waves, is the need for a 

numerical model for the prediction of surface waves in porous elastic media. 
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Appendix A 

A Brief Note on the Fundamentals of FFT-Based Signal Analysis and 
Measurement, with specific relation to Labview. 

A Introduction 

The Fast Fourier Transform (FFï) and the power spectrum in Labview are powerful tools 

for analysing and measuring signals from plug-in data acquisition (DAQ) boards. For 

example, you can effectively acquire time-domain signals, measure the frequency content, 

and convert the results to real-world units and displays as shown on traditional bench-top 

spectrum and network analysers. By using plug-in DAQ boards, you can build a lower cost 

measurement system as well as avoid the communication overhead of working with a 

stand-alone instrument. Plus, you have the flexibility of configuring your measurement 

processing to meet your needs. 

To perform FFT-based measurement, however, you need to understand the 

fundamental issues and computations involved. This brief note describes some of the basic 

signal analysis computations, discusses antialiasing and acquisition front ends for FFT 

based signal analysis, explains how to use windows correctly, explains some computations 

performed on the spectrum, and shows you how to use FFTbased functions for network 

measurement. 

The basic functions in labview for FFT-based signal analysis are the FFT, the 

Power Spectrum, and the Cross Power Spectrum. Using these functions as building blocks, 

you can create additional measurement functions such as transfer, impulse response, 

coherence, amplitude spectrum, and phase spectrum function. 

FFTs and the power spectrum are useful for measuring the frequency content of 

stationary or transient signals. FFTs produce the average frequency content of a signal over 

the entire time that the signal was acquired. For this reason, you should use FFïs  for 

stationary signal analysis or in cases where you need only the average energy at each 

frequency line. For measuring frequency information that is changing over time, use joint 

time-frequency functions such as the Gabor Spectrogram. 
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This note also describes other issues critical to FFT-based measurement such as the 

characteristics of your signal acquisition front end, the necessity of using windows, the 

effect of using windows on your measurement, and measuring noise versus discrete 

frequency coinponents. 

A.1 Basic Signal Analysis Computations 

The hasic computations for analysing signals include converting from a two-sided power 

spectrum to u single-sided power spectmm, adjusting frequency resolution and graphing 

the spectrum, using the FFT, and converting power and amplitude into logarithmic units. 

The power spectmm in Labview returns an array containing the two-sided power 

spectrum of a time-domain signal. The array values are proportional to amplitude squared 

of each frequency component making up the time-domain signal. A plot of the two-sided 

power spectrum shows negative and positive frequency components at a height 

4 

where Ak is the peak amplitude of the sinusoidal component at frequency k. The DC 

component has a height of A: where Ao is the amplitude of the DC component in the 

signal. 

Figure I shows the power spectrum result from a time-domain signal consisting of 

a 3Vrms sine wave a t 128 Hz, a 3Vrms sine wave at 256Hz, and a DC component of 2 V 

DC. A 3Vrms sine wave has a peak voltage of 3.0 d2 or about 4.2426 V. The power 

spectrum is computed from the basic FFT function. You will see the exact formula in the 

Computations Using the FFT section later in this note. 
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Figure 1. The TwAided Power SpecmUn of a Signal 

A.2 Converting from a Two-sided Power Spectrum to a Single-Sided 
Power Spectrum 

Most red-world frequency analysis instruments display only the positive half of the 

frequency spectrum because the spectrum of a real-world signal is symmetrical around DC. 

Thus, the negative frequency information is redundant. The two-sided results from the 

analysis functions in Labview, include the positive half of the spectrum followed by the 

negative half of the spectrum, as shown in Figure 1. 

In a two-sided spectrum, for each frequency other than DC, half of the energy is 

displayed at the positive frequency, and half of the energy is displayed at the negative 

frequency. Therefore, to convert from a two-sided spectrum to a single-sided spectrum, 

discard the second half of the array and multiply every frequency point except for DC by 

two. (This equation assumes that N, the number of points, is even). 

G,, (i) = SAA(i), i = O  (DC) 

GAA(i) = 2*S, (i), i = 1 to N /2 -1 

where SA, (i) is the two-sided power spectrum, G,, (i) is the single-sided power spectrum, 

and N is the length of the two-sided power spectrum. The remainder of the two-sided 

power spectrum SA,, ( N/2 through N -l),is discarded. 

The non-DC values in the single-sided spectrum are then at a height of 
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This is equivalent to: 

where 

is the root mean square (rms) amplitude of the sinusoidal component at frequency k. Thus, 

the units of a power spectrum are often referred to as quantity squared rms, where quantity 

is the unit of the time-domain signal. For example, the single-sided power spectrum of a 

voltage waveform will be in volts squared rms. 

Figure 2 shows the single-sided spectrum of the signal whose two-sided spectrum is 

shown in Figure 1 

2 Vrms 

Figure 2. The Single-Sided Powcr Spcclnim oí thc Signal Shown in 1:igure 1 
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A.3 Adjusting Frequency Resolution and Graphing the Spectrum 

Figures 1 and 2 show power versus frequency for a time-domain signal. The frequency 

range and resolution on the x-axis of a spectrum plot depend on the sampling rate and the 

number of points acquired. The number of frequency points or lines in Figure 2 equals 

N I 2  

where N is the number of points in the acquired time-domain signal. The first frequency 

line is at O Hz, that is, DC. The last frequency line is at 

Fs Fs 
2 N  

where Fs is the frequency at which the acquired time-domain signal was sampled. The 

frequency lines occur at Af intervals where 

Frequency lines can also be referred to as frequency bins or FFT bins because you can 

think of an FIT as a set of parallel filters of bandwidth Af centred at each frequency 

increment from 

Fs Fs 
2 N  

DC to - -- 

Alternatively you can compute Af as 

where At is the sampling period. Thus N * At is the length of the time record containing the 

acquired time-domain signal. The signal in Figures 1 and 2 contains I ,024 points sampled 

at 1 .O24 !diz, to yield f = 1 Hz, and a frequency range from DC to 51 i Hz. 

The computations for the frequency axis demonstrate that your sampling frequency 

determines the frequency range or bandwidth of your spectrum, and that for a given 

sampling frequency, the number of points acquired in the time-domain signal record 

determine your resolution frequency. To increase your frequency resolution for a given 

frequency range, increase the number of points acquired at the same sampling frequency. 

For example, acquiring 2,048 points at 1.024 kHz would have yielded Af = 0.5 Hz with 
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frequency range 0 to 51 1.5 Hz. Alternatively, if the sampling rate had been 10.24 kHz with 

1,024 points, Af would have been 10 Hz with frequency range from 0 to 5.1 1 kHz. 

A.4 Computations Using the FFT 

The power spectrum shows power as the mean squared amplitude at each frequency line, 

but includes no phase information. Because the power spectrum loses phase information, 

you may want to use the FFi to view both the frequency and the phase information of a 

signal. 

The phase information the FFT yields is the phase relative to the start of the time- 

domain signal. For this reason, you must trigger from the same point in the signal to obtain 

consistent phase readings. A sine wave will show a phase of -90" at the sine wave 

frequency. A cosine will show a O" phase. In many cases, your concern is the relative 

phases between components, or the phase difference between two signals acquired 

simultaneously. You can view the phase difference between two signals by using some of 

the advanced FFT functions described in the FFl-Based Network Measurement section of 

this note. 

The FFT in Labview returns a two-sided spectrum in complex form (real and 

imaginary parts), which you must scale and convert to polar form to obtain magnitude and 

phase. The frequency axis is identical to that of the two-sided power spectrum. The 

amplitude of the FFT is related to the number of points in the time-domain signal. Use the 

following equation to compute the amplitude and phase versus frequency from the F F ï .  

Magnitude[FFï(A)J 
N 

Amplitude spectrum in quantity peak= 

- - ireal[FFT(A)1]2 + [Imag[FFT(A)]J2 r'2 
N 
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where arctangent function here returns the value of phase between -n and +n, a full range 

of 2rrradians. Using the rectangular to polar conversion function to convert the complex 

array. 

to its magnitude (r) and phase (0) is equivalent to using the preceding formulas, 

The two-sided amplitude spectrum actually shows half of the peak amplitude at the 

positive and negative frequencies. To convert to the single-sided form, multiply each 

frequency other than DC by two, and discard the second half of the array. The units of the 

single-sided amplitude spectrum are then in quantity peak and give the peak amplitude of 

each sinusoidal component making up the time-domain signal. For the single-sided phase 

spectrum, simply discard the second half of the array. 

To view the amplitude spectrum in volts (or another quantity) rms, divide the non- 

DC components by the square root of 2 after converting the spectrum to the single-sided 

form. Because the non-DC components were multiplied by two to convert from two-sided 

to single-sided form, you can calculate the rms amplitude spectrum directly from the two- 

sided amplitude spectrum by multiplying the non-DC components by the square root of 

two and discarding the second half of the array. The following equations show the entire 

computation from a two-sided FFï to a single-sided amplitude spectrum. 

Magnitude[FFï(A)] 
N 

Amplitude spectrum in VMS = 2”’ * For i = I to (N/2)-1 

Magnitude[FFï(A)] 
N 

For i = O(DC) - - 

where i is the frequency line number(index array) of the FFT of A. The magnitude in volts 

rms gives the rms voltage of each sinusoidal component of the time-domain signal. To 

view the phase spectrum in degrees, use the following equation. 

Phase spectrum in degrees = - * Phase FFï(A) 
180 
7r 

The amplitude spectrum is closely related to the power spectrum. You can compute the 

single-sided power spectrum by squaring the single-sided rms amplitude spectrum. 

Conversely, you can compute the amplitude spectrum by taking the square root of the 
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power spectrum. In Labview, the two-sided power spectrum is actually computed from the 

FIT as follows. 

FFï(A) * FFT'(A) 
N 

Power Spectrum S A A ( ~ )  = 

where FFT * (A) denotes the complex conjugate of FFT(A). To form the complex 

conjugate, the imaginary pari of FFT(A) is negated. 

Be aware that the speed of the power spectrum and the FFT computation depend on 

the number of points acquired. If N is a power of 2, Labview uses the efficient FFT 

algorithm. Otherwise, Labview actually uses the discrete Fourier transform (DFT), which 

takes considerably longer. Typical bench-top instruments use FFTs of 1,024 and 2,048 

points. 

So far, you have looked at display units of volts peak, volts rms, and volts rms 

squared, which is equivalent to mean-square volts. In some spectrum displays, the rms 

qualifier is dropped for Vrms, in which case V implies Vrms, and V 2 implies Vrms 2, or 

mean-square volts. 

A S  Converting to Logarithmic Units 

Most often, aniplitude or power spectrums are shown in the logarithmic unit decibel (dB). 

Using this unit of measure, it is easy to view wide dynamic ranges; that is, it is easy to see 

small signal components in the presence of large ones. The decibel is a unit of ratio and is 

computed as follows. 

Measured Power 
Reference Power 

Power in dB = lOLog,, 

Use the following equation to compute the ratio in decibels from amplitude values. 

Measured Amplitude 
Reference Amplitude 

Amplitude in dB = 2OLog,, 

When using amplitude or power as the amplitude-squared of the same signal, the resultant 

decibel levei will he exactly the same. Multiplying the decibel ratio by two is equivalent to 

having a squared ratio. Therefore, you obtain the same decibel level and display regardless 

of whether you use the amplitude or power spectrum. 
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As shown in the preceding equations for power and amplitude, you must supply a 

reference for a measure in decibels. This reference then corresponds to the O dB level, 

Several conventions are used. A common convention is to use the reference 1 Vrms for 

amplitude or 1 Vrms squared for power, yielding a unit in dBV or dBVrms. In this case, 1 

Vrms corresponds to O dB. Another common form of dB is dBm, which corresponds to a 

reference of 1 mW into a load of 5OQ for radio frequencies where 0 dB is 0.22 Vrms, or 

600Q for audio frequencies where O dB is 0.78 Vrms. 

A.6 Antialiasing and Acquisition Front Ends for FFT-Based Signal 
Analysis 

FFT-based measurement requires digitisation of a continuous signal. According to the 

Nyquist Criterion, the sampling frequency, Fs , must be at least twice the maximum 

frequency component in the signal. If this criterion is violated, a phenomenon known as 

aliasing occurs. Figure 3 shows an adequately sampled signal and an undersampled signal. 

In the undersampled case, the result is an aliased signal that appears to be at a lower 

frequency than the actual signal. 

Adequately sampled signal I 

Aliased signal due to undersampling I 
~ 

Figure 3. Adequate aid Iiiadequate Signal Sampling 

When the Nyquist Criterion is violated, frequency components above half the sampling 

frequency appear as frequency components below half the sampling frequency. 
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Fs/2 < f u  < F, 

Appear as the frequency F, - fo 

Figure 4, show the alias frequencies that appear when the signal with real components 25, 

70, 160 and 510Hz is sampled at 100Hz. Alias frequencies occur at IO,  30 and 40 Hz. 

Before a signal is digitised, you can prevent aliasing by using antialiasing filters to 

attenuate the frequency components at and above half the sampling frequency to a level 

below the dynamic range of the digitizer (analog-to-digital converter). For example, if the 

digitizer has a full-scale range of 80dB, frequency components at and above half the 

sampling frequency must be attenuated to 80dB below full scale. 

r 

+re 5.  Bandwidth of the AT-AZ150 Input Versus Frequency, Nomialized to Sampling Kate 
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These higher frequency components, then, will not interfere with the measurement. If you 

know that the frequency bandwidth of the signal being measured is lower than half of the 

sampling frequency, you can choose not to use an antialiasing filter. Figure 5 shows the 

input bandwidth of the National Instruments AT-A2 150 board, which has antialiasing 

filters, and how an input signal at or above half of the sampling frequency will be severely 

attenuated. 

A. 7 Limitations of the Acquisition Front End 

In addition to reducing frequency components above half of the sampling frequency, the 

acquisition front end you are using will introduce some bandwidth limitations below half 

of the sampling frequency. To eliminate signals at or above half of the sampling rate to less 

than the measurement range, antialiasing filters start to attenuate frequencies at some point 

below half the sampling rate. Because these filters attenuate the highest frequency portion 

of your spectrum, you may want to limit your plot to the bandwidth you consider valid for 

your measurement. 

For example, in the case of the AT-A2150 sample shown in Figure 5, amplitude 

flatness is maintained to within * 0.025 dß, at up to 0.416 of the sampling frequency, and 

then the input gain starts to attenuate. The -3 dB point (or half-power bandwidth) of the 

input occurs at 0.45 of the input spectrum. Therefore, instead of showing the input 

spectrum all the way out to half the sampling frequency, you may want to show only 0.416 

or 0.45 of the input spectrum. To do this, multiply the number of points acquired by 0.416 

or 0.45, respectively, to compute the number of frequency lines to display. 

The characteristics of your signal acquisition front end affect your measurement. 

The National Instruments AT-A2150 board is an excellent acquisition front end for 

performing FFT-based signal analysis measurements. This board use delta-sigma 

modulation technology, which yields excellent amplitude flatness, high-performance 

antialiasing filters, and wide dynamic range as shown in Figure 5. The input channels are 

also simultaneously sampled for good niultichannel measurement performance. 

At a sampling frequency of 51.2 kHz, this board can perform frequency measurements in 

the range of DC to 23 kHz (the -3 d ß  bandwidth). Amplitude flatness is k0.025 dß 

maximum (&O1 dB typical) from DC to 21.3 kHz. This frequency range excludes the 
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NB-A2100, which is limited to a 20 kHz M.025 dB bandwidth and 21.6 kHz -3dB 

bandwidth with its maximum sampling rate of 48 kHz. 

A.8 Calculating the Measurement Bandwidth or Number of Lines for  a 
Given Sampling Frequency 

The AT-A2 150 dynamic signal acquisition board has antialiasing filters built into the 

digitisation process. In addition, the cutoff filter frequency scales with the sampling rate to 

meet the Nyquist criterion as shown in Figure 5. The very fast cutoff of the antialiasing 

filters on the board means that the number of useful frequency lines in a 1,024-point FFI- 

based spectrum is 425 lines for k0.025 dB amplitude flatness and 460 lines for -3 dB 

amplitude flatness. 

To calculate the measurement bandwidth for a given sampling frequency, multiply 

the sampling frequency by 0.416 for the k0.025 dB flatness, and by 0.45 for the -3 dB 

bandwidth. Also, the larger the FIT, the larger the number of frequency lines. A 2,048- 

point F F i  will yield twice the number of lines listed above. Contrast this with typical 

benchtop instruments, which have 400 or 800 useful lines for a 1,024- point or 2,048-point 

FFï,  respectihely, and a flatness of k0.025 dB. 

A.9 Dynamic Range Specifications 

The signal-to-noise ratio (SNR) of the AT-A2150 is 93 dB. SNR is defined as 

where VS and Vn are the rms amplitudes of the signal and noise, respectively. A bandwidth 

is usually given for SNR. In this case, the bandwidth is the frequency range of the board 

input, which is related to the sampling rate as shown in Figure 5. The 93 dB SNR means 

that you can detect the frequency components of a signal that is up to 93 dB below the full- 

scale range of the board. This is possible because the total input noise level caused by the 

acquisition front end is 93 dB below the full-scale input range of the board. 
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If the signal you are monitoring is a narrowband signal (that is, the signal energy is 

concentrated in a narrow band of frequencies), you will probably be able to detect an even 

lower level signal than 93 dB. This is possible because the noise energy of the board is 

spread out over the entire input frequency range. Narrowband versus broadband levels are 

discussed in the Computing Noise Level and Power Spectral Density section later. 

The spurious-free dynamic range of the dynamic signal acquisition board is 85 dB. 

Besides input noise, the acquisition front end may introduce spurious frequencies into a 

measured spectrum because of harmonic or intermodulation distortion, among other things. 

This 85dB level indicates that any such spurious frequencies will be at least 85 dB below 

the full-scale input range of the board. 

The signal to total harmonic distortion (THD) plus noise ratio, which excludes 

intermodulation distortion, is 90 dB. THD is a measure of the amount of distortion 

introduced into a signal because of the nonlinear behaviour of the acquisition front end. 

This harmonic distortion shows up as harmonic energy added to the spectrum for each of 

the discrete frequency components present in the input signal. 

The wide dynamic range specifications of these boards is largely due to the 16-bit 

resolution A/D converters (ADCs). Figure 6 shows a typical spectrum plot of the AT- 

A2150 dynamic range with a full-scale 997-Hz signal applied. You can see that the 

harmonics of the 997-Hz input signal, the noise floor, and any other spurious frequencies 

are well below 90 dB. In contrast, dynamic range specifications for benchtop instruments 

typically range from 70 to 80 dB using 12-bit and 13-bit ADC technology. 
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1;igwc 6, AT-A2150 Spccmcn Plot with a 997-€iz Inpur at Fuli Scale (Full Scale = O dB) 

AJO Using Windows Correctly 

As mentioned in the Introduction, using windows correctly is critical to FFTbased 

measurement. This section describes the problem of spectral leakage, the characteristics of 

windows, some strategies for choosing windows, and the importance of scaling windows. 

A.lO.l Spectral Leakage 

For an accurate spectral measurement, it is not sufficient to use proper signal acquisition 

techniques to have a nicely scaled, single-sided spectrum. You will probably still encounter 

spectral leakage. Spectral leakage is the result of an assumption in the FFT algorithm that 

the time record is exactly repeated throughout all time, and that signals contained in a time 

record are thus periodic at intervals corresponding to the length of the time record. If the 

time record has a noninteger number of cycles, then this assumption is violated and 

spectral leakage occurs. Another way of looking at this case is that the noninteger cycle 

frequency component of the signal does not correspond exactly to one of the spectrum 

frequency lines. 
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There are only two cases in which you can guarantee that an integer number of 

cycles will always be acquired. One case is if you are sampling synchronously with respect 

to the signal you are measuring and can therefore deliberately take an integral number of 

cycles. 

The second case is if you are capturing a transient signal that fits entirely into your 

time record. In most cases, however, you are measuring an unknown signal that is 

stationary; that is, the signal is present before, during, and after the acquisition. In this case, 

you cannot guarantee that you are sampling an integral number of cycles. Spectral leakage 

distorts your measurement in such a way that energy from a given frequency component is 

spread over adjacent frequency lines or bins. You can use windows to minimise the effects 

of performing an FFT over a nonintegral number of cycles. 

Figure 7 shows the effects of three different windows-none (Uniform), Hann, and 

Flat Topwhen an integral number of cycles have been acquired, in this case, 256 cycles in 

a 1,024-point record. Notice that the windows have a main lobe around the frequency of 

interest. This main lobe is a frequency domain characteristic of windows. The Uniform 

window has the narrowest lobe, and the Ham and Flat Top windows introduce some 

spreading. The Flat Top window has a broader main lobe than the others. For an integral 

number of cycles, all windows yield the same peak amplitude reading and have excellent 

amplitude accuracy. 

Figure 7 also shows the values at frequency lines of 254 Hz through 258 Hz for 

each window. The amplitude error at 256 Hz is O dB for each window. The graph shows 

the spectrum values between 240 and 272 Hz. The actual values in the resultant spectrum 

array for each window at 254 through 258 Hz are shown below the graph. Af is 1 Hz. 
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kigure 7. Power Specmu0 of a 1 Vrms Signat at 256 112 with 'Three Wuidowssüniform. Jíann, and i l a  

Figure 8 shows the leakage effects when you acquire 256.5 cycles. Notice that at a 

nonintegral number of cycles, the Hann and Flat Top windows introduce much less 

spectral leakage than the Uniform window. Also, the amplitude error is better with the 

H a m  and Flat Top windows. The Fiat Top window demonstrates very good amplitude 

accuracy, but also has a wider spread and higher side lobes than the Hann window. Values 

at frequency lines of 254 Hz through 258 Hz for each window are shown. The amplitude 

error in decibels at 256 Hz is also shown for each window, 

I mrn l ic . t r r i  v.*.r & V N - 2  rwm 2s4 111 1.257 H I  

v i g a  8. Power Specmrm of a 1 Vrms Signal aI 256.5 Hz wilh'lhree Windows IJnitom, liann. and Flal Top 

A-16 



In addition to causing amplitude accuracy errors, spectral leakage can obscure adjacent 

frequency peaks. Figure 9 shows the spectrum for two close frequency components when 

no window is used and when a Hann window is used. 

Figure 9.  Spectral I d a @  Okwring Adjacent Frequency Compaents 

A.10.2 Window Characteristics 

To understand how a given window affects the frequency spectrum, you need to 

understand more about the frequency characteristics of windows. The windowing of the 

input data is equivalent to convolving the spectrum of the original signal with the spectrum 

of the window as shown in Figure 10. Even if you use no window, the signal is convolved 

with a rectangular-shaped window of uniform height, by the nature of taking a snapshot in 

time of the input signal. This convolution has a sinc function characteristic spectrum. For 

this reason, no window is often called the Uniform or Rectangular window because there is 

still a windowing effect. 

An actual plot of a window shows that the frequency characteristic of a window is a 

continuous spectrum with a main lobe and several side lobes. The main lobe is centred at 

each frequency component of the time-domain signal, and the side lobes approach zero at 

Fs 
Af =N 

intervals on either side of the main lobe 
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Figure 10. Frequency Characüxistics of a Windowed Specuum 

An FFT produces a discrete frequency spectrum. The continuous, periodic frequency 

spectrum is sampled by the FFï, just as the time-domain signal was sampled by the ADC. 

What appears in each frequency line of the FFT is the value of the continuous convolved 

spectrum at each FFT frequency line. This is sometimes referred to as the picket-fence 

effect, because the FFT result is analogous to viewing the continuous windowed spectrum 

through a picket fence with slits at intervals corresponding to the frequency lines. 

If the frequency components of the original signal match a frequency line exactly, 

as is the case when you acquire an integral number of cycles, you see only the main lobe of 

the spectrum. Side lobes do not appear because the spectrum of the window approaches 

zero at Af intervals on either side of the main lobe. This case is shown in Figure 7. 

If a time record does not contain an integrai number of cycles, the continuous 

spectrum of the window is shifted from the main lobe centre at a fraction of f 

corresponding to the difference between the frequency component and the FFT line 

frequencies. This shift causes the side lobes to appear in the spectrum. In addition, there 

will be some amplitude error at the frequency peak as shown in Figure 8 because the main 

lobe is sampled off centre (the spectrum will be smeared). 

Figure 1 I shows the frequency spectrum characteristics of a window in more detail. The 

side lobe characteristics of the window directly affect the extent to which adjacent 

frequency components bias (leak into) adjacent frequency bins. The side lobe response of a 

A-18 



strong sinusoidal signal can overpower the main lobe response of a nearby weak sinusoidal 

signal. 

Rgure 11. Frequency Rwpn~w of a Window 

Another important characteristic of window spectra is main lobe width. The frequency 

resolution of the windowed signal is limited by the width of the main lobe of the window 

spectrum. Therefore, the ability to distinguish two closely spaced frequency components 

increases as the main lobe of the window narrows. As the main lobe narrows and spectral 

resolution improves, the window energy spreads into its side lobes, and spectral leakage 

worsens. In general, then, there is a trade off between leakage suppression and spectral 

resolution. 

A.10.3 Defining Window Characteristics 

To simplify choosing a window, you need to define various characteristics so that you can 

make comparisons between windows. The spectrum of a typical window is shown in 

Figure 11. To characterise the main lobe shape, the -3 dB and -6 dB main lobe width are 

defined to be the width of the main lobe (in FFT bins or frequency lines) where the 

window response becomes 0.707 (-3 dB) and 0.5 (-6 dB), respectively, of the main lobe 

peak gain. 

To characterise the side lobes of the window, the maximum side lobe level and side 

lobe roll-off rate are defined. The maximum side lobe level is the level in decibels relative 

to the main lobe peak gain, of the maximum side lobe. The side lobe rolloff rate is the 
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asymptotic decay rate, in decibels per decade of frequency, of the peaks of the side lobes. 

Table 1 lists the characteristics of several window functions and their effects on spectral 

leakage and resolution. 

-3dB Main 
Lode width 

Window r -6dB Main Maximum Side Lobe 
Lode width Side Lobe Rolloff rate 

Exact 
B I a c k m a n 
Blackman 
Flat Tno 

1.68 I 2.35 -58 ~ 60 
2.94 3.56 -44 20 

1.52 2.13 -61 20 

Table A-I.  Characteristics of Window Functions 

A.10.4 Strategies for Choosing Windows 

Each window has its own characteristics, and different windows are used for different 

applications. To choose a spectral window, you must guess the signal frequency content. If 

the signal contains strong interfering frequency components distant from the frequency of 

interest, choose a window with a high side lobe roll-off rate. If there are strong interfering 

signals near the frequency of interest, choose a window with a low maximum side lobe 

level. 

If the frequency of interest contains two or more signals very near to each other, 

spectral resolution is important. In this case, it is best to choose a window with a very 

narrow main lobe. If the amplitude accuracy of a single frequency component is more 

important than the exact location of the component in a given frequency bin, choose a 

window with a wide main lobe. If the signal spectrum is rather flat or broadband in 

frequency content, then use the Uniform window (no window). In general, the Hann 

window is satisfactory in 95% of cases. It has good frequency resolution as well as reduced 

spectral leakage. 

A-20 



The Flat Top window has good amplitude accuracy, but because it has a wide main 

lobe, it has poor frequency resolution and more spectral leakage. The Flat Top window has 

a lower maximum side lobe level than the Hann window, but the Hann window has a faster 

roll off-rate. If you do not know the nature of the signal but you want to apply a window, 

start with the Hann window. Figures 7 and 8 contrast the characteristics of the Hann, Flat 

Top, and Uniform windows. 

If you are analysing transient signals such as impact and response signals, it is 

better not to use the spectral windows because these windows attenuate important 

information at the beginning of the sample block. Instead, use the Force and Exponential 

windows. A Force window is useful in analysing shock stimuli because it removes stray 

signals at the end of the signal. The Exponential window is useful for analysing transient 

response signals because i t  dampens the end of the signal, ensuring that the signal fully 

decays by the end of the sample block. 

Selecting a window function is not a simple task. In fact, there is no universal 

approach for doing so. However, Table 2 can help you in your initial choice. Always 

compare the performance of different window functions to find the best one for your 

application. You can find more information about windows in the references at the end of 

this note. 

Table A-2. Initial Window Choice based on signal content 

A.10.6 Scaling Windows 

Windows are useful in reducing spec age v :n using the r spectral analysis. 

However, because windows are multiplied with the acquired time-domain signal, they 

introduce distortion effects of their own. The windows in the Labview analysis libraries 

change the overall amplitude of the signal. The windows used to produce the plots in 
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Figures 7 and 8 were scaled by dividing the windowed array by the coherent gain of the 

window. As a result, each window yields the same spectrum amplitude result within its 

accuracy constraints. 

You can think of an FFT as a set of parallel filters, each f i n  bandwidth. Because 

of the spreading effect of a window, each window increases the effective bandwidth of an 

FFT bin by an amount known as the equivalent noise-power bandwidth of the window. 

The power of a given frequency peak is computed by adding the adjacent frequency bins 

around a peak, and will be inflated by the bandwidth of the window. You must take this 

inflation into account when you perform computations based on the spectrum. Some 

sample computations are presented in the next section, Computations on the Spectrum. 

The scaling factor (or coherent gain), the noise power bandwidth, and the worst- 

case peak amplitude accuracy caused by off-centre components are listed for several 

popular windows in Table 3. 

Window Scaling Factor Noise Power Worst-case 
(coherent gain) Bandwidth Amplitude error 

Uniform 
Hanning 
Hamming 
Blackman-Harris 
Blackman 
Flat Top 

Table A-3. Correction factors and worst-case amplitude errors for Windows 

1 .o0 1 .o 3.92 
0.50 1.50 1.42 
0.54 1.36 1.78 
0.42 1.71 1.13 
0.43 1.73 1.10 
0.28 2.97 <0.01 

A.11 Computations on the Spectrum 

When you have the amplitude or power spectrum, you can compute several useful 

characteristics of your input signal such as power and frequency, noise level, and power 

spectral density. 

A-22 



A . l l . l  Estimating Power and Frequency 

The preceding windowing examples demonstrate that if you have a frequency component 

in between two frequency lines, it will appear as energy spread among adjacent frequency 

lines with reduced amplitude. The actual peak is between the two frequency lines. In 

Figure 8, the amplitude error at 256.5 Hz is due to the fact that the window is sampled at 

k0.5 Hz around the centre of its main lobe, rather than at the centre where the amplitude 

error would be O .  This is the picket-fence effect explained previously in the Window 

Characteristics section. 

You can estimate the actual frequency of a discrete frequency component to a 

greater resolution than the Af given by the FFT by performing a weighted average of the 

frequencies around a detected peak in the power spectrum. 

g ( P o w e r ( i )  x i x Af ) 
<=j -3  Estimated Frequency = 

f ( P o w e r ( i ) )  

where j is the array index of the apparent peak of the frequency of interest, and 

FS 
Af =- 

N 

The span j 13 is reasonable, because it represents a spread wider than the main lobes of the 

windows listed in Table 3. 

Similarly, you can estimate the power in Vrms? of a given peak discrete frequency 

component by summing the power in the bins around the peak (computing the area under 

the peak) 

i = j - 3  
Estimated Power = 

noise power bandwidth of window 

Notice that this method is valid only for a spectrum made up of discrete frequency 

components. It is not valid for a continuous spectrum. Also, if two or more frequency 

peaks are within six lines of each other, they will contribute to inflating the estimated 

powers and skewing the actual frequencies. You can reduce this effect by decreasing the 

number of lines spanned by the preceding computations. If two peaks are that close, they 

are probably already interfering with one another because of spectral leakage. 
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Similarly, if you want the total power in a given frequency range, sum the power in 

each bin that composes the frequency range and divide by the noise power bandwidth of 

the windows. 

A.11.2 Computing Noise Level and Power Spectral Density 

The measurement of noise levels depends on the bandwidth of the measurement. When 

looking at the noise floor of a power spectrum, you are looking at the narrow-band noise 

level in each FIT bin. Thus the noise floor of a given power spectrum depends on the Af of 

the spectrum, which is in turn controlled by the sampling rate and number of points. In 

other words, the noise level at each frequency line reads as if it were measured through a 

Af Hz filter centred at that frequency line. Therefore, for a given sampling rate, doubling 

the number of points acquired will reduce the noise power appearing in each bin by 3 dB. 

Discrete frequency components theoretically have zero bandwidth and therefore do not 

scale with the number of points or frequency range of the FFT. 

To compute the SNR, compare the peak power in the frequencies of interest to the 

broadband noise level. Compute the broadband noise level in Vrms2 by summing all of the 

power spectrum bins, excluding any peaks and the DC component, and dividing the sum 

by the equivalent noise bandwidth of the window. For example, in Figure 6 the noise floor 

appears to be more than 120 dB below full scale, even though the AT-A2150 dynamic 

range is only 93 dB. If you were to sum all the bins excluding DC, and any harmonic or 

other peak components, and divide by the noise power bandwidth of the window you used, 

the noise power level compared to full scale would be around -93 dB from full scale. 

Because of noise-level scaling with Af, spectra for noise measurement are often 

displayed in a normalised format called power or amplitude spectral density. This 

normalises the power or amplitude spectrum to the spectrum that would be measured by a 

I-Hz-wide square filter, a convention for noise-level measurements. The level at each 

frequency line then reads as if it were measured through a I-Hz filter centred at that 

frequency line. Power spectral density is computed as: 

Power Spectrum (in vrms2) 
Af x noise power bandwidth of window 

Power Spectral Density = 

V m s 2  Volts2 
The units are then in -or- 

HZ HZ 
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Amplitude spectral density is computed as: 

Amplitude Spectrum (in Vrms) 
(Af x noise power bandwidth of window ),” 

Amplitude spectral density = 

The units are then in Vrms per root Hz or Volts per root Hz. 

The Spectral density format is appropriate for random or noise signals, but 

inappropriate for discrete frequency components because the latter theoretically have zero 

bandwidth. 

A.12 FFT-Based Network Measurement 

When you understand how to handle computations with the FFT and power spectrums, and 

you understand the influence of windows on your spectrum, you can compute several FFT- 

based functions that are extremely useful for network analysis. These include the transfer, 

impulse, and coherence functions, which are discussed in the Frequency Response and 

Network Analysis section of this note. Chirp signals and broadband noise signals are 

discussed in the Signal Sources for Frequency Response Measurement section. 

A.12.1 The Cross Power Spectrum 

One additional building block in Labview is the cross power spectrum. The cross power 

spectrum is not typically used as a direct measurement, but is an important building block 

for other measurements. 

The two-sided cross power spectrum of two time-domain signals A and B is 

computed as: 

FFT(B)XFFT’(A) 
N 2  

Cross Power Spectrum S,,(O = 

The cross power spectrum is in two-sided complex form. To convert to magnitude and 

phase, use the rectangular-to- polar conversion functions in Labview. To convert to a 

single-sided form, use the same method as in converting the power spectrum to a single- 

sided form shown in the Converting from a Two-sided Power Spectrum to a Single-Sided 
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Power Spectrum section of this note. The units of the single-sided form are in volts (or 

other quantity) rms squared. 

The power spectrum is equivalent to the cross power spectrum when signals A and 

B are the same signal. Therefore, the power spectrum is often referred to as the auto power 

spectrum or the auto spectrum. The single-sided cross power spectrum yields the product 

of the rms amplitudes of the two signals, A and B, and the phase difference between the 

two signals. 

When you know how to use these basic blocks, you can compute other useful 

functions. 

A.12.2 Frequency Response and Network Analysis 

Three useful functions for characterising the frequency response of a network are the 

transfer, impulse response, and coherence functions. 

The frequency response of a network is measured by applying a stimulus to the 

network as shown in Figure 12 and computing the transfer function from the stimulus and 

response signals. 

Measured SdmuJus [A) 

Nemo& 
Measired Respons (B] 

Applied 
ShMulus 

Figure 12. Configuration foiNetwork Analysis 

A.12.3 The Transfer Function 

The transfer function gives the gain and phase versus frequency of a network, and is 

typically computed as 
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Cross Power Spectrum (Stimulus, Repsonse) - SA, ( f )  Transfer Function H(f) = -~ 
Power Spectrum (Stimulus) S , U ( f )  

where A is the stimulus signal and B is the response signal. 

The transfer function is in two-sided complex form. To convert to the frequency response 

gain (magnitude) and the frequency response phase, use the rectangular-to-polar 

conversion function. To convert to single-sided form, simply discard the second half of the 

array. 

You may want to take several transfer function readings and then average them. To 

do so, average the cross power spectrum, S,,(f), by summing it in the complex form, then 

dividing by the number of averages, before converting it to magnitude and phase, and so 

forth. The power spectrum, S,,(f), is already in real form and is averaged normally. 

A.12.4 The Impulse Response Function 

The impulse response function of a network is the time-domain representation of the 

transfer function of the network. It is the output time-domain signal generated when an 

impulse is applied to the input at time t = O. 

To compute the impulse response of the network, take the inverse FFT of the two- 

sided complete transfer function given previously in The Transfer Function section. 

Impulse Response (f) =Inverse FIT (Transfer Function H(f)) = Inverse F F ï  

The result is a time-domain function. To average multiple readings, take the inverse F I T  of 

the averaged transfer function. 

A.12.5 The Coherence Function 

The coherence function is often used in conjunction with the transfer function as an 

indication of the quality of the transfer function measurement and indicates how much of 

the response energy is correlated to the stimulus energy. If there is some other signal 
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present in the response, either from excessive noise or from some other signal, the quality 

of the network response measurement will be poor. You can use the coherence function to 

identify both excessive noise and causality, that is, identify which of the multiple signal 

sources are contributing to the response signal. The Coherence Function is computed as: 

[Magnitude(Average SA, (o]* 
AverageS,,(f)-AveragedS,,(f) 

Coherence Function (0 = 

The result is a value between zero and one versus frequency. A zero for a given frequency 

line indicates no correlation between the response and the stimulus signal. A one for a 

given frequency line indicates that the response energy is 100% due to the stimulus signal; 

in other words, there is no interference at that frequency. 

For a valid result, the coherence function requires an average of two or more 

readings of the stimulus and response signals. For only one reading, it will register unity at 

all frequencies. To average the cross power spectrum, S,(f), average it in the complex 

form, then convert to magnitude and phase as was described for the transfer function. The 

auto power spectra, S,,(Qand &,(o, are already in real form and you average them 

normally. 

A.13 Signal Sources for  Frequency Response Measurements 

To achieve a good frequency response measurement, significant stimulus energy must be 

present in the frequency range of interest. Two common signals used are the chirp signal 

and a broadband noise signal. The chirp signal is a sinusoid swept from a start frequency to 

a stop frequency, thus generating energy across a given frequency range. White and 

pseudo-random noise have flat broadband frequency spectra-that is, energy is present at all 

frequencies. 

It is best not to use windows when analysing frequency response signals. If you are 

generating a chirp stimulus signal at the same rate you are acquiring the response, you can 

match your acquisition frame size to match the length of the chirp. No window is generally 

the best choice for a broadband signal source. Because some stimulus signals are not 

constant in frequency across the time record, applying a window may obscure important 

portions of your transient response. 
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A.14 Conclusion 

There are many issues to consider when analysing and measuring signals from plug-in 

DAQ boards. Unfortunately, it is easy to make incorrect spectral measurements. 

Understanding &he basic computations involved in FFT-based measurement, knowing how 

to prevent antialiasing, properly scaling and converting to different units, being able to 

choose and use windows correctly, and learning how to use FFT-based functions for 

network measurement are all critical to the success of your analysis and measurement 

tasks. Being equipped with this knowledge and being ahle to use the tools discussed in this 

application note will bring you more success with your individual application. 
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Appendix B 

Soil Properties 
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B Contents 

Appendix B covers the results from the laboratory tests undertaken on the materials used 

through the project. It includes: 

i )  ARG Test Site 

i) Constant head permeameter 

i¡) Particle size distribution 

iii) Flow Resistivity 

2) OU Indoor Tank 

i) Constant head permeameter 

i¡) Particle size distribution 

iii) Shear Box 

iv) Flow resistivity 

v) Resonant Column 

3) HMC Stone Lane Quarry 

i)  Constant head permeameter 

ii) Particle size distribution 

iii) Shear Box 

iv) Flow resistivity 

v) Resonant Column 

4) NCPA Indoor Tank 

i )  Flow Resistivity 

5 )  HRI, Wellesboume 

a) Soil A 

i) Falling head permeameter 

i¡) Particle size distribution 
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iii) Shear Box 

iv) Resonant column 

b) SoilB 

i) Falling head permeameter 

ii) Particle size distribution 

iii) Shear BOX 

iv) Resonant column 

c) Soil c 

i) Falling head permeameter 

¡i) Particle size distribution 

iii) Shear Box 

iv) Resonant column 
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ARG TEST SITE 
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Constant Head Permeameter 

MEAN OVERALL PERMEABILllY ( k )  4.9184 cmsisec. 
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MEAN OVERALL PERMEABILIlY ( k) 5.6983 crnsJsec. I 
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Particle Size Distribution 

% I PHI 
F5 1 -3.45 

MEDIAN DIAMETER = 
MEAN DIAMETER 

-2.74 
-2.66 

- - 
-3.26 GRAPHIC MEAN = -2.68 
-3.04 STANDARD DEVIATION = 0.61 
-2.74 INCLUSIVE STANDARD DEVIATION = 0.60 
-2.30 PRIMARY SKEWNESS = 0.14 
-2.05 SECONDARY SKEWNESS = 0.44 

F95 -1.50 INCLUSIVE GRAPHIC SKEWNESS = 0.21 
GRAPHIC KURTOSIS = 1.08 
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AIR FLOW RIG TEST I SAMPLE TAKEN FROM ARG Test Site, OU. ITest Date: 15/07/97 
Material: IGRAVEL INOTES: Sample depth of 1 l c m  
Area (A) cmz 128.58 
Deoth íL) I6 I 
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AIR FLOW RIG TEST 
Material: GRAVEL 
Area (A) cm* 28.58 
Depth (L) I l  

I I 2 3 
LFE. LFE. Sample 

Pressure I I P  rcssure I volume I velocity I I I I I 
Drop I drop l flow I l I 

SAMPLE TAKEN FROM ARG Test Site, OU. ITest Date: 15/08/98 
NOTES: Sample depth of 1 lcm 

4 I 5 I 7 I 8 I 9 I I O  I I 
Sample I LFE I Sample I Resistivity I Resistivity I Resistivity I 

I I I I I I I I I I 

I I I I I I I I I I 
IAverage Flow Resistivity with a sample velocity range of 0.7 - 5.0cdsec I I 925.092 



OUIndoorTank 
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Constant Head Permeameter 

BOTTOM 56.00 MIDDLE S9.800 TOP 8i.m 1 I I I 
DIFF. IN HEAD BETWEEN TOP AND ( T/B ) 5 7 cms. 
BOTTOM 
DIFF. IN HEAD BETWEEN TOP AND MIDDLE í TIM i 1.9 crns. 

DIFF IN HEAD BETWEEN MIDDLE AND BOTTOM i MIB ) 3 8 cms. 

VOLUME OF WATER FLOWING IN THIS 745 mls. 

DURATION OF TEST 80 sec. 

VOLUME OF WATER / TIME 12 42 mls. 

PERMEABILITY (BOTTOM I MICOLE) ( lower ) O 5264 cmsJsec. 

PERMEABILIV ( MIDDLE I TOP ) 1.0528 cmsJsec 

PERMEABILITI (BOTTOM / TOP ) (overall ) 0.7019 cmlsec 

TIME 

i upper ) 

IMEAN OVERALL PERMEABILITY (k) 0.6838 cmsJsec. 
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MEAN OVERALL PERMEABILllY ( k) 0.6677 cmsJsec. 
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Particle Size Distribution 

% 
FS 

F16 
F25 
FSO 
F75 
F84 
F95 

PHI 
-1.00 
-0.85 
-0.72 
-0.42 
-0.20 
-0.10 
0.00 

MEDIAN DIAMETER = 
MEAN DIAMETER = 
GRAPHIC MEAN = 
STANDARD DEVIATION = 
INCLUSIVE STANDARD DEVIATION = 
PRIMARY SKEWNESS = 
SECONDARY SKEWNESS = 
INCLUSNE GRAPHIC SKEWNESS = 
GRAPHIC KURTOSIS = 

- 
-0.42 
-0.48 
-0.46 
0.38 
0.34 
-0.15 
-0.21 
-0.15 
0.79 

B-13 



Shear Strength Determination 

Shear Strain (%) 

Plot of Shear Stress (kN/m2) against Shear Strain (70). (Normal Stress = 2001d\T/m2) 

Shear Strain (%) 

Plot of Shear Stress (kN/m2) against Shear Strain (%). (Normal Stress = 400kN/m2) 
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AIR FLOW RIG TEST HMC dried silica sand - grade 816 ITest Date: 10/07/97 
Material: SAND NOTES: 

I 

Area (A) cm2 
Depth (L) 

1 I 2 
L E .  L E .  

Pressure 1 

28.58 
5 

3 4 I 5 I I I 8 I 9 I 10 I I 
Sample Sample I LFE I Sample I Resistivity I Resistivity 1 Resistivity I 
pressure I volume 1 velocity I I I I I 

I I I I I I l ! 
I 

IAverage Flow Resistivity with a sample velocity range of 0.7 - 4.0cdsec I I 16802.857 



AIR FLOW RIG TEST HMC dried silica sand - grade 816 ITest Date: 10/07/97 
Material: ISAND NOTES: 

I 

I I l I I I I I I I 

I I l I I I I I I I 
IAverage Flow Resistivity with a sample velocity range of 0.7 ~ 4.0cdsec I I 16545.831 
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Resonant Column Data Analysis 

Test No. 

1 
2 
3 
4 
5 
6 

8 
9 
i0 
Il 
I2 
13 

7 

I4  

Location : Open University 

JA : 0.0029 M A :  

Effective 
Stress 
(!d'a) 

10 
I 0  
20 
20 
30 
30 

40 
50 
50 
70 
70 
I 00 

40 

I no 

66.5 
90.4 

36.6 

74. I 36.6 
74.1 36.6 

16.6 
74. I 36.6 
74.1 36.6 
74. I 36.6 
74.1 36.6 
74.1 36.6 

16.6 
74.1 36.6 
74.1 36.6 

3.021 
2.406 

119.4 
137.2 

151.7 
180.7 

Sample : 

1.475 
1.416 

1.298 
0.790 

1.335 

74. I 

- 
Density 

- 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 
1634.5 36.6 

IndoarTank 

Ratio 

0.00 
0.00 0.00 
0.00 146.9 

0.00 170.8 
0.00 0.00 

0.00 
187.0 

0.00 0.00 198.4 
0.00 0.00 
0.00 0.00 
0.00 0.00 21751 

237.4 

- 
P-wave 
VPlOiiky 
(dd - 
267.0 
266.0 

296.5 
305.3 

3 16.5 
343.8 

468.6 

- 

Date : 27/11/98 

Modulus 

- 
Long. 

Damping 
(9%) - 
3.17 
2.86 

3.48 
3.23 

3.21 
4.14 

3.26 

- 



HMC STONE LANE 
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Constant Head Permeameter 

MEAN OVERALL PERMEABILIlY ( k )  0.0219 cmshec. 
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0.0224 cmsJsec. MEAN OVERALL PERMEABILITY ( k) 
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Particle Size Distribution 

ISieving gain / loss = -0.65% I 
r % I PHI I -1 

1.70 
F75 I 2.15 
F84 I 2~40 

I F95 I 2.85 I 

MEDIAN DIAMETER = 
MEAN DIAMETER = 
GRAPHIC MEAN = 
STANDARD DEVIATION = 
INCLUSNE STANDARD DEVIATION = 
PRIMARY SKEWNESS = 
SECONDARY SKEWNESS = 
INCLUSNE GRAPHIC SKEWNESS = 
GRAPHIC KURTOSIS = 

1.70 
1.73 
1.72 
0.68 
0.77 
0.04 
-0.41 
-0.08 
1.30 
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Shear Strength Determination 

150 

140 

130 

N 120 

3 110 

; 100 

E . 
<Ij 

cñ 
; 90 

80 

70 

60 

50 

c 
v1 

~ Max=142.2 kNim2 

- 

- 

- 

- 

- 

- 

~ 

~ 

- 

- 

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3  

Shear Strain (“A) 

Plot of Shear Stress (iiN/m’) against Shear Strain (%). (Normal Stress = 400kN/m2) 
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I I I I I I I I I 
I 21748.337 
I 

IAverage Flow Resistivity with a sample velocity range of 0.7 - 4.0cdsec I 
I I I I I I I 
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Resonant Column Dala Analysis 

iample 
Dia. 
(mm) 

35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 
35.5 

Location : HMC, Stone Lane Quarry Sample : 

J A :  0.0029 MA: 1.335 

Volume Mass 

(ce) 0%) 

77.70 0.1 17 
77.70 0.117 
77.70 0.117 
77.70 0.1 17 
77.70 0.1 17 

77.70 0.117 
77.70 0.117 
77.70 0.1 17 
77.70 0.117 
77.70 0.117 
77.70 0.117 
77.70 0.117 

77.70 0.1 17 

77.70 0.1 17 

80.8 

30 80.8 
40 80.8 
40 80.8 

9 50 80.8 
10 50 80.8 
I l  70 80.8 
12 70 

30 80.8 

13 I 00 80.8 

Void 
Ratio 

0.046 
0.046 
0.046 

0.046 
0.046 
0.046 

0.046 
0.046 
0.046 
0.046 
0.046 

0.046 

0.046 

Porosity Length Volume 
Change Change 

(%) (%) (740) 

4.39 0.00 0.00 
4.39 0.00 0 00 
4.39 0.00 0.00 

4.39 0.M) 0.00 
4.39 0.00 0.00 
4.39 0.00 0.00 

4.39 0.00 0.00 
4.39 0.00 0.00 
4.39 0.00 0.00 
4.39 0.00 0.00 
4.39 0.00 0.00 

4.39 0.00 0.00 

4.39 0.00 0.00 

- 
Density 

:kg/m3ì 

1505.3 
1505.3 
1505.3 
1505.3 
1505.3 
1505.3 

1505.3 
1505.3 
1505.3 
1505.3 
1505.3 
1505.3 

- 

1505.3 

1505.3 

- 

129.3 
161.6 

180.3 
195.8 

209.4 
23 i .4 

257.9 

25.2 3.520 2.36 
39.3 3.492 1.81 

49.0 2.598 1.30 
57.7 2.565 1.30 

66.0 2.975 1.26 
80.6 2.616 1.18 

100.1 2.480 0.97 

Damping 

129.3 
161.6 

180.3 
195.8 

209.4 
23 i .4 

257.9 

3.520 
3.492 

2.598 
2.565 

2.975 
2.616 

2.480 

2.36 
1.81 

1.30 
i .30 

1.26 
1.18 

0.97 

25.2 
39.3 

49.0 
57.7 

66.0 
80.6 

100.1 

Date : 30/11/98 

- 
P-wave 
Velocity 

( I d s )  

273.2 
- 

306.9 
315.8 

360.9 
384.9 

427.3 
441.0 

- 
Young's 
Modulus 

(MPa) - 
68.3 

102.8 
123.2 

i 49 
170.2 

208.3 
248.2 

- 
strain 

(E-5) - 
1.354 

1.562 
1.593 

1.255 
0.980 

1.037 
1.079 

- 
Long. 

(76) 

3.12 

Damping 

- 
2.76 
2.34 

2.09 
2.38 

2.35 
1.91 



NCPA Indoor Tank 
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AIR FLOW RIG TEST 
Material: ILoam 
Area (A) cm' 28.58 

1 I L I I 4 I 3 I I I I Y I I I 

Presslire I "TCESIIW I "rlIII"IP I "Pll><.il" I I I I I 
LFE. LFE. I Sample I Sample I L E  I Sample I Resistivity I Resistivity I Resistivity I 

SAMPLE TAKEN FROM NCPA ITest Date: 10/07/97 
NOTES: Crushed Loam used at NCPA for Tank experiments 

1 .o0 
1.55 
2.02 

4.982 32.04 i .602 55.9778 i ,9586 1604.2039 320840.7900 320.8408 
0.773 31.46 1.573 96.8542 3.3889 910.3809 182076.1894 182.0762 
1.01 I 38.04 1.902 I 13.5960 3.9747 938.5564 187711.2773 187.71 13 

I I I 

I I I 
Average Flow Resistivity with a sample velocity range of 0.7 - 4.0cdsec 

I I I I 
419855.315 



AIR FLOW RIG TEST I SAMPLE TAKEN FROM NCPA ITest Date: 10/07/97 
Material: JLuam INOTES: Crushed Loam used at NCPA for Tank experiments I 

(Area (A) cm’ (28.58 I I 
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HRI, WELLESBOURNE - SOIL A 
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PERMEABILITY (K) 

Sample Location: IHRI Wellesbourne I I I l IDate : I 15/01/99 
I I I I 

I I I I I I I ¡Average: I 4.943-10 
! 

I Iîomments : Diameter of Steffi : ;ri :;-;,-"'-.;. K!;;$:@*gsz I I I 
Area of Steffi Filter : I 0.082957681( I 

I I I I I I 

Average : 

I I I I I I I I 
Length of Sample : 0.oOsl I I 

4.943-10 

Level in Manometer I I I I l I I 
Levei i I Level 2 I Head of Mercury I Head of Water I Level of Water I Volume of Water (Time of Reading 1 Time I Permeability 

I I I I l I I 1 I 
I I I I I I I I 

I I I I I I I I I 
I I I I I I I I 1 
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Particle Size Analysis - Results Sheet - Hydrometer Test 

Ssmple Preparation 

mass in 100ml 60.74 
7.29 

Please insert following values into boxes: 
.. ., , ,. , 20.518 .: ., ' ., 

, .  
Constnnt of equ"""": . . ,. ,: ., .. . ,&g3 Gradirnt or equation: 

Volume of hydrometer [ml] 

Bottom of Meniscus 
Temp of reading [deg CI 
Meniscus correction (Cm) 

O00 5.00 10.W 15W 20.00 25.00 30.00 35.W 

Hydromtoi Reading 

Hydrometer Calibration 

25.00 1 I l l 1 I 



s i x  [mml (Sire [phi] I%uage finer thun (Normdised% (%age coarser 
"I I nl 0, no1 I 

B-32 
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Shear Strength Determination 

7nn , 

O 2 4 6 8 10 12 14 16 18 

Shear Strain (%) 

Plot of Shear Stress (!d/m2) against Shear Strain(%). (Normal Stress = 200kN/m2) 

29c 

27C 

250 

230 - 
210 

2 190 
"7 e: 170 
5 

150 

w i 30  
2 

110 

90 

70 

50 

Max =285.1 k N h 2  

/--- 

I 

O 2 4 6 8 10 12 14 16 

Shear Strain (%) 

Plot of Shear Stress (!d/m2) against Shear Strain(%). (Normal Stress = 400kN/m2) 
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Rewnant Column Data Analvsis 

Mass 

(kg) 

0.1719 
0.1719 
0.1719 
0.1719 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1718 
0.1693 
0.1693 

Loeaiian : HRL Wellesbourne 

Densily Void 
Ratio 

<kg/m3) 

2033.6 0.312 

2033.9 0.311 
2033.9 0.311 
2034.7 0.310 
2034.7 0.310 
2034.8 0.310 
2034.7 0.310 
2035.2 0.310 
2035.2 0.310 
2035.2 0.310 
2035.2 0.310 
2035.2 0.310 
2035.2 0.310 
2067.3 0.27C 
2067.3 0.270 

2033.6 0.312 

JA : 

P-wave 
Velocity 
(inls) 

... 

... 

... 

... 

... 

... 

... 
~~. 

7 

rest NO. 

- 
I 
2 
3 
4 
5 
6 
7 
8 
9 
io 
I l  
12 
13 
I4 
15 
16 - - 

Young's Strain 
Modulus 

(MPa) (E-5) 

142.5 1.417 
163 1.106 

208.7 1.005 
225 0.991 

237.3 0.951 
254.3 0.896 

368.2 0.839 
466.8 0.381 

0.0029 M A :  - 
sffeetive 
stress 
(Wa) 

IO 
IO 
20 
20 
30 
30 
40 
40 
50 
50 
70 
70 
i00 
100 
500 
500 

= 

- 
- 
$ample 
Length 
(mm) - 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 
76.2 - - 

- 
Sample 

Dia. 
(m) - 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 
37.6 - - 

Sample : Soil A 

1.335 - 
Volume 

(cc) - 
84.54 
84.54 
84.52 
84.52 
84 46 
84.45 
84.45 

84.42 
84.42 
84.42 
84.42 
84.42 
84.42 
81 87 
81.87 

84.45 

- - 

- 
Porosity 

(la) - 
23.76 
23.76 
23.74 
23.75 
23.69 
23.68 
23.68 
23.68 
23.65 
23.65 
23.6.5 
23.65 
23.65 
23.65 
21.28 
21.28 - - 

- 
Length 
Zhange 

(90) 

0.00 
0.00 
-0.01 
-0.01 
-0.03 
-0.04 
-0.04 
-0.04 
-0.05 
-0.05 
-0.05 
-0.05 
-0.05 
4 0 5  
-1.06 
-1.06 

- 

- - 

- 
VOlUmO 

Change 
(%) 

0.00 
0.00 
0.03 
0.03 
0.10 
0.11 
0.11 
0.11 
0.15 
0.15 
0.15 
0.15 
0.15 
0 . 1  
3.16 
3.16 

- 

- - 

65.6 
148.6 

169.2 58.3 
176.2 63.2 

190.8 
196.4 78.5 

271.1 151.9 

Damping 

1.342 

1 0.951 3.02 

Date : OUOU99 

- 
Long. 

(%I 
Damping 

- 
6.44 
7.21 

6.07 
5.68 

5.59 
5.45 

5.51 
6.69 

= 
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HRI, WELLESBOURNE - SOIL B 
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PERMEABILITY (K) 

Sample Location: IHRI Wellesbourne I I I I IDate: I 15/01/99 
I I 

Diameter of Steffi : I 0.0321 I ]comments : I I I 3 
Area of Stefi  Filter : I 0.082957681 I I I I I I 

I I I 
I I I I I I I I 

Length üf Sample : 0.0051 I 

I I I I I I I IAverage: I 7.85E-10 
I 1 

I I I I I I 
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I'ariick Size Analysis - Results Sheet - Hydrometer Tesi 

Please insert following values into boxes: 
Canslant of equalion: .: ............. . .  u).518 
Gradient of equation: . , i . . / : . , ,  ..-E.4043 

. . . .  

4.33 
10.34 I 

Hydromtei Reading 

y = -0.4043~ + 20.518 

4.331 Toid dry mass 42.51 
u>ss = i .88 4.23 

Hydrometer Calibration 



8.51 30.84 
7.19 7.51 27.22 

6.91 25.04 
6.49 23.52 

16.481 0.02731 
9.00 16.88 0.0195 

7.40 17.53 I 0.0052 0.00631 5.59 5.79 6.291 20.99 
5.99 17.36 

I 19.02 

Cumulative Curve 

n I",, 0.0, ".I i" 

Di"rn.iC. [_o] 

0.00001 0.01 0.001 0.001 100.00 
0.ooo0~ 0.01 0.001 0.001 100.00 
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Shear Strength Determination 

180 

160 

140 

y 120 . 
5 y, 100 

L 
tj 80 

m 

m 

60 

40 

20 

O 

Max=170.1 kNIm' 

1 2 3 4 6 7 8 

Shear Strain (%) 

Plot of Shear Stress (kN/m2) against Shear Strain(%). (Normal Stress = 200kN/m') 

Y 

1 2 3 4 5 6 7 8 

Shear Strain (%) 

Plot of Shear Stress (khVm2) against Shear Strain(%). (Normal Stress = 400kN/m2) 
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Location : HRI, Wellesbourne 

JA:  0.0029 M A :  

Shear 
Damping 

(%I 

13.67 

12.43 
10.51 

9.76 
8.54 

8.54 
9.11 

5.94 

30 

n 40 
50 

10 50 

12 70 
13 100 
14 I 00 
15 500 
16 500 

I l  70 

P-wave Young's Strain 
Velocity Modulus 
( 4 s )  (MPa) (E-5) 

406.01nw 183.6 0.172 
431.07928 219.8 11.58 

586.7395 248.7 0.585 
755.31544 258.5 0.571 

659.16069 270.3 0.538 
1361.3798 296.4 0.482 

718.54673 322.4 0.438 
844.37706 498.9 0.31 

37.6 

76.4 37.6 
37.6 

76.4 37.6 
37.6 

76.4 37.6 
76.4 37.6 
76.4 37.6 

Sample : 

1.335 - 
V0l"IIK 

(ce) 

84.73 
- 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 
84.73 

84.73 
84.73 

84.73 

- 
Mass 

(kg) - 
0.1729 
0.1729 
0.1729 
0.1729 
0.1729 
0.1729 
0.1729 
0.1729 
0. I729 
(1. I729 
0.1729 
0.1729 
0. 1729 
0,1729 
0~1729 
0,1729 

- 
Density 

kg/mV 

2040.2 
21140.2 
2040.2 

- 
2040.2 
2040.2 
2040.2 
2040.2 
2040.2 
2040.2 
2040.2 
2040.2 
2040.2 
2040 2 
2040.2 
2040.2 
2040.2 

Soil B 

Ratio 

- 
Lenglh 
Change 

(%) - 
0 . w  
0.00 
0.00 
0.00 
0.00 

0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
O.lM 
0.00 
0.00 

0.00 

- 
Volume 
Change 

(%I 

0.00 
0.00 
0.00 
0.00 
0.00 

0.00 

0.00 
0.00 
O.W 
0.N1 
0.00 
0.00 
0.00 
0.00 

- 

mi 

0.w 

- 
Shear 

Velocity 

( Ids )  

175.6 
- 

198.6 
206.5 

208.4 
212.2 

221 I 
234.2 

292.2 

- 
Shear 

Modulus 
(MP4 - 
62.9 

80.5 
87 

88.6 
91.8 

99.7 
111.9 

174.2 

- 
Strain 

(E-5) - 
0.517 

0.445 
0.486 

0.514 
0.567 

0.522 
0.436 

0.429 

Date : 29/01/99 

- 
Long. 

lamping 
(%) - 
18.71 
9.84 

5.48 
8.36 

8.42 
8.47 

8.47 
7.41 

- 
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HRI, WELLESBOURNE - SOIL C 
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Sample Location: I l lRI  \Yellesh«urne I I I l (Date : I 15/01/99 
I I I I 
I I I I I I I l 

Sample No. :I Isoil c I I I I ]Analyst : ]Nick Harrop 

rea of Stern Filter : I 0.082957681 I I I I I I 
I I I 

I I I I I I I I I I 

1 -  I I I I I I I I I I I I I I I I I 

4.473-10 Average : 

I r I 1- I I l I l I 
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- Sample Location: HRI Wellesbourne I I Date : I 15/01/99 

Sample No. : I Soil C I Analyst : INick Harrop 
I I 

rea of SteMi Filter : I 0.0829576811 I 
I I I I 

Length of Sömpie : l 0.aosl I l I l l 

Average : 4.473-10 
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Particle Size Analysis. Results Sheet - Hydrometer Test 

Sample preparation 

. . _:. . ., . .. . ... ,<. 

mass in 100ml 4.33 

mass ofdisp agent I sieved fnïrion 
4.33 
7.06 

Total dry mass 44.13 
mss = 2.60 5.5' 

Sieving analysis I 
rmicronsi I 40001 20001 i0001 so01 2501 62.51 Total sieved 1 

l I 

I 
Hydrometer Calibration 

0.00 5.W 10.03 15.00 2000 25.W 30.00 35W 

Hydrometer Roadlng 

y = -0.4043~ + 20.518 



SUMMARY DATA 
size [rnrn] ISizc [phi] %age finer than INarmalised'r0 [sage comer 

81 -3.0 75.431 I 
A l  

Cumulative cume 

0.00261 8.61 17.751 24.881 75.12 
0.0000l 0.01 0.0Ol 0.001 100.00 
0.00WI 0.01 0.00] 0.001 100.00 
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Shear Strength Determination 

230 

210 

190 

E 170 
M‘ 

- z 
y: 150 

: 
6 110 

e E 130 

9 0 -  

70 

50 

Shear Strain (“4) 

Max = 22 
- 

- 

- 

- 

~ 

- 

- 

- 

- 

Plot of Shear Stress (kN/m2) against Shear Strain(%). (Normal Stress = 200kN/m2) 

kNlm2 

I , ( , > , ( , #  
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3  

Shear Strain (%) 

Plot of Shear Stress (icN/m2) against Shear Strain(%). (Normal Stress = 400kN/m2) 
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Location : HRI, Wellesbourne Sample : 

'"rosily Length 
Change 

( % I  (%I  

12.41 0.00 
12.42 0.íH) 
12.35 -0.07 
12.35 -0.03 
12.28 -0.06 
12.28 -0.06 
12.24 -0.07 
12.24 -0.07 
12.21 -0.08 
12.21 -0.08 

J A :  

Volume Shear Shear Slrain 
Change Velocity Modulus 

(%) ( d s )  (Ml'a) (E-5) 

n.o« 130.1 34.5 1.664 
(1.00 
(1.09 

0.17 155.5 49.3 1.361 
0.17 
0.21 
0.21 163.5 54.5 1.291 

59.6 1.287 0.25 171.0 
0.25 

0.09 147.5 44.3 0.648 

- 
rest NO. 

- 
I 
2 
3 
4 
5 
6 
7 
n 
Y 
i0  
I l  
12 
13 
14 
15 
16 - 

12.13 
12.12 
10.25 
10.06 

0.0029 MA: 1.335 

-0.11 0.34 197.3 79.4 0.806 
-0.12 0.35 
-0.82 2.43 
-0.88 2.63 296.8 182 0.396 

78.2 

78.1 

50 78.1 

78.1 
70 78.1 

100 78.1 

30 78.2 

78.1 

78.1 

78.1 

500 77.6 
500 77.5 

Sample Volume 
Dia. 

(nun) (CC) 

37.8 87.94 

37.8 87.76 

37.8 87.67 

37.8 87.65 

37.5 85.81 I 37.5 86.63 

37.8 87.94 
37.8 87.86 
37.8 87.86 
37.8 87.79 
37.8 87.79 
37.8 87.76 

37.8 87.73 
37.8 87.73 

37.8 87.67 

37.8 87.64 

- 
Mass 

(kg) - 
0.1791 
0.1791 
0,1790 
0.179C 
0. I790 
0,1790 
0.1789 
0.1789 

0.1789 

0.1789 
0.1788 

0. I 77 
o. I 768 

0,1789 

0,1789 

0.1788 

- 

- 
Density 

Wm3) - 
2036.9 
2036.9 
2037.9 
20379 
2038.7 
2038.7 
2039.1 
2039. I 
2039.4 
2039.4 
2040. I 

2040.4 
2040.5 
2062.7 
2064.9 

2040. I 

- 

Resonant Column Data Analysis 

Snil c 

- 
Void 
Rali" 

- 
0.142 
0.142 
0.141 
0.141 
0.140 
0. I40 
0.140 
0.140 
0.139 
0.139 
0.138 

0.138 
0.138 

0.112 

0.138 

0.114 

- 

12.16 0.10 0.31 
12.16 I 10.l0 I 0.31 I 185.1 I 69.9 10.916 

- 
Shear 

Damping 
(%) 

4.93 
- 

8.35 
5.86 

5.59 
5.12 

5.81 
6.15 

5.59 - 

nate : 27/01/99 

- 
P . W W P  

Velocity 
( d S )  - 
... 
... 

... 

... 

... 

... 

... 

... 

- 

- 
Young's 

íMP4 
Nodulus 

- 
132.7 
155.6 

180.0 
197.0 

209.7 
233.0 

258.8 
519.0 

- 
Strain 

(E-5) - 
0.975 
0.885 

0.750 
0.714 

0.690 
0.613 

0.538 
0.280 

- 
Long. 

Dampint 
(a) - 
9.19 
8.56 

8.21 
7.97 

7.69 
7.44 

7.65 
7.02 
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Appendix C 

Indoor Tank Experiments 
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C Contents 

Appendix C covers the results from the Indoor Tank experiments undertaken at The Open 

University. It includes: 

a) Result of probe microphone experiments taken at Position B and normal incidence 

b) Result of probe microphone experiments taken at Position A and 14" from normal 

c) Result of probe microphone experiments taken at Position A and 21 o from normal 

d) Result of probe microphone experiments taken at Position A and 37" from normal 
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Frequency (Hz) 

Figure C-I.  Measured relative magnitude at Position B, between the probe microphone aí 
various depths and a reference microphone situated at the sand surjaace 
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Figure C-2. Measured phase difference at Position B, between the probe microphone at 
various depths and a reference microphone situated at the sand suface. 
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Figure C-3. Calculated attenuation at Position B over three different depth in tends  
Best-fit regression has been applied to the data. 

Figure C-4. Calculated phase velocity at Position B, over three different depth intervals 
Best-fit regression has been applied to the data. 
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Figure C-5. Calculated jlow resistivi9 at Position B, of the Tank Sand. 
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Figure C-6. Calculated tortuosity at Position B, of the Tank Sand. 
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Figure C-7. Measured relative magnitude ut Position A and Angle I ,  between the probe 
microphone at various depths and a reference microphone situated ut the sand surface 
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Figure C-8. Measured phase difSerence at Position A and Angle 1, between the probe 
microphone ut various depths und a reference microphone situated ut the sand surfuce. 
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Figure C-9. Calculated attenuation at Position A and Angle 1 over three different depth 
intervals. Best-fit regression has been applied to the data. 

Figure C-10. Calculated phase velocity at Position A and Angle I ,  over three different 
depth intervals. Best-fit regression has been applied to the datu. 
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Figure C- I l .  Calculatedjlow resistivity at Position A and Angle 1, of the Tank Sand. 
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Figure C-12. Calculated tortuosity at Position A and Angle I ,  of the Tank Sand. 
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Figure C-13. Measured relutive magnitude ut Position A and Angle 2, betiwen the probe 
microphone at various depths and a reference microphone situuted ut the c m d  siirface 

.................. .......... , . . . . . . . . . . . .  

................. ,,&,,- .___ 
, ... . . . . .  - - 

.......... .,, 
....... -_ -.---\i I, \.-,--.." .. 

I 
100 300 500 700 900 1100 1300 1500 

Frequency (Hz) 

Figure C-14. Measured phuse dflerence at Position A mdAl ig[e  2, between the Probe 
microphone at various depths and a reference microphone situuted at the sand su@ce. 
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Figure C-15. Calculated attenuation at Position A and Angle 2 over three different depth 
intervals. Best-fit regression has been applied to the data. 
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Figure C-16. Calculated phase velocity at Position A and Angle 2, over three different 
depth intervals. Best-fit regression has been applied to the data. 
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Figure C-17. Calculated flow resistivity at Position A and Angle 2, ofthe Tunk Sand. 

Figure C-18. Calculated tortuosity at Position A and Angle 2, ofthe Tank Sand. 
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Figure C-19. Measured relative magnitude at Position A and Angle 3, between the probe 
microphone at various depths and a reference microphone situated at the sand surface 

I I 

Figure 12-20, Measured phase diyerence at Position A and Angle 3, between the probe 
Inicrophone at various depths and a reference microphone situated at the sand surface. 
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Figure C-21. Calculated attenuation at Position A and Angle 3 over three different depth 
intervals. Best-fit regression has been applied to the datu. 
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Figure C-22. Calculated phase velocity ut Position A and Angle 3, over three W e r e n t  
depth intervals. Best-fït regression has been applied to the data. 
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Figure C-23. Calculated flow resistivity at Position A and Angle 3, of the Tank Sand. 

Figure C-24. Calculated tortuosity at Position A and Angle 3, of the Tank Sand. 
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D Contents 

Appendix D covers the results from the Acoustic Research Group Test Site, The Open 

University. It includes: 

a) Seismogram from the P-wave seismic refraction survey, 

b) Example acoustic-to-seismic coupling ratio spectra and corresponding FFLAGS 

predictions. 

c) Meteorological data taken concurrently with acoustic-to-seismic coupling 

measurements. 

d) Exampie probe microphone measurements. 
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Figure D-I. Seismogram for P-wave survey. 
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Date 

16-Jül-98 
16-Jul-98 
16-JuI-98 
16-JuI-98 
16-Jül-98 
16-Jül-98 
16-Jul-98 

16-Jul-98 
16-Jul-98 

16-JUl-98 

1 6-JuI-98 
1 6-Jül-98 
16-Jül-98 
16-Jül-98 
16-Jül-98 
16-Jul-98 
16-Jul-98 
16-Jul-98 
16-JuI-98 
16-JuI-98 
16-Jul-98 

16-Jul-98 
16-JuI-98 

1 6-JuI-98 

16-Jul-98 

16-Jul-98 
16-Jül-98 

16-Jül-98 
16Jül-98 
16-Jül-98 
1 6-Jül-98 
16-Jul-98 
16-Jül-98 
16-Jul-98 
16-JuI-98 
16-Jül-98 
16-Jui-98 

16-Jul-98 
16-Jül-98 

16-Jül-98 
16-Jül-98 
16-Jül-98 
16-Jül-98 
16-Jül-98 
16-Jut-98 
16-Jul-98 
16-Jul-98 
16-Jül-98 

Range 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1.Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1.0m 
1 .Om 
1 .Om 

Source HeigM Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Temperature 

21.7 
21.5 
20.9 
20.6 
20.5 
20.2 
20.7 
20.8 
20.5 
19.9 
19.9 
20.7 
19.9 
19.5 
20.6 
20.5 
19.8 
19.2 
19.3 
19.4 
19.9 
19.4 
19.3 
19.4 

19.2 
18.9 
18.9 
18.9 
18.9 
18.6 
18.7 
18.6 
18.7 
18.5 
18.6 
18.4 
18.6 
18.8 
18.6 
18.7 
18.5 
18.6 
18.4 
18.6 
18.3 
18.4 
18.4 
18.2 

Wind Speed 

0.959 
1.300 
1.470 
1.420 
1.740 
1.270 
1.090 
1.280 
1.290 
0.685 
1.430 
0.837 
1.430 
1.630 
1 .O80 
0.833 
1.240 
0.925 
1.360 
0.832 
1.320 
0.961 
0.745 
0.581 

1 .O80 
1.240 
0.751 
0.695 
0.864 
0.474 
0.697 
0.860 
0.461 
1.350 
0.526 
0.685 
0.369 
1.730 
1.310 
0.804 
0.729 
0.781 
0.691 
0.665 
0.934 
1.080 
0.960 
1.170 

Table D-I.  Meteorological data for the acoustic-to-seismic coupling rutio measurements 

taken ut the ARG test site. 
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Date 

02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aüg-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Au~-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 

02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aug-98 
02-Au~-98 
02-Aug-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 
02-Aug-98 
02-Aug-98 
02-Aüg-98 

Range 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1.0m 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .om 

Source Height Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Temperature 

30.2 
28.4 
27.5 
28.0 
28.5 
28.0 
28.4 
29.2 
30.3 
31.4 
30.5 
30.8 
30.7 
30.4 
28.5 
29.0 
29.8 
31.2 
32.0 
29.9 
30.1 
31.1 
30.0 
30.9 

29.8 
31 

31.7 
32.6 
30.4 
32.1 
28.7 
30.3 
30.3 
28.6 
28.5 
29.8 
31.7 
31 .8 
30.1 
30.2 
29.5 
30 

30.5 
32.1 
33.4 
28.9 
30.7 
29.6 

Wind Speed 

0.836 
1.440 
1.980 
1.540 
1.540 
1.900 
1.140 
0.871 
0.869 
0.689 
0.937 
0.937 
0.992 
0.883 
1.720 
1 200 
1.110 
0.562 
0.617 
1.180 
0.883 
0.650 
0.820 
0.683 

0.946 
0.555 
0.459 
0.518 
0.860 
0.689 
1.160 
0.699 
0.728 
1.300 
1.120 
0.775 
0.359 
0.587 
0.892 
0.817 
0.586 
0.519 
0.577 
0.290 
0.424 
1.170 
0.676 
0.853 

Table 0-2. Meteorological data for the acoustic-to-seismic coupling ratio measurements 

taken at the ARG test site. 
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Figure 0 - 2 .  

Data taken at time TI (Position A) and Range =2.0m. 

Variation in acoustic-to-seismic coupling ratio with varying source height. 
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Figure 0-3.  Variation in acoustic-to-seismic coupling ratio with varying source height. 

Data taken at time TI +30 (Position A) and Range =2.0rn. 
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Figure 0-4. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Data taken at time TI (Position B )  and Range =2.0m. 
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Figure D-5. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Data taken at time Tli-30 (Position B )  and Range =2.0m. 
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Date 

26-JUl-98 
26-Jul-98 

26-Jul-98 
26-JuI-98 

26JUl-98 
26-Jut-98 
26-Jut-98 
26-JuI-98 
26-Jut-98 
26-Jul-98 
26-JUl-98 
26-JuI-98 
26-Jul-98 
26-Jul-98 
26-Jul-98 
26-Jul-98 
26-JuI-98 
26-JuI-98 
26-Jul-98 
26-Jul-98 
26-Jul-98 

26-Jul-98 
26-Jul-98 

26-Jul-98 

26-JuI-98 
26-Jul-98 
26-JuI-98 
26-JuI-98 
26-Jul-98 

26-Jul-98 

26-Jul-98 

26-Jul-98 
26-Jul-98 
26-Jul-98 

26-Jul-98 
26-Jul-98 
26-JuI-98 
26-Jut-98 

26-JuI-98 

26-JUl-98 

26-Jul-98 

26-JUl-98 

26-JuI-98 
26-JUl-98 
26-Jul-98 
26-Jul-98 
26-JuI-98 
26-JuI-98 

Range 

2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0171 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0117 

2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0117 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 

Source HeigM Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Temperature 

21.9 
20.9 
21.3 
22.5 
23.4 
21.5 
22.8 
22.8 
22.7 
22.8 
20.9 
20.2 
22.0 
21.0 
21.7 
20.6 
23.1 
23.5 
23.2 
22.8 
23.5 
22.0 
22.2 
21.8 

22.0 
22.1 
22.8 
23.5 
23.8 
23.0 
22.9 
22.7 
23.4 
21.9 
20.5 
21.4 
21.2 
24.2 
26.2 
22.7 
25.6 
23.1 
25.3 
23.0 
22.5 
21.6 
21.5 
22.1 

Wind Speed 

0.438 
1.040 
0.650 
0.441 
0.535 
1.120 
1 .O70 
0.956 
0.904 
0.418 
1.840 
1.640 
0.916 
0.790 
0.957 
1.360 
0.629 
0.605 
0.866 
1.440 
0.854 
1.260 
1 .o1 o 
0.316 

0.922 
0.546 
0.565 
0.786 
0.908 
0.822 
1.100 
0.871 
0.730 
0.967 
1.030 
0.639 
0.936 
0.245 
0.363 
0.565 
0.293 
0.916 
0.577 
0.878 
0.61 1 
1.240 
1.380 
0.834 

Table D-3. Meteorological data for the acoustic-to-seismic coupling ratio measurements 

shown in Figure 0 - 2  to Figure D-5 taken at the ARG test site. 
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Figure 0-6. Variation in acoi~stic-to-seismic coupliizg r-afio wit11 io r j i r ig  .soiurt> height. 

Data taken at time TI (Position A) and Range =3.0m. 
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Figure 0-7. Variation in acoustic-to-seismic coupling ratio with v a ~ i n g  soiiïce height. 

Data taken at time TI +30 (Position A )  and Range =3.0m. 
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Figure 0-8 .  

Datu taken at time TI (Position B )  and Range =3.0m. 

Variation in acoustic-to-seismic coupling ratio with varying source height. 

Figure D-9. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Datu taken ut time T1+30 (Position B )  and Range =3.0m. 
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Date 

28-Jül-98 
28-JüI-98 
28-JuI-98 
2EJül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jut-98 
28-Jül-98 
2EJül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
2EJül-98 
2EJül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 

2EJül-98 
2EJül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jut-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
2EJül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-JuI-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 
28-Jül-98 

Range 

3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 

3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 

Source Height Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Temperature 

18.9 
18.8 
18.5 
18.7 
18.4 
18.4 
17.7 
18.7 
18.6 
18.5 
18.2 
18.0 
18.5 
18.3 
18.2 
18.2 
18.3 
18.4 
18.4 
18.6 
18.5 
18.5 
18.6 
18.5 

18.5 
18.4 
18.2 
18.1 
18.4 
18.3 
18.3 
18.4 
18.5 
18.2 
18.3 
18.3 
18.2 
18.1 
18.0 
17.9 
17.9 
18.1 
18.1 
18.1 
18.1 
18.0 
18.1 
18.0 

Wind Speed 

1.270 
1.200 
1.300 
1.310 
1.130 
1.130 
1.190 
1.160 
1.430 
1 .MO 
2.340 
2.290 
1.430 
1.730 
2.700 
2.610 
1.930 
2.090 
2.020 
1.930 
2.210 
2.500 
1.670 
1.910 

2.130 
1.880 
2.210 
2.150 
2.080 
2.090 
1.940 
1.960 
1.390 
2.090 
1.770 
1.370 
2.150 
2.010 
2.670 
2.380 
2.650 
1.990 
1.830 
1.953 
1.920 
2.410 
2.620 
2.600 

Table 0-4. Meteorological data for the acoustic-to-seismic coupling ratio measurements 

shown in Figure 0 - 6  to Figure D-9 taken at the ARG test site. 
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Layer 
P-wave speed ( 4 s )  Hs=0.20m 360 

Hs=0.30m 360 
Hs=0.40m 360 

- 
Substrate 

650 

180 

Table D-5. Parameters used to predict the acoustic-to-seismic coupling ratio 

measurements taken ai a range of 2m at the ARG test site. 

330 

D-12 

Hs=0.30m 175 
Hs=0.40m 175 
Hs=O.SOm 175 

Flow resistivity (Pa sm-’) 2000 
Porosity 0.46 

Grain shape factor 0.5 
Soit density (kg/m3) 1700.0 

36000000 
0.0046 

0.5 
2650.0 



Frequency (Hz) 

Figure D-IO. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

ut the ARG test site (Range=2.0ni, Hs=0.20m and f0=452Hz). 
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Figure D-11. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at the ARG test site (Range=2.0m. Hs=O.SOm and fo=492Hz). 
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Figure D-12. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

ut the ARG test site (Range=2.0m, Hs=O.$Om and f0=443Hz). 
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Figure 0-13. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction tuken 

at the ARG test site (Range=2.0m, Hs=O.SOm and f0=479Hz). 
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Figure 0-14. 

depths and a reference microphone situated at the gravel surface. 

Measured relative magnitude between the probe microphone at various 
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Figure D-15. Measured phase difference between the probe microphone at various depths 

and a reference microphone situated at the gravel su face.  
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Figure D-I 7. 

regression has been applied to the data. 

Calculated phase velocity over three different depth intervals. Best-fit 
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Figure 0-18. Calculatedflow resistivity of the ARG test site gruvel 
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Figure D-19. Calculated tortuosity of the ARG test site grmel. 
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Appendix E 

HMC Stone Lane Quarry, Heath and Reach 
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E Contents 

Appendix E covers the results from HMC Stone Lane Quarry, Heath and Reach. It 

includes: 

a) Seismograms from the P- and S-wave seismic refraction surveys 

b) Example acoustic-to-seismic coupling ratio spectra and corresponding FFLAGS 

predictions. 

c) Meteorological data taken concurrently with acoustic-to-seismic coupling 

measurements. 

d) Example probe microphone measurements 
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Figure E-I.  Seismogram for  P-wave survey (forward shot) 
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Figure E-2. Seismogram for  P-wave survey (reverse shot). 
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Figure E-3. Seismogram for  S-wave survey (forward shot). 

Geopone Channel 

Figure E-4. Seismogram for  S-wave survey (reverse shot). 
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Date 

10-Aüg-98 
10-Aüg-98 

10-Aüg-98 
10-Aüg-98 

10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
1 O-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 

10-Aug-98 

10-Aug-98 

10-Aüg-98 
10-Aüg-98 

10-Aüg-98 

10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 

10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 
1 O-Aüg-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 

10-Aug-98 

10-Aug-98 

10-Aug-98 

10-Aug-98 
10-Aüg-98 
10-Aüg-98 
10-Aüg-98 

Range 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1.0m 
1 .Om 
1 .Om 
1 .Om 

1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1.Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 
1 .Om 

Source Height Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Temperature 

29.9 
29.8 
30.0 
30.2 
31.4 
30.4 
29.8 
313.4 
31.2 
29.8 
29.2 
29.7 
30.4 
29.8 
29.9 
30.5 
29.8 
29.5 
30.4 
30.6 
30.1 
29.8 
30 

29.7 

30.2 
30.3 
29.9 
29.2 
30.0 
30.3 
29.2 
30.2 
29.1 
29.5 
29.1 
28.6 
28.8 
29 

28.9 
28.9 
29.3 
28.9 
29.6 
29.1 
29.2 
29.2 
28.6 
28.7 

Wind Speed 

1.650 
1.740 
1.590 
1.430 
1 .O20 
1.610 
1.540 
0.887 
1 .O40 
1.210 
1.980 
1.400 
1.100 
1.270 
1.160 
0.877 
1.650 
1.880 
1.240 
0.934 
1.140 
1.390 
1.220 
1.230 

1.120 
0.811 
1.190 
1.010 
1.110 
0.540 
1.460 
1 .O20 
1.480 
1.130 
1 ,200 
1.990 
1.340 
1.1w 
1.460 
1.520 
1.180 
1.390 
0.811 
0.942 
o. 933 
0.902 
1 .O70 
0.754 

Table E-I .  Meteorological data for  the acoustic-to-seismic coupling ratio measurements 

taken at the HMC Stone Lane Quarry. 
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Figure E-5. Variation in acoustic-to-seismic coupling ratio with time. Measurements are 

3Omins apart and the sensors were removed. R=2.0m Hs=O.ISm (Position A).  
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Figure E-6. Variation in acoustic-to-seismic coupling ratio with time. Measurements are 

30mins apart and the sensors were removed. R=2.0m Hs=O.75m (Position A).  
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Figure E-7. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Data tuken at time TI with no removul of geophone sensor between measurements (P0s.A). 
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Frequency(Hz) 

Figure E-9. Variation in acoustic-to-seismic coupling ratio with time. Measurements are 

30mins apart and the sensors were removed. R=2.0m Hs=O.lSm (Position B). 
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Figure E-10. Variation in acoustic-to-seismic coupling ratio with time. Measurements are 

30mins apart and lhe sensors were removed. R=2.0m Hs=O. 75in (Position B). 
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Figure E-i 1. Variation in acoustic-to-seismic coupling rutio with varying source height. 

Data taken at time TI with no removal of geophone sensor between measurements (P0s.B). 

1.4 I I 

Frequency(Hz) 

Figure E-12. Variation in acoustic-to-seismic coupling ratio with varying source height. 

Datu taken at TI+30 minutes and the geophone sensor was re-positioned (P0s.B). 

E-9 



Date 

11-Aüg-98 
11 -Aüg-98 
1 1 -Aüg-98 
11 -Aüg-98 
11-Aüg-98 
11 -Aüg-98 
11-Aüg-98 
11 -Aüg-98 
11-Aüg-98 
11-Aüg-98 
11 -Aüg-98 
1 1 -Aüg-98 
11 -Aüg-98 
11 -Aüg-98 

11-Aüg-98 
11-Aüg-98 
11 -Aüg-98 

11 -Aug-98 

11-Aug-98 
11 -Aüg-98 
11 -Aüg-98 
11 -Aüg-98 
11 -Aüg-98 
11 -Aüg-98 

11 -Aüg-98 
11-Aüg-98 
11 -Aüg-98 
1 1 -Aüg-98 
1 1 -Aüg-98 
1 1 -Aug-98 
1 1 -Aüg-98 
11 -Aüg-98 
11-Aüg-98 
11 -Aug-98 
1 1 -Aüg-98 
11 -Aüg-98 
11 -Aüg-98 
11-Aüg-98 
11 -Aug-98 

11-Aug-98 
11 -Aüg-98 

11 -Aüg-98 
11-Aüg-98 
11 -Aüg-98 

11-Aüg-98 
11 -Aüg-98 
11 -Aüg-98 

11-Aug-98 

Range 

2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0117 
2.0m 
2.0m 
2.0m 
2Om 
2.0m 
2.0m 
2.0117 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0117 
2.0m 
2.0177 
2.0117 
2.0m 

2.0m 
2.0117 
2.0171 
2.0m 
2.0m 
2.0m 
2.0171 
2.0m 
2.0m 
2.0117 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0m 
2.0717 
2.Om 
2.0117 
2.0m 
2.0m 

Source Height Receiver 
Position A 

0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 

Position B 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geophone 
0.15 Microphone 
0.15 Geophone 
0.20 Microphone 
0.20 Geophone 
0.30 Microphone 
0.30 Geophone 
0.40 Microphone 
0.40 Geophone 
0.50 Microphone 
0.50 Geophone 
0.75 Microphone 
0.75 Geoohone 

Temperature 

28.4 
28.0 
28.6 
28.3 
28.6 
28.5 
28.1 
28.7 
28.4 
28.4 
28.0 
28.6 
28.0 
28.2 
28.4 
28.6 
28.8 
28.4 
28.4 
28.7 
28.1 
28.8 
28.2 
28.2 

28.3 
29.1 
27.9 
28.3 
28.6 
27.7 
28.4 
27.8 
27.9 
28.0 
28.0 
27.5 
27.5 
27.8 
27.7 
27.6 
27.3 
27.3 
27.1 
27.2 
27.2 
26.8 
26.7 
26.7 

Wind Speed 

1.120 
1.250 
0.558 
0.786 
0.875 
0.966 
0.933 
0.783 
1.040 
0.504 
1.260 
0.804 
1.440 
1.260 
1.290 
1.000 
0.802 
1.100 
1 .o00 
0.903 
1.360 
o. 984 
1.300 
1.130 

0.891 
0.682 
1.060 
0.639 
0.729 
0.613 
0.405 
0.841 
0.711 
0.518 
0.783 
0.908 
0.858 
0.666 
0.633 
0.569 
0.522 
0.512 
0.675 
0.269 
0.567 
0.512 
0.381 
0.754 

Table E-2. Meteorological data for the acoustic-to-seismic coupling ratio measurements 

taken at the HMC Stone Lune Quarry. 
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Date 

17-sep-98 
17-sep-98 
17-sep-98 
17-Sep-98 
17-Sep-98 
17-sep-98 
17-sep-98 
17-Sep-98 
17-Sep-98 
17-Sep-98 
17-Sep-98 

17-Sep-98 
17-Sep-98 

17-Sep-98 
17-sep-98 
17-Sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-Sep-98 
17-Sep-98 
17-sep-98 
17-Sep-98 
17-sep-98 
17-sep-98 
17-Sep-98 
17-Sep-98 
17-Sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 
17-sep-98 

Range 

3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
3.0m 
6.0m 
6.0m 
6.0m 
6.0m 
6.0m 
6.0m 
6.0m 
6.0m 
9.0m 
9.0m 
9.0m 
9.0m 
9.0m 
9.0m 
9.0m 
9.0m 
5.0m 
5.0m 
5.0m 
5.0m 
5.0m 
5.0m 
5.0m 
5.0m 
3.0m 
3.0m 
6.0m 
6.0m 
9.0m 
9.0m 
3.0m 
3.0m 
6.0m 
6.0m 
9.0m 
9.0m 

Source HeigM 

0.75 
0.75 
1.50 
1.50 
1.50 
1.50 
0.75 
0.75 
0.75 
0.75 
1.50 
1.50 
1.50 
1.50 
0.75 
0.75 
0.75 
0.75 
1.50 
1.50 
1.50 
1.50 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
1.50 
1.50 
1.50 
1.50 
1.50 
1.50 

Receiver 

V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
Microphone 
V.Geophone 
V.Geophone 
V.Geophone 
V.Geophone 
V.Geophone 
Microphone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 
H.Geophone 

Temperature 

16.5 
16.4 
16.6 
16.5 
16.0 
16.8 
17.1 
17.6 
16.4 
17.6 
16.9 
17.5 
17.3 
17.2 
16.6 
17.0 
17.8 
17.6 
16.6 
16.6 
16.4 
16.5 
16.5 
16.4 
16.5 
15.8 
15.7 
15.6 
15.9 
15.7 
15.4 
15.4 
14.5 
14.5 
15.5 
14.6 
14.5 
14.3 
14.6 
13.7 
13.7 
13.6 
13.6 
13.8 

Wind Speed 

0.958 
1.270 
0.970 
0.760 
1.480 
0.633 
0.772 
0.706 
1.370 
0.496 
0.740 
0.372 
0.380 
0.525 
1 .O50 
0.7M) 
0.317 
0.409 
0.978 
0.797 
0.638 
0.282 
0.409 
0.328 
0.419 
0.557 
0.791 
0.388 
0.185 
0.289 
O. 142 
O. 142 
O. 131 
0.092 
0.255 
o. 128 
O. 160 
0.160 
o. 128 
0.114 
0.214 
0.522 
0.529 
0.203 

Table E-3. Meteorological data for  the acoustic-to-seismic coupling ratio measurements 

taken using the loudspeaker at the HMC Stone Lune Quarry. 
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Frequency (Hz) 
Geophone Sensitivity (V I I 21.4 
d s )  (measured) 
Microphone Sensitivity (V / 
Pa) (measured) 

13.4e.’ 

Table E-4. Purumeters used to predict the acoustic-to-seismic coupling ratio 

measurements tuken at u range of 6m ut HMC Stone Lune Quarry. 
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Figure E-13. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HMC Stone Lane (Range=ó.Om. Hs=O.75m and f0=404Hz). 
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Figure E-14. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HMC Stone Lane (Range=ó.Om. Hs=ISOm and f0=404Hz). 
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Table E-5. Parameters used to predict the acoustic-to-seismic coupling ratio 

measurements taken at a range of9m at HMC Stone Lune Quurry. 

E-14 



ME-005 - 
2 
m 
. 
E - 

Frequency ( H r )  

- 

FFLAGS Prediction 

Figure E-15. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HMC Stone Lane (Range=9.0m, Hs=O.75m and f0=437Hz). 

1.0E~005 

m 
a 9.0E-006 

E 8.OE-006 
O 
5 7.OE-O06 
U 

..-. . . m - 

.- 

._ ? 6.0E-006 
a 

5.0E-006 

- 

0 

m 
.- E 4.OE-W6 

m ._ 
<n 3.OE-006 
O 

.2 2.OE-006 

8 1.0E-006 
6 

- - 
v> 
3 

O.OEi000 

Frequency (Hz) 

Figure E-16. Measured acoustic-to-seismic coupling ratio and FFLAGS predicriof1 taken 

at HMC Stone Lane (Range=9.0m, Hs=l.SOm and f0=437Hz). 
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Figure E-I 7. 

depths and a reference microphone situated at the sand sur$ace. 
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Figure E-IS.  Measured phase difference between the probe microphone ut various depths 

and a reference microphone situated at the sand surface. 
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Figure E-19. Calculated attenuation over three different depth intervals. Bestyit 

regression has been applied to the data. 
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Figure E-20. 

regression has been applied to the data. 

Calculated phase velocity over three different depth intervals. Bestyit 
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Figure E-21. Calculated flow resistivig of the Stone Lurie @arty surid. 
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Figure E-22. Calculated tortuosiS. of the Stone Lune Quarry sand. 
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Appendix F 

Horticultural Research International, Wellesbourne 
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F Contents 

Appendix F covers the results from Horticultural Research International, Wellesboume. it 

includes: 

a) Seismograms from the P-wave seismic refraction surveys. 

b) Example acoustic-to-seismic coupling ratio spectra and corresponding FFLAGS 

predictions. 

c) Meteorological data taken concurrently with acoustic-to-seismic coupling 

measurements. 
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Figure F-I .  Seismogram for P-wave survey on Soil A Ifonvard shot). 
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Figure F-2. Seismogram for P-wave survey on Soil A (reverse shot) 
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Figure F-3. Seismogram for P-wave survey on Soil B (forward shot). 
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Figure F-4. Seismogram for P-wave survey on Soil B (reverse shot). 
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Figure F-5. Seismogram f o r  P-wave survey on Soil C (fonvurd shot). 
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Figure F-6. Seismogram for  P-wave survey on Soil C (reverse shot). 

F-5 



Range Longitudinal 
Turbulance 

(m) 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
3.0 
3.0 
3.0 
3.0 

Transverse 
Turbulance 

Receiver 

Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 

Source 
Height 

(m) 
0.15(PS) 
O.l5(PS) 
0.30(PS) 
0.30(PS) 
0.45( PS) 
0.45( PS) 
O. 15(PS) 
O.l5(PS) 
0.30(PS) 
0.30( PS) 
0.45( PS) 
0.45(PS) 
0.45(LS) 
0.45(LS) 
0.68(LS) 
0.68(LS) 
0.45(LS) 
0.45(LS) 
0.68(LS) 
0.68(LS) 

0.55 
0.47 
0.43 
0.56 
0.63 
0.50 
0.55 
0.46 
0.79 
0.49 
0.60 
0.47 
0.44 
0.42 
0.45 
0.56 
0.58 
0.50 
0.46 

0.40 
0.39 
0.35 
0.61 
0.57 
0.42 
0.40 
0.41 
0.73 
0.47 
0.45 
0.50 
0.30 
0.42 
0.52 
0.50 
0.38 
0.48 
0.39 

Vertical 
Turbulance 

Intensity 

0.44 
0.36 
0.31 
0.28 
0.43 
0.49 
0.37 
0.31 
0.28 
0.53 
0.41 
0.31 
0.37 
0.29 
0.32 
0.31 
0.40 
0.29 
0.35 
0.32 

Wind Speed -=-I--- 
20.19 
20.30 
20.14 
20.51 
21 2 3  
21.14 
20.82 
20.87 
21 .o9 
21.27 
21.20 
21.29 
21.32 
21.15 
21.16 
21.33 
21.34 
21.22 
21.29 

1.99 
2.22 
2.68 
1.66 
1.27 
2.14 
2.66 
2.91 
1.30 
1.43 
1.96 
1.60 
2.57 
2.08 
2.59 
1.56 
2.17 
2.46 
2.00 

Wind 
Direction 

From North) 

310.0 
301.7 
295.8 
295.8 
304.5 
301.1 
294.8 
297.5 
296.2 
309.1 
299.0 
297.8 
301.2 
292.9 
298.2 
296.6 
295.8 
292.7 
302.5 
288.0 

(7 
From Horiz.] 

2.2 
0.4 
1.3 
-1.2 
2.2 
4.8 
3.1 
-0.6 
1 .o 
5.0 
6.4 
2.7 
3.2 

(7 

-0.7 
-0.6 
-0.5 
0.4 
3.2 
1 .o 
4.9 

Table F - l .  Meteorological Data taken concurrently wiih acoustic-to-seismic coupling ratio measurements (Soil A). 
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Table F-2. Parameters used to predict the acoustic-to-seismic coupling ratio 

measurements taken in Soil A at HRI, Wellesboume (source height=0.68m and 

range=2.0m. 3.0m). 

F-7 



FFiAGS Prediction 
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Figure F-7. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken at 

HRI for Soil A (Range=2.0m, Hs=O.68m andfo=802Hz). 

Figure F-8. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken at 

HRI for Soil A (Range=3.0m, Hs=0.68m and fo=S98Hz). 
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Range 

(m) 
0.1 5(PS) 
0.1 5(PS) 

(m) 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
3.0 
3.0 
3.0 
3.0 

0.96 

Receiver 

Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 

Microphone 
Geophone 

Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 

Intensity 

0.30(PS) 
0.30( PS) 
0.45( PS) 
0.45( PS) 
O.l5(PS) 
O.l5(PS) 
0.30(PS) 
0.30(PS) 
0.45(PS) 
0.45(PS) 
0.45(LS) 
0.45(LS) 
O.SE(LS) 
0.68(LS) 
0.45(LS) 
0.45(LS) 
0.68(LS) 
0.68(LS) 

0.59 
0.39 
0.43 
0.28 
0.25 
0.64 
0.69 
0.43 
0.43 
0.37 
0.25 
0.45 
0.30 
0.04 
0.43 
0.49 
0.51 
0.45 
0.47 

I 

Transverse 
Turbulance 

Intensity 

2.09 
0.38 
0.66 
0.56 
0.48 
0.37 
1.29 
0.76 
0.44 
36.00 
0.51 
0.23 
0.58 
0.50 
0.51 
0.37 
0.52 
0.56 
0.59 
0.57 

Vertical 
Turbulance 

Intensity 

1.14 
0.34 
0.46 
0.45 
0.34 
0.23 
0.65 
0.47 
0.33 
0.35 
0.41 
0.19 
0.54 
0.48 
0.56 
0.34 
0.32 
0.50 
0.39 
0.49 

Temp 

("C) 
23.85 
24.19 
23.66 
24.04 
24.25 
23.99 
24.22 
24.23 
24.36 
24.57 
24.66 
24.66 
25.16 
24.83 
25.23 
24.78 
25.17 
24.93 
25.01 
25.17 

Wind Speed 

( d S )  

0.38 
0.91 
0.38 
0.56 
0.54 
1.31 
0.42 
0.36 
0.63 
0.66 
0.79 
1.43 
0.77 
0.64 
0.72 
1 .O4 
1.39 
0.90 
1.18 
1.26 

Wind 
Direction 

[From North) 
(") 

252.0 
272.2 
36.7 
21.3 
4.5 

139.0 
242.0 

3.9 
54.1 
48.7 
54.8 
14.6 
18.1 
14.9 
16.6 
39.7 
3.9 
14.9 
17.0 
20.6 

Elevation 

From Horiz.) 
(O) 

15.6 
13.5 
35.3 
38.5 
45.9 
13.8 
21 .o 
41.1 
19.8 
18.3 
21.1 
11.5 
25.4 
43.0 
31.3 
9.2 
13.0 
12.5 
18.6 
9.7 

Table F-3. Meteorological Data taken concurrently with acoustic-to-seismic coupling ratio measurements (Soil B )  



Table F-4. Parameters used to predict the acoustic-to-seismic coupling rutio 

measurements taken in Soil B at HRI, Wellesboume (source height=0.68m and 

range=2.0m, 3.0m). 
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Figure F-9. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken at 

HRI for  Soil B (Range=2.0m, Hs=0.68m and f0=763Hz). 

Frequency (Hr) 

Figure F-IO. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRI for  Soil B (Range=3.0m, Hs=O.68m and f0=882Hz). 
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Range 

o 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
1 .o 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
3.0 
3.0 
3.0 
3.0 

Wind 
Direction 

Receiver 

Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 

Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 
Geophone 
Microphone 

Elevation 

Intensity 

0.15(PS) 
0.30( PS) 
0.30(PS) 
0.45(PS) 
0.45(PS) 
0.15(PS) 
0.1 5(PS) 
0.30(PS) 
0.30(PS) 
0.45(PS) 
0.45( PS) 
0.45(LS) 
0.45(LS) 
0.68(LS) 
0.68(LS) 
0.45(LS) 
0.45(LS) 
0.68(LS) 
O.SS(LS) 

0.85 
0.94 
0.92 
0.91 
0.87 
0.92 
0.95 
0.90 
0.53 
1.16 
1.33 
1 .o2 
1 .O4 
0.71 
1.16 
1 .O8 
1 .o1 
1.23 
0.92 

Transverse 
Turbulance 

Intensity 

0.86 
0.75 
0.78 
0.86 
0.94 
0.86 
1.19 
0.81 
0.84 
0.54 
1.30 
0.97 
1.46 
1.29 
1.42 
0.86 
1.29 
1.33 
1.41 
1 .O6 

Vertical 
Turbulance 

Intensity 

0.65 
0.54 
0.65 
0.58 
0.49 
0.70 
1.12 
0.68 
0.67 
0.44 
1.37 
1.39 
1.75 
1.30 
1 .O8 
0.74 
2.05 
1.25 
1.40 
0.92 

Temp 

(“C) 
23.56 
23.80 
23.62 
23.41 
23.77 
23.82 
24.28 
24.24 
24.24 
24.23 
24.65 
24.68 
24.79 
24.81 
25.20 
25.35 
25.50 
25.51 
25.50 
25.66 

Wind Speed 

( d S )  

1 .O3 
1 .O5 
1.22 
0.88 
0.53 
0.22 
0.55 
1 .O3 
1 .O5 
1.11 
0.33 
0.37 
0.28 
0.30 
0.39 
0.37 
0.25 
0.33 
0.54 
0.44 

265.2 
235.1 
248.2 
242.5 
265.0 
208.6 
231.9 
231.9 
267.5 
221.7 
78.4 
204.3 
223.1 
186.5 
243.1 
216.4 
318.3 
219.6 
284.1 

0.5 
0.7 
-0.2 
1.1 
2.3 
2.7 
0.7 
-1 .o 
-5.3 
48.5 
31.2 
13.5 
40.0 
59.9 
102.0 
93.9 
95.9 
19.7 
160.5 

Table F-5. Meteorological Datu taken concurrently with acoustic-to-seismic coupling ratio measurements (Soil C) 
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Microphone height (m) 
Geophone depth (m) 
Frequency range (Hz) 
Speed of sound in air 
Coupling (R=2.0m) 
Resonant (R=3.0m) 

0.0s 
-0.0s 
100 - 1000 
344.0 
744 
705 

F-13 

Frequency (Hz) 
Geophone 
Sensitivity (V I 
m / s )  (measured) 
Microphone 
Sensitivity (V I 
Pa) (measured) 

(R=2.0m) 33.0 
(R=3.0m) 25.6 

(R=2.0m) 13.4e.' 
(R=3.0m) 13.4e-? 
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Figure F-I I .  Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

ut HRI for  Soil C (Runge=2.Om. Hs=O.68m and f0=744Hz). 

oe+ow 

71 
FFLAGS Prediction 

I 
2 3 1 5 5 , 8 9 , p  e io2 

Frequency (Hz) 

Figure F-12. Measured acoustic-to-seismic coupling ratio and FFLAGS prediction taken 

at HRI for  Soil C (Range=3.0m, Hs=0.68ni and f0=505Hz). 
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