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Abstract

The aim of this paper is to study some brackets defined on (τ,σ )-derivations sat-
isfying quasi-Lie identities. Moreover, we provide examples of (p,q)-deformations
of Witt and Virasoro algebras as well as sl(2) algebra. These constructions gen-
eralize the results obtained by Hartwig, Larsson and Silvestrov on σ -derivations,
arising in connection with discretizations and deformations of algebras of vector
fields.
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Introduction

Hom-Lie algebras and related algebraic structures have recently become rather popu-
lar, due in part to the prospect of having a general framework in which one can produce
many types of natural deformations of (Lie) algebras, in particular q-deformations
which are of interest to both mathematicians and physicists.

The area of quantum deformations (or q-deformations) of Lie algebras began a pe-
riod of rapid expansion around 1985 when Drinfeld and Jimbo independently con-
sidered deformations of U (g), the universal enveloping algebra of a semisimple Lie
algebra g, motivated, among other things, by their applications to quantum integrable
systems, the Yang-Baxter equation and quantum inverse scattering methods. This
method developed by Faddeev and his collaborators gave rise to a great interest in
quantum groups and Hopf algebras. Since then several other versions of (q-)deformed
Lie algebras have appeared, especially in physical contexts such as string theory. The
main objects for these deformations were infinite-dimensional algebras, primarily the
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Heisenberg algebras (oscillator algebras) and the Virasoro algebra, see [3, 2, 12, 13,
14, 15, 16, 17, 18, 24, 25, 29] and the references therein. The main tools are skew-
derivations or σ -derivations, which are generalized derivations twisting the Leibniz
rule by means of a linear map.

In a series of papers [23, 27, 28] the authors have developed a new quasi-deformation
scheme leading from Lie algebras to a broader class of quasi-Lie algebras and sub-
classes of quasi-Hom-Lie algebras and Hom-Lie algebras. These classes of algebras are
tailored in a way suitable for simultaneous treatment of the Lie algebras, Lie superal-
gebras, the color Lie algebras and the deformations arising in connection with twisted,
discretized or deformed derivatives and corresponding generalizations, discretizations
and deformations of vector fields and differential calculus. Indeed, in [23, 27, 26, 28],
it has been shown that the class of quasi-Hom-Lie algebras contains as a subclass on
the one hand the color Lie algebras and in particular Lie superalgebras and Lie al-
gebras, and on the other hand various known and new single and multi-parameter
families of algebras obtained using twisted derivations and constituting deformations
and quasi-deformations of universal enveloping algebras of Lie and color Lie algebras
and of algebras of vector-fields.

Quasi-Lie algebras are nonassociative algebras for which the skew-symmetry and
the Jacobi identity are twisted by several deforming twisting maps and also the Jacobi
identity in quasi-Lie and quasi-Hom-Lie algebras in general contains 6 twisted triple
bracket terms. In the subclass of Hom-Lie algebras skew-symmetry is untwisted. Thus
Hom-Lie algebras, in the contrast with quasi-Hom-Lie algebras, do not contain super
or color Lie algebras that are not Lie algebras. The Jacobi identity in Hom-Lie algebras
is however twisted by a single linear map and contains 3 terms as in Lie algebras and
color Lie algebras (6 terms in quasi-Lie Jacobi identity are combined pairwise).

This kind of algebraic structures introduced by Hartwig, Larsson and Silvestrov
were later further extended to other type of nonassociative algebras (associative, Lie-
admissible, Leibniz, Jordan, Alternative, Malcev, n-ary algebras . . . ) as well as their
dual and graded versions, see [6, 9, 11, 19, 20, 21, 37, 32, 30, 36, 40, 38, 39, 42, 1, 7, 35,
5, 8]. The main feature of this type of algebras, called Hom-algebras, is that the usual
identities are twisted by one or several deforming twisting maps, which lead to many
interesting results.

Our purpose in this paper is to construct internal brackets based (τ,σ )-derivations
leading to quasi-Lie algebras. This work generalizes the constructions in [23] which
deals with σ -derivations, and were used to obtain q-deformations of Witt and Virasoro
algebras. We recover the results on σ -derivations when τ = id. Moreover, we provide
examples of (p,q)-deformations of Witt, Virasoro and sl(2) algebras.

In Section 1, we give the definition and some properties of (τ,σ )-derivations, in par-
ticular the fact that they form a free rank-one module when τ , σ . We also recall the
definitions of quasi-Lie algebras, Hom-Lie algebras and their extensions. In Section 2,
we define quasi-Lie and Hom-Lie algebras (Theorem 2.1 and Theorem 2.6), extending
the main theorem of [23] to the case of (τ,σ )-derivations. We provide in Section 3 ap-
plications of these theorems to obtain (p,q)-deformations of Witt, Virasoro and sl(2)
algebras. We study the relations between these deformations and q-deformations ob-
tained in [23, 28]. In Section 3.4, we summarize the various deformations for Witt
and sl(2) algebras and their relationships using diagrams. Finally, in Section 3.6, we
provide other examples of internal brackets based on (τ,σ )-derivations.
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1 Preliminaries

In this first preliminary section, we recall the definitions and some properties of (τ,σ )-
derivations and Hom-Lie algebras. To lighten the computations, the composition of
maps symbol ◦ is sometimes omitted.

1.1 Generalities on (τ,σ )-derivations

Let R be a ring and A be an associative R-algebra. We consider two algebra endomor-
phisms τ and σ of A.

Definition 1.1. A (τ,σ )-derivation D : A→A is an R-linear map such that the follow-
ing generalized Leibniz identity

D(ab) =D(a)τ(b) + σ (a)D(b) (1.1)

is satisfied, with a,b ∈ A. The set of all (τ,σ )-derivation on A is denoted by Dτ,σ (A).

Remark 1.2. Suppose that the algebra A is commutative. Then a (τ,σ )-derivation is
also a (σ,τ)-derivation because

D(ab) =D(ba) =D(b)τ(a) + σ (b)D(a) =D(a)σ (b) + τ(a)D(b).

A (id,σ )-derivation (or (σ, id)-derivation if the algebra A is commutative) will simply
be called σ -derivation. We recover classical derivations when σ = τ = id.

Proposition 1.3. Let A be an associative R-algebra and τ,τ ′,σ ,σ ′ algebra endomorphisms
of A. Let D be a (τ,σ )-derivation and D ′ a (τ ′,σ ′)-derivation. If τ and τ ′ commute, σ
and σ ′ commute, and D commutes with τ ′ and σ ′, and D ′ commutes with τ and σ , then
[D,D ′]BD ◦D ′ −D ′ ◦D is a (ττ ′,σσ ′)-derivation.

Proof. For a,b ∈ A, we have

(D ◦D ′)(ab) =D(D ′(a)τ ′(b) + σ ′(a)D ′(b))
=DD ′(a)ττ ′(b) + σD ′(a)Dτ ′(b) +Dσ ′(a)τD ′(b) + σσ ′(a)DD ′(b)

and

(D ′ ◦D)(ab) =D ′(D(a)τ(b) + σ (a)D(b))
=D ′D(a)τ ′τ(b) + σ ′D(a)D ′τ(b) +D ′σ (a)τ ′D(b) + σ ′σ (a)D ′D(b),

substracting the two expressions, the four middle-terms cancel by using the hypothesis
to give

[D,D ′](ab) = [D,D ′](a)ττ ′(b) + σσ ′(a)[D,D ′](b)

which shows that [D,D ′] =D ◦D ′ −D ′ ◦D is a (ττ ′,σσ ′)-derivation.

Denoting by
D(A) =

⋃
τ,σ ∈ Z(LR(A))

Dτ,σ (A) ⊂ LR(A)

the set of all (τ,σ )-derivations, for all endomorphisms τ,σ that commute with each
other and with all linear maps of A, the preceding proposition gives a structure of Lie
algebra on this subset of commuting R-linear maps on A.
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Corollary 1.4. Endowed with the bracket [D,D ′] B D ◦D ′ −D ′ ◦D, the subspace D(A) is
a Lie algebra.

We fix now for the next sections τ and σ endomorphisms of A, and will work only
on (τ,σ )-derivations Dτ,σ (A).

Lemma 1.5. Let A be an associative R-algebra and τ,σ two different algebra endomor-
phisms of A. For an element c in the center of A, define an R-linear map D :A→A by

D(f ) = c(τ(f )− σ (f )). (1.2)

Then D is a (τ,σ )-derivation.

Proof. We have

D(f g) = c(τ(f g)− σ (f g)) = c(τ(f )− σ (f ))τ(g) + σ (f )(τ(g)− σ (g))c
=D(f )τ(g) + σ (f )D(g).

Proposition 1.6. LetA be an associative R-algebra and τ,σ two different algebra endomor-
phisms of A. Let α be an algebra endomorphism of A and D a (τ,σ )-derivation. Then α ◦D
is a (α ◦ τ,α ◦ σ )-derivation and D ◦α is a (τ ◦α,σ ◦α)-derivation.

Proof. For a,b ∈ A, we have

(α ◦D)(ab) = α(D(a)τ(b) + σ (a)D(b)) = (α ◦D)(a)(α ◦ τ)(b) + (α ◦ σ )(a)(α ◦D)(b).

So α ◦D is a (α ◦ τ,α ◦ σ )-derivation ; same argument the other way around.

Notice that if α :A→A is invertible, then α−1 :A→A is also an algebra morphism.

Corollary 1.7.

(i) LetD be a σ -derivation. If τ is an algebra endomorphism ofA, then τ◦D is a (τ,τ◦σ )-
derivation.

(ii) Let D be a (τ,σ )-derivation.
If τ is invertible, then τ−1 ◦D is a (τ−1 ◦ σ )-derivation.
If σ is invertible, then σ−1 ◦D is a (σ−1 ◦τ, id)-derivation, and if A is commutative, it
is also a (σ−1 ◦ τ)-derivation.

When σ (x)a = aσ (x) (or τ(x)a = aτ(x)) for all x,a ∈ A and in particular when A is
commutative, Dτ,σ (A) carries a natural left (or right) A-module structure defined by
(a,D) 7→ a ·D : x 7→ aD(x). For clarity we will always denote the module multiplication
by · and the algebra multiplication in A by juxtaposition. We will sometimes extend
maps α :A→A on Dτ,σ (A) by α(a ·D) = α(a) ·D.

If a,b ∈ A we shall write a | b if there is an element c ∈ A such that ac = b. If S ⊆ A
is a subset of A, a greatest common divisor of S, noted gcd(S), is defined as an element
of A satisfying, for all a ∈ S

gcd(S) | a and for b ∈ A, b | a⇒ b | gcd(S)
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Operator D D(f (t)) D((f g)(t)) (τ,σ )
Differentiation f ′(t) D(f (t))g(t) + f (t)D(g(t)) (id, id)

Shift S f (t + 1) f (t + 1)D(g(t)) (S,0)
Shift difference f (t + 1)− f (t) D(f (t))g(t) + f (t + 1)D(g(t)) (S, id)
q-dilatation Tq f (qt) f (qt)D(g(t)) (Tq,0)

Jackson q-derivative
f (t)− f (qt)
t − qt

D(f (t))g(t) + f (qt)D(g(t)) (id,Tq)

Jackson symmetric q-derivative
f (q−1t)− f (qt)
q−1t − qt

D(f (t))g(q−1t) + f (qt)D(g(t)) (Tq−1 ,Tq)

Jackson (p,q)-derivative
f (pt)− f (qt)
pt − qt

D(f (t))g(pt) + f (qt)D(g(t)) (Tp,Tq)

p-dilatation derivative f ′(pt) D(f (t))g(pt) + f (pt)D(g(t)) (Tp,Tp)

Table 1: Some (τ,σ )-derivations and their Leibniz rules

It follows directly from the definition that

S ⊆ T ⊆ A⇒ gcd(T ) | gcd(S) (1.3)

whenever gcd(S) and gcd(T ) exist. If A is a unique factorization domain one can show
that a gcd(S) exists for any nonempty subset S of A and that this element is unique up
to a multiple of an invertible element in A. Thus we are allowed to speak of the gcd.

Theorem 1.8 ([23], Theorem 4 p.319). Let τ and σ be different algebra endomorphisms
on a unique factorization domain A. Then Dτ,σ (A) is free of rank one as an A-module with
generator

∆B
τ − σ
g

: x 7→ (τ − σ )(x)
g

, (1.4)

where g = gcd((τ − σ )(A)).

Definition 1.9. The annihilator Ann(D) of an element D ∈ Dτ,σ (A) is

Ann(D) = {a ∈ A, a ·D = 0}.

It is easy to see that Ann(D) is an ideal of A. Notice that for an algebra automor-
phism α, we have Ann(α ◦D) = α(Ann(D)).

For D ∈ Dτ,σ (A), we denote by

A ·D = {a ·D, a ∈ A}

the cyclic A-submodule generated by D.

Example 1.10. Various examples of (τ,σ )-derivations are given in [22, Table 1, p.11].
We list in Table 1 such examples and some others, mainly obtained using Lemma 1.5.
On a algebra of functions, they include the usual derivative, the shift difference and
different Jackson derivatives.
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1.2 Quasi-Lie algebras, Hom-Lie algebras and extensions

Hom-Lie algebras were first introduced by Hartwig, Larsson and Silvestrov in [23]
precisely by using σ -derivations. We will provide similar construction using (τ,σ )-
derivations. Since then, other Hom-structure such as Hom-associative algebras, Hom-
Poisson algebras, etc., were studied, see [10, 31, 33, 34, 4, 41]. We recall here the
present definition and some properties of Hom-Lie algebras.

Definition 1.11. A Hom-Lie algebra is a triple (A, [ , ],α) where A is a R-algebra, [ , ] :
A⊗A → A is an R-bilinear skew-symmetric bracket and α : A → A is a linear map,
called twist, such that for all x,y,z ∈ A

	x,y,z [α(x), [y,z]] = 0. (1.5)

The equation (1.5) is called Hom-Jacobi identity.

If α = id, we recover the definition of a Lie algebra, so Lie algebras will be consid-
ered as Hom-Lie algebras with the identity as twist map.

Let A = (A,µ,α) and A′ = (A′,µ′,α′) be two Hom-Lie algebras. A linear map ϕ :
A→A′ is a morphism of Hom-Lie algebras if

µ′ ◦ (ϕ ⊗ϕ) = ϕ ◦µ and ϕ ◦α = α′ ◦ϕ.

It is said to be a weak morphism if holds only the first condition.

More generally, the notion of quasi-Lie algebra was discussed in [27, 33]. Let LR(A)
be the set of R-linear maps on A.

Definition 1.12. (Larsson, Silvestrov [27]) A quasi-Lie algebra is a tuple (A, [ , ],α,β,ω,θ)
where

• A is a R-algebra,

• [ , ] :A⊗A→A is a bilinear map called a product or a bracket on A,

• α,β :A→A, are R-linear maps,

• ω :Dω→LR(V ) and θ :Dθ→LR(V ) is a map with domain of definitionDω,Dθ ⊆ A⊗A,

such that the following conditions hold:

ω-symmetry The product satisfies a generalized skew-symmetry condition

[x,y] = ω(x,y)[y,x], for all (x,y) ∈Dω;

quasi-Jacobi identity The bracket satisfies a generalized Jacobi identity

	x,y,z

{
θ(z,x)

(
[α(x), [y,z]] + β[x, [y,z]]

)}
= 0, for all (z,x), (x,y), (y,z) ∈Dθ.
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This class includes (Hom-)Lie superalgebras, Z-graded (Hom-)Lie algebras, and
color (Hom-)Lie algebras ([6]). Specifying in the definition of quasi-Lie algebras Dω =
A ⊗ A, β = 0A and θ(x,y) = ω(x,y) = −idA for all (x,y) ∈ Dω = Dθ, we recover the
Hom-Lie algebras with twisting linear map α.

The following result shows how to obtain other Hom-Lie algebras from a given one.
It can be used to twist classical Lie algebras into Hom-Lie algebras using a morphism.
It also works with other types of structures (see [10] for example), so it is sometimes
referred as the ‘twisting principle’.

Theorem 1.13 ([41, Theorem 3.2]). Let (A, [ , ],α) be a Hom-Lie algebra and ρ : A→ A
be a weak morphism, i.e. ρ ◦ [ , ] = [ , ] ◦ρ⊗2. Then Aρ = (A, [ , ]ρ = ρ ◦ [ , ],αρ = ρ ◦α) is a
Hom-Lie algebra.

Proof. For x,y,z ∈ A, we have [y,x]ρ = −[x,y]ρ and

	x,y,z [(ρ ◦α)(x), [y,z]ρ]ρ
=	x,y,z ρ([ρ(α(x)),ρ([y,z])])

= ρ2 (	x,y,z [α(x), [y,z]]
)

= 0

since [ , ] satisfies the Hom-Jacobi condition with α as twist map, so Aρ is a Hom-Lie
algebra.

In particular, if ρ : A → A is a Hom-Lie algebra morphism, then it is also a mor-
phism of the Hom-Lie algebra Aρ.

We will say that the Hom-Lie algebra Aρ = (A, [ , ]ρ = ρ◦ [ , ],αρ = ρ◦α) is a twist of
the Hom-Lie algebra (A, [ , ],α), or that the two Hom-Lie algebras are twist-equivalent.

Proposition 1.14. Let (A,µ,α) be a Hom-Lie algebra, and ρ : A → A a weak morphism.
Suppose that

ϕ : (A,µ,α)→ (A,ρ ◦µ,ρ ◦α)

is an isomorphism of Hom-Lie algebras between A and its ρ-twist Aρ. Then ρ measures the
default of commutativity between ϕ and α, that is ρ = ϕ ◦α ◦ϕ−1 ◦α−1.

Proof. Since ϕ :A→Aρ is a morphism, we have

ρ ◦µ ◦ (ϕ ⊗ϕ) = ϕ ◦µ
ϕ ◦α = ρ ◦α ◦ϕ.

The second equation is equivalent to ρ = ϕ ◦ α ◦ ϕ−1 ◦ α−1. Using that ρ is a weak
morphism, the first equation also gives µ ◦ (ρ ◦ϕ ⊗ ρ ◦ϕ) = ϕ ◦µ.

Corollary 1.15. If a Lie algebra (A,µ, id) is isomorphic to a twist-equivalent Hom-Lie alge-
bra (A,ρ ◦µ,ρ), then the twist ρ is trivial, ρ = id.

Remark 1.16. Given a Lie algebra, this shows that twists of it are never isomorphic to
it (as Hom-Lie algebras). This is also true for associative algebras.

7



We recall here the definitions and results on central extensions of Hom-Lie algebras
developed in [23]. The only minor difference is that the homomorphism ζ in the old
definition is now replaced by the twist map α. The link between these two definitions
is α = id+ζ, but one should convince oneself that the results are the same by replacing
(L,ζ) by (L,α) Hom-Lie algebras.

Definition 1.17. An extension of a Hom-Lie algebra (L,α) by an abelian Hom-Lie al-
gebra (a,αa) is a commutative diagram with exact rows

0 // a
ı //

αa
��

L̂
pr //

α̂
��

L //

α
��

0

0 // a
ı // L̂

pr // L // 0

(1.6)

where (L̂, α̂) is a Hom-Lie algebra. We say that the extension is central if

ı(a) ⊆ Z(L̂)B {x ∈ L̂, [x, L̂]L̂ = 0}. (1.7)

Theorem 1.18 ([23], Theorem 21 p.335). Suppose (L,α) and (a,αa) are Hom-Lie algebras
with a abelian. If there exists a central extension (L̂, α̂) of (L,α) by (a,αa) then for every
section s : L→ L̂ there is a gs ∈

∧2(L,a) and a linear map fs : L̂→ a such that

fs ◦ ı = αa (1.8)
gs(α(x),α(y)) = fs([s(x), s(y)]L̂) (1.9)

and

	x,y,z gs(α(x), [y,z]L) = 0 (1.10)

for all x,y,z ∈ L. Moreover, equation (1.10) is independent of the choice of section s.

Definition 1.19. A central Hom-Lie algebra extension (L̂, α̂) of (L,α) by (a,αa) is called
trivial if there exists a linear section s : L→ L̂ such that

gs(x,y) = 0 (1.11)

for all x,y ∈ L.

Theorem 1.20 ([23], Theorem 24 p.336). Suppose (L,α) and (a,αa) are Hom-Lie algebras
with a abelian. Then for every g ∈

∧2(L,a) and every linear map f : L⊕ a→ a such that

f (0, a) = αa(a) for a ∈ a, (1.12)
g(α(x),α(y)) = f ([x,y]L, g(x,y)) (1.13)

and

	x,y,z g(α(x), [y,z]L) = 0 (1.14)

for x,y,z ∈ L, there exists a Hom-Lie algebra (L̂, α̂) which is a central extension of (L,α) by
(a,αa).
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2 Brackets on (τ,σ )-derivations

We let A be a commutative associative unital algebra and fix morphisms τ,σ : A→A
and an element ∆ ofDτ,σ (A). The goal is to define a bracket on (τ,σ )-derivations which
satisfies some quasi-Jacobi identity; and when τ = id, to recover the bracket defined in
[23] for σ -derivations:

[a ·∆,b ·∆]σ B (σ (a) ·∆) ◦ (b ·∆)− (σ (b) ·∆) ◦ (a ·∆). (2.1)

2.1 With τ invertible

If τ is invertible, then τ−1 ◦ ∆ is a (τ−1 ◦ σ )-derivation (Corollary 1.7). We rewrite
the previous bracket in this situation, and apply τ on both sides, using that τ−1 is a
morphism:

τ([a·τ−1◦∆,b·τ−1◦∆]τ−1◦σ ) = (σ (a)·∆)◦(b·τ−1◦∆)−(σ (b)·∆)◦(a·τ−1◦∆) :=: [τ(a)·∆, τ(b)·∆]τ,σ

The last ‘equality’ is the way we want to define our new bracket on (τ,σ )-derivations,
having in mind that τ goes through the bracket in the left expression. We have the
following theorem, which introduces an R-algebra structure on A ·∆.

Theorem 2.1. LetA be a commutative associative unital algebra and τ,σ :A→A different
morphisms with τ invertible. Let ∆ be a (τ,σ )-derivation. If the equation

(σ ◦ τ−1)(Ann(∆)) ⊆ Ann(∆) (2.2)

holds, then the map [ , ]τ,σ :A ·∆×A ·∆→A·∆ defined by setting

[a ·∆,b ·∆]τ,σ B ((σ ◦τ−1)(a) ·∆)◦(τ−1(b) ·τ−1◦∆)−((σ ◦τ−1)(b) ·∆)◦(τ−1(a) ·τ−1◦∆) (2.3)

for a,b ∈ A is a well-defined R-algebra bracket on the R-linear space A ·∆, and it satisfies
the following identities for a,b,c ∈ A:

[a ·∆,b ·∆]τ,σ =
(

(σ ◦ τ−1)(a)(∆ ◦ τ−1)(b)− (σ ◦ τ−1)(b)(∆ ◦ τ−1)(a)
)
·∆ (2.4)

[b ·∆, a ·∆]τ,σ = −[a ·∆,b ·∆]τ,σ . (2.5)

Moreover if there exists an element δ ∈ A such that

∆ ◦ τ−1 ◦ σ ◦ τ−1 = δ · (σ ◦ τ−1 ◦∆ ◦ τ−1), (2.6)

then we have

	a,b,c

(
[σ (τ−1(a)) ·∆, [b ·∆, c ·∆]τ,σ ]τ,σ + δ · [a ·∆, [b ·∆, c ·∆]τ,σ ]τ,σ

)
= 0. (2.7)

We will refer to equation (2.7) as quasi-Jacobi identity.

This theorem gives a quasi-Lie algebra structure on A ·∆, with α = σ ◦ τ−1, β = δ,
θ = idA and ω = −idA.

9



Remark 2.2. The bracket defined in the theorem depends on the maps τ and σ , as
specified explicitly in the notation, but also depends on the generator ∆ of the cyclic
submodule A · ∆ of Dτ,σ (A) and should be written [ , ]∆,τ,σ . Suppose that another
generator ∆′ of A · ∆ is choosen, with ∆′ = u∆, u ∈ A, then, like for the case of σ -
derivations, the ‘base-change’ relation is given by

σ (τ−1(u))[a ·∆′,b ·∆′]∆′ ,τ,σ = u[a ·∆′,b ·∆′]∆,τ,σ .

The generator is fixed for the most part of this paper, so we suppress the dependence
on the generator from the bracket notation. If A has no zero-divisors, then the result
[23, Proposition 9 p.15] that the dependence of the generator ∆ is not essential still
holds and is proven with similar arguments.

Furthermore, the bracket [ , ]τ,σ will simply be written [ , ] to lighten the computa-
tions, and the symbol of composition ◦ will often be omitted.

Proof. We first show that [ , ] is a well-defined function, that is, if a1 ·∆ = a2 ·∆, then

[a1 ·∆,b ·∆] = [a2 ·∆,b ·∆] and [b ·∆, a1 ·∆] = [b ·∆, a2 ·∆].

Now a1·∆ = a2·∆ is equivalent to a1−a2 ∈ Ann(∆). Therefore, τ−1(a1−a2) ∈ τ−1(Ann(∆)) =
Ann(τ−1 ◦∆) and using (2.2), we also have σ (τ−1(a1 − a2)) ∈ Ann(∆). Hence

[a1 ·∆,b ·∆]− [a2 ·∆,b ·∆] =

= (στ−1(a1) ·∆) ◦ (τ−1(b) · τ−1∆)− (στ−1(b) ·∆) ◦ (τ−1(a1) · τ−1∆)

− (στ−1(a2) ·∆) ◦ (τ−1(b) · τ−1∆) + (στ−1(b) ·∆) ◦ (τ−1(a2) · τ−1∆)

= (στ−1(a1 − a2) ·∆) ◦ (τ−1(b) · τ−1∆)− (στ−1(b) ·∆) ◦ (τ−1(a1 − a2) · τ−1∆) = 0,

and a similar computation for the second equality.
Next we prove (2.4), which also shows that A ·∆ is closed under the bracket [ , ].

Let a,b,c ∈ A, then, since ∆ is a (τ,σ )-derivation on A we have

[a ·∆,b ·∆](c) = (στ−1(a) ·∆)
(

(τ−1(b) · τ−1∆)(c)
)
− (στ−1(b) ·∆)

(
(τ−1(a) · τ−1∆)(c)

)
= στ−1(a)∆

(
τ−1(b)τ−1∆(c)

)
− στ−1(b)∆

(
τ−1(a)τ−1∆(c)

)
= στ−1(a)

(
∆τ−1(b)∆(c) + στ−1(b)∆τ−1(c)

)
− στ−1(b)

(
∆τ−1(a)∆(c) + στ−1(a)∆τ−1(c)

)
=
(
στ−1(a)∆τ−1(b)− στ−1(b)∆τ−1(a)

)
∆(c) +

(
στ−1(a)στ−1(b)− στ−1(b)στ−1(a)

)
∆τ−1∆(c).

Since A is commutative, the last term is zero, thus (2.4) is true. The skew-symmetry
identity (2.5) is clear from the definition (2.3). Using the linearity of τ,σ ,∆ and the
definition of [ , ] or the formula (2.4), it is also easy to see that [ , ] is bilinear.

10



It remains to prove (2.7). Using (2.4) and that ∆ is a (τ,σ )-derivation on A we get

[στ−1(a) ·∆, [b ·∆, c ·∆]] = [στ−1(a) ·∆,
(
στ−1(b)∆τ−1(c)− στ−1(c)∆τ−1(b)

)
·∆]

=
{

(στ−1)2(a)∆
(
τ−1στ−1(b)τ−1∆τ−1(c)− τ−1στ−1(c)τ−1∆τ−1(b)

)
− στ−1

(
στ−1(b)∆τ−1(c)− στ−1(c)∆τ−1(b)

)
∆τ−1στ−1(a)

}
·∆

=
{

(στ−1)2(a)
(
∆τ−1στ−1(b)∆τ−1(c) + (στ−1)2(b)(∆τ−1)2(c)

−∆τ−1στ−1(c)∆τ−1(b)− (στ−1)2(c)(∆τ−1)2(b)
)

− (στ−1)2(b)στ−1∆τ−1(c)∆τ−1στ−1(a) + (στ−1)2(c)στ−1∆τ−1(b)∆τ−1στ−1(a)
}
·∆

=
{

(στ−1)2(a)∆τ−1στ−1(b)∆τ−1(c)− (στ−1)2(a)∆τ−1στ−1(c)∆τ−1(b)

+ (στ−1)2(a)(στ−1)2(b)(∆τ−1)2(c)− (στ−1)2(a)(στ−1)2(c)(∆τ−1)2(b)

− (στ−1)2(b)στ−1∆τ−1(c)∆τ−1στ−1(a) + (στ−1)2(c)στ−1∆τ−1(b)∆τ−1στ−1(a)
}
·∆.

Summing cyclically on a,b,c, the second line of the last expression vanishes, and also
the third line using (2.6), so we have

	a,b,c [στ−1(a) ·∆, [b ·∆, c ·∆]] =

= 	a,b,c

{
(στ−1)2(a)∆τ−1στ−1(b)∆τ−1(c)− (στ−1)2(a)∆τ−1στ−1(c)∆τ−1(b)

}
·∆

(2.8)

We now consider the second term of (2.7). First note that from (2.4) we have

[b ·∆, c ·∆] =
(
∆τ−1(c)στ−1(b)−∆τ−1(b)στ−1(c)

)
·∆

since A is commutative. Using this and (2.4) we get

δ · [a ·∆, [b ·∆, c ·∆]] = δ · [a ·∆,
(
∆τ−1(c)στ−1(b)−∆τ−1(b)στ−1(c)

)
·∆]

= δ ·
{
στ−1(a)∆

(
τ−1∆τ−1(c)τ−1στ−1(b)− τ−1∆τ−1(b)τ−1στ−1(c)

)
− στ−1

(
∆τ−1(c)στ−1(b)−∆τ−1(b)στ−1(c)

)
∆τ−1(a)

}
·∆

= δ ·
{
στ−1(a)

(
(∆τ−1)2(c)στ−1(b) + στ−1∆τ−1(c)∆τ−1στ−1(b)

− (∆τ−1)2(b)στ−1(c)− στ−1∆τ−1(b)∆τ−1στ−1(c)
)

− στ−1∆τ−1(c)(στ−1)2(b)∆τ−1(a) + στ−1∆τ−1(b)(στ−1)2(c)∆τ−1(a)
}
·∆

=
{
δστ−1(a)(∆τ−1)2(c)στ−1(b)− δστ−1(a)(∆τ−1)2(b)στ−1(c)

+ δστ−1(a)στ−1∆τ−1(c)∆τ−1στ−1(b)− δστ−1(a)στ−1∆τ−1(b)∆τ−1στ−1(c)

− δστ−1∆τ−1(c)(στ−1)2(b)∆τ−1(a) + δστ−1∆τ−1(b)(στ−1)2(c)∆τ−1(a)
}
·∆
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In this last expression, the second line vanishes using (2.6) and commutativity, and
summing cyclically on a,b,c, the first line also vanishes, so we have

	a,b,c δ · [a ·∆, [b ·∆, c ·∆]] =

= 	a,b,c

{
− δστ−1∆τ−1(c)(στ−1)2(b)∆τ−1(a) + δστ−1∆τ−1(b)(στ−1)2(c)∆τ−1(a)

}
·∆
(2.9)

which, using (2.6), is exactly the opposite of (2.8). We have thus proved the quasi-
Jacobi identity (2.7).

Corollary 2.3. Under the same hypothesis, if στ−1(δ) = δ and ∆(δ) = 0 (for example when
δ = λ1A is a multiple of the unit of A), then the previous six-term quasi-Jacobi identity
reduces to a Hom-Jacobi identity and A · ∆ is a Hom-Lie algebra with linear twist map
α = στ−1 + δidA.

Proof. Using the same kind of computation than in the previous proof to get (2.7), we
obtain

[δa ·∆, [b ·∆, c ·∆]] = στ−1(δ) · [a ·∆, [b ·∆, c ·∆]]

−
(

(στ−1)2(b)στ−1∆τ−1(c)− (στ−1)2(b)στ−1∆τ−1(c)
)
∆(δ)τ(a).

When the algebra A is an unique factorization domain, there is automatically an
element δ which satisfies the relation of ‘commutation’ (2.6).

Proposition 2.4. IfA is an unique factorization domain and τ,σ :A→A are two different
algebra endomorphisms with τ invertible, then the equation (2.6),

∀ a ∈ A, ∆(τ−1(σ (τ−1(a)))) = δσ (τ−1(∆(τ−1(a))))

holds with

δ =
σ (τ−1(g))

g
, (2.10)

where g = gcd((τ − σ )(A)).

Proof. In the case of an unique factorization domain A and τ,σ : A→A two different
algebra endomorphisms with τ invertible, by Theorem 1.8 we have that

Dτ,σ (A) =A ·∆

where ∆ =
τ − σ
g

and g = gcd((τ − σ )(A)). Let y ∈ A and set

xB
τ − σ
g

(τ−1(y)) =
y − σ (τ−1(y))

g
.

Then we have

στ−1(g)στ−1(x) = σ (τ−1gx) = στ−1(τ−σ )(τ−1(y)) = (τ−σ )τ−1σ (τ−1(y)) = στ−1(y)−(στ−1)2(y).
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Since g = gcd((τ − σ )(A)) and (τ − σ )(A) = (id − στ−1)(A), using (1.3), we have that g is
also a gcd of (id − στ−1)(A) so g | (id − στ−1)(g) = g − σ (τ−1(g)) and hence g | στ−1(g).
Then, dividing by g and substitute the expression for x we obtain

στ−1(g)
g

στ−1
(
τ − σ
g

)
(τ−1(y)) =

τ − σ
g

τ−1σ (τ−1(y))

or, with ∆ =
τ − σ
g

, this rewrites
στ−1(g)

g
στ−1∆τ−1(y) = ∆τ−1στ−1(y). This shows that

(2.6) holds with
δ = στ−1(g)/g.

Since A has no zero-divisors and σ , τ , it follows that Ann(∆) = 0, and so (2.2) is
clearly true. Hence we can use Theorem 2.1 to define an algebra structure onDτ,σ (A) =
A ·∆ which satisfies (2.5) and (2.7) with δ = στ−1(g)/g.

Remark 2.5. The choice of the greatest common divisor is ambiguous. (We can choose
any associated element, that is, the greatest common divisor is only unique up to a
multiple by an invertible element). So this δ can be replaced by any δ′ = uδ where
u is a unit (that is, an invertible element). The derivation ∆ is then replaced by an
associated ∆′. If g ′ is another greatest common divisor related to g by g ′ = ug, then

δ′ =
στ−1(ug)

ug
=
στ−1(u)στ−1(g)

ug
=
στ−1(u)

u
δ

and στ−1(u)/u is clearly a unit since u is a unit. Therefore (2.6) changes because

∆′ =
∆

u
=
τ − σ
ug

⇒ ∆′τ−1στ−1 =
στ−1(u)

u
δ · (στ−1∆′τ−1).

2.2 Forced interior bracket

For σ -derivations, the bracket defines a product on A ·∆ since

[a ·∆,b ·∆]σ = (σ (a)∆(b)− σ (b)∆(a)) ·∆.

For a,b ∈ A, define [a ·∆,b ·∆]′τ,σ by the same formula. The morphism τ does not
appear in the formula, but the operator ∆ is a (τ,σ )-derivation. We get

[a ·∆,b ·∆]′τ,σ = (σ (a)∆(b)− σ (b)∆(a)) ·∆. (2.11)

In this case, A ·∆ is closed under the bracket [ , ]′τ,σ by definition.
We want this bracket to satisfy a quasi-Jacobi identity. For a,b,c ∈ A we have,

	a,b,c[σ (a) ·∆, [b ·∆, c ·∆]′τ,σ ]′τ,σ

=	a,b,c

(
σ2(a)∆(σ (b))τ(∆(c))− σ2(a)∆(σ (c))τ(∆(b))

− σ2(b)σ (∆(c))∆(σ (a)) + σ2(c)σ (∆(b))∆(σ (a))
)
·∆
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and computing the second bracket the other way,

	a,b,c[τ(a) ·∆, [b ·∆, c ·∆]′τ,σ ]′τ,σ

=	a,b,c

(
σ (τ(a))∆2(c)τ(σ (b))− σ (τ(a))∆2(b)τ(σ (c))

σ (τ(a))σ (∆(c))∆(σ (b))− σ (τ(a))σ (∆(b))∆(σ (c))

− σ (∆(c))σ2(b)∆(τ(a)) + σ (∆(b))σ2(c)∆(τ(a))
)
·∆.

Suppose that there is an element δ ∈ A such that for all a ∈ A, ∆(σ (a)) = δσ (∆(a)),
then the second line in the first and second expression vanishes, doing the cyclic sum-
mation. If σ and τ commutes i.e. σ◦τ = τ◦σ , then the first line in the second expression
vanishes, and finally, if we also have ∆(τ(a)) = δτ(∆(a)) for all a ∈ A, then the remaining
first line in the first expression is the opposite of the last remaining line in the second
expression when doing the cyclic summation.

So finally, with the conditions σ ◦τ = τ◦σ , ∆(σ (a)) = δσ (∆(a)) and ∆(τ(a)) = δτ(∆(a))
for all a ∈ A, we have

	a,b,c [(σ + τ)(a) ·∆, [b ·∆, c ·∆]′τ,σ ]′τ,σ = 0

We can sum this up in the following theorem.

Theorem 2.6. LetA be a commutative associative unital algebra and ∆ be a (τ,σ )-derivation
of A with algebra morphisms σ , τ satisfying, for all a ∈ A

σ (τ(a)) = τ(σ (a))
∆(σ (a)) = δσ (∆(a))
∆(τ(a)) = δτ(∆(a))

(2.12)

with δ ∈ A. The bracket [ , ]′τ,σ :A ·∆×A ·∆→A·∆ defined for a,b ∈ A by

[a ·∆,b ·∆]′τ,σ = (σ (a)∆(b)− σ (b)∆(a)) ·∆

endows the space (A ·∆, [ , ]′τ,σ ,σ + τ) with a structure of Hom-Lie algebra.

Here we have extended maps α :A→A on Dτ,σ (A) by α(a ·D) = α(a) ·D.

Corollary 2.7. Under the same hypothesis, by symmetry, the bracket [ , ]′′τ,σ :A·∆×A·∆→
A·∆ defined for a,b ∈ A by

[a ·∆,b ·∆]′′τ,σ = (τ(a)∆(b)− τ(b)∆(a)) ·∆

endows the space (A ·∆, [ , ]′′τ,σ , τ + σ ) with a structure of Hom-Lie algebra.

We look again the case when A is a unique factorization domain, with τ,σ :A→A
two different algebra endomorphisms. The Theorem 1.8 again gives

Dτ,σ (A) =A ·∆

where ∆ =
τ − σ
g

and g = gcd((τ − σ )(A)).
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Proposition 2.8. IfA is an unique factorization domain and τ,σ :A→A are two different
algebra endomorphisms with τσ = στ , then equations (2.12),

∆(σ (a)) = δσ (∆(a))
∆(τ(a)) = δτ(∆(a))

hold only if

δ =
σ (g)
g

=
τ(g)
g
, (2.13)

where g = gcd((τ − σ )(A)).

Proof. Let y ∈ A and set

xB
τ − σ
g

(y) =
τ(y)− σ (y)

g
.

Since τ and σ commute, we have

σ (g)σ (x) = σ (gx) = σ (τ(y))− σ2(y) = (τ − σ )(σ (y))

τ(g)τ(x) = τ(gx) = τ2(y)− τ(σ (y)) = (τ − σ )(τ(y))

Since g | τ(g) − σ (g) by definition, if g divides one of τ(g) or σ (g), it will also divide
the other. Suppose that it is the case, so dividing by g in the previous equalities and
substitute the expression for x gives

σ (g)
g
σ

(
τ − σ
g

(y)
)

=
τ − σ
g

(σ (y))⇔ σ (g)
g
σ (∆(y)) = ∆(σ (y)) (2.14)

τ(g)
g
τ

(
τ − σ
g

(y)
)

=
τ − σ
g

(σ (y))⇔ τ(g)
g
τ(∆(y)) = ∆(τ(y)) (2.15)

So if σ and τ commute and σ (g)/g = τ(g)/g = δ, we can use the Theorem 2.6 to
define a Hom-Lie algebra structure onDτ,σ (A) =A·∆ whenA is a unique factorization
domain.

3 Examples with Laurent polynomials

3.1 (p,q)-deformations of Witt algebra

We consider the complex algebra A of Laurent polynomials in one variable t

A = C[t, t−1].

For p,q ∈ C∗ fixed, with p , q, define two endomorphisms of A, τ and σ , by

τ(t) = pt, σ (t) = qt.

From τ and σ being endomorphisms it also follows that

τ(f (t)) = f (pt), σ (f (t)) = f (qt) for f ∈ A.
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The algebra A is a unique factorization domain and by Theorem 1.8 the set of (τ,σ )-
derivations Dτ,σ (A) is a free A-module of rank one generated by the mapping

D(f (t)) =
(
τ − σ
p − q

)
(f (t)) =

f (pt)− f (qt)
p − q

= t
f (pt)− f (qt)
pt − qt

= t
τ(f (t))− σ (f (t))
τ(t)− σ (t)

.

Notice that the last equalities shows that t−1D = Dp,q, the Jackson derivative. To see
that D is indeed a generator, we have that g B gcd((τ − σ )(A)) = p − q, because a gcd
of (τ − σ )(A) is any element of the form ctk with c ∈ C∗ and k ∈ Z since it divides
(τ − σ )(t) = (p − q)t which is a unit (with p , q).

A general formula for D acting on a monomial is as follows

D(tn) =
pn − qn

p − q
tn = [n]p,qt

n (3.1)

where [n]p,q is the (p,q)-number defined for n ∈ Z and p , q by [n]p,q B
pn − qn

p − q
. We will

often omit the subscripts when the context makes it clear.
For n ∈ N we have

[n] =
n−1∑
k=0

pn−1−kqk and [−n] = −(pq)−n[n] = −
n−1∑
k=0

p−1−kqk−n, (3.2)

which allows to define [n]p,p = npn−1 for n ∈ Z when q = p.
Since σ |C = τ |C = id, we have that δ = σ (τ−1(g))/g = 1 so we can use the Theorem 2.1

to define the bracket, for f ,g ∈ A, by

[f ·D,g ·D]B (στ−1(f ) ·D) ◦ τ−1 ◦ (g ·D)− (στ−1(g) ·D) ◦ τ−1 ◦ (f ·D)

= (f (qp−1t) ·D) ◦ (g(p−1t) · τ−1 ◦D)− (g(qp−1t) ·D) ◦ (f (p−1t) · τ−1 ◦D).

As a C-linear space, Dτ,σ (A) has a basis {dn, n ∈ Z}

Dτ,σ (A) =
⊕
n∈Z

C · dn where dn = −tn ·D.

Then the bracket [ , ] on Dτ,σ (A) can be rewritten as following, defined on generators
by

[dn,dm] = qnp−ndn ◦ τ−1 ◦ dm − qmp−mdm ◦ τ−1 ◦ dn
with commutation relations

[dn,dm] =
(

[n]
pn
− [m]
pm

)
dn+m.

Indeed, we have

[dn,dm] =
(
qnp−n(−tn)D(−p−mtm)− qmp−m(−tm)D(−p−ntn)

)
·D

=
(
qm
pn − qn

p − q
− qnp

m − qm

p − q

)
1

pn+m (−tn+m ·D)

=
qmp−m − qnp−n

p − q
dn+m =

(
[n]
pn
− [m]
pm

)
dn+m.
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This bracket also satisfies skew-symmetry

[dm,dn] = −[dn,dm]

and the Hom-Jacobi identity

	n,m,k [(qnp−n + 1)dn, [dm,dk]] = 0.

We summarize our findings in a theorem.

Theorem 3.1. Let A = C[t, t−1], τ(t) = pt, σ (t) = qt morphisms of A and D =
τ − σ
p − q

a

(τ,σ )-derivation of Dτ,σ (A). Then the C-linear space

Wp,q =
⊕
n∈Z

C · dn,

where dn = −tn·D, can be endowed of a structure of Hom-Lie algebra with the bracket defined
on generators by

[dn,dm] = qnp−ndn ◦ τ−1 ◦ dm − qmp−mdm ◦ τ−1 ◦ dn (3.3)

with commutation relations

[dn,dm] =
(

[n]
pn
− [m]
pm

)
dn+m, (3.4)

and with the twist morphism α = id + στ−1 :Wp,q→Wp,q defined by

α(dn) = (1 + (q/p)n)dn. (3.5)

The bracket satisfies skew-symmetry [dm,dn] = −[dn,dm] and the Hom-Jacobi identity

	n,m,k [(1 + (q/p)n)dn, [dm,dk]] = 0. (3.6)

It gives an example of a (p,q)-deformation of Witt algebra. When p = 1 we recover
the q-deformed Witt algebra defined in [23] and for p = q = 1, we obtain the usual Witt
algebra.

Remark 3.2. The presentation of (p,q)-deformations of the Witt algebra by generators

{dn}n∈Z and relations [dn,dm] =
(

[n]p,q
pn −

[m]p,q
pm

)
dn+m with (p,q)-numbers [n]p,q = pn−qn

p−q is
similar to the presentation of Witt q-deformations with generators {dn}n∈Z and rela-
tions [dn,dm] = ({n}q − {m}q)dn+m with q-numbers {n}q = 1−qn

1−q .
Algebraically, the identities obtained come from the fact that

[n]p,q =
pn − qn

p − q
=

1− (q/p)n

1− q/p
pn

p
=
pn

p
{n}q/p ⇒

[n]p,q
pn

=
1
p
{n}q/p, (3.7)

so replacing r-numbers {n}r by (p,q)-numbers [n]p,q with r = q/p formally gives similar
relations.

However, q-deformations of the Witt algebra were defined using σ -derivations, but
the (p,q)-deformations arise by the Theorem 2.1 which gives a quasi-Lie structure on
(τ,σ )-derivations.
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Since the endomorphisms τ and σ in this example are just the multiplications by
p or q, the (p,q)-deformations of Witt algebra are isomorphic to q/p-deformations of
Witt algebra (as Hom-Lie algebras).

Proposition 3.3. The Hom-Lie algebra(
Wp,q, [dn,dm]p,q =

(
[n]p,q
pn
−

[m]p,q
pm

)
dn+m, αp,q(dn) = (1 + (q/p)n)dn

)
is isomorphic to(

Wq/p, [dn,dm]q/p =
(
{n}q/p − {m}q/p

)
dn+m, αq/p(dn) = (1 + (q/p)n)dn

)
.

The generators dn = −tn ·D in the two cases are not the same: for Wq/p the map D
is a ρ-derivation, for Wp,q the map D is a (τ,σ )-derivation. Since the definition of the
generators dn does not occur hereinafter, we abusively keep the same notation.

Proof. Let ϕ : Wq/p → Wp,q be a linear map defined for n ∈ Z by ϕ(dn) = cndn, with
cn , 0. We have that ϕ(αq/p(dn)) = αp,q(ϕ(dn)) and the equation

[ϕ(dn),ϕ(dm)]p,q = ϕ([dn,dm]q/p)

is equivalent, using identities (3.7), to

cncm

(
[n]p,q
pn
−

[m]p,q
pm

)
=
(
{n}q/p − {m}q/p

)
cn+m ⇔ pcn+m = cncm.

Taking n =m = 0, we get pc0 = c2
0⇒ c0 = p. By induction, we obtain for n ∈ N

cn =
cn1
pn−1 and c−n =

c−n−1
p−n−1 .

This gives a family of isomorphisms between Wq/p and Wp,q. For c1 = c−1 = p, we have
ϕ(dn) = pdn is just the multiplication by p.

An other bracket-product on Dτ,σ (A) can be defined by

[f ·D,g ·D]′ = (σ (f )D(g)− σ (g)D(f )) ·D

Since σ ◦ τ = τ ◦ σ , and σ (p − q) = τ(p − q) = p − q implies δ = 1, we have σ ◦D = D ◦ σ
and τ ◦D = D ◦ τ so all conditions for equation (2.12) are fulfilled. Since the bracket
product is also skew-symmetric it follows from the Theorem 2.6 thatDτ,σ (A) is a Hom-
Lie algebra, with bracket given on generators dn = −tn ·D by

[dn,dm]′ = (qm[n]− qn[m])dn+m = (pm[n]− pn[m])dn+m.

Extend maps α :A→A onDτ,σ (A) by α(a·D) = α(a)·D. We can then state the following
result.
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Theorem 3.4. Let A = C[t, t−1], τ(t) = pt, σ (t) = qt morphisms of A and D =
τ − σ
p − q

a

(τ,σ )-derivation of Dτ,σ (A). Then the C-linear space

Wp,q =
⊕
n∈Z

C · dn,

where dn = −tn·D, can be endowed of a structure of Hom-Lie algebra with the bracket defined
on generators by

[dn,dm]′ = (qm[n]− qn[m])dn+m = (pm[n]− pn[m])dn+m. (3.8)

and with the twist morphism σ + τ :Wp,q→Wp,q defined by

σ + τ(dn) = (pn + qn)dn. (3.9)

The bracket satisfies skew-symmetry [dm,dn] = −[dn,dm] and the Hom-Jacobi identity

	n,m,k [(pn + qn)dn, [dm,dk]
′]′ = 0. (3.10)

Remark 3.5. This example is closely related to the previous one. Indeed, defining a
morphism on Wp,q by

ϕ :
⊕
n∈Z

C · dn→
⊕
n∈Z

C · dn

dn 7→ pndn

we have that (Wp,q, [ , ]′ = ϕ ◦ [ , ],σ + τ = ϕ ◦ α) is the Hom-Lie algebra obtained by
twisting (as in Theorem 1.13) the previous (p,q)-Witt Hom-Lie algebra by the mor-
phism ϕ.

Although these Hom-Lie algebras are twist-equivalent, they are not isomorphic just
by a scale changing relation. Define

ϕ : (Wp,q, [ , ],α)→ (Wp,q, [ , ]′,α′)

ϕ(dn) = cndν(n)

with ν : Z→ Z a permutation of the integers, and cn , 0 for n ∈ Z. Suppose that ϕ is an
isomorphism, then

[ϕ(dn),ϕ(dm)]′ = ϕ([dn,dm])

⇔ cncm
(
pν(m)[ν(n)]− pν(n)[ν(m)]

)
dν(n)+ν(m) =

1
pn+m (pm[n]− pn[m])cn+mdν(n+m),

since these expressions are multiple of basis elements, we must have

dν(n)+ν(m) = dν(n+m)⇒ ν(n+m) = ν(n) + ν(m)⇒ ν(n) = nν(1)

and

cncmp
n+m(pν(n)qν(m) − pν(m)qν(n)) = cn+m(pnqm − pmqn). (3.11)
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The isomorphism ϕ also intertwine the twist maps which gives

α′(ϕ(dn)) = ϕ(α(dn))

⇔��cn(pν(n) + qν(n))dν(n) = (1 + (q/p)n)��cndν(n)

⇔ pn(pν(n) + qν(n)) = pn + qn (3.12)

If ν ≡ id (ν(1) = 1), then equation 3.11 gives

cncmp
n+m = cn+m.

Since for n ∈ N, cn , 0, for n = m = 0, we get c0 = 1, and for n = 1,m = 0, we obtain
c1c0p = c1 which is impossible unless p = 1. In this case, we recover for both algebras
W1,q =Wq, a q-deformation of Witt algebra. For p , 1, equations (3.11) and (3.12) show
that the two Hom-Lie algebras are not isomorphic by a mere scale change relation (with
ν ≡ id). An isomorphism which rescale and permutes the generators dn of Wp,q must
satisfy equations (3.11) and (3.12) for all n ∈ Z.

3.2 (p,q)-deformations of sl(2)

We consider now the same algebra A = C[t, t−1] and morphisms τ,σ :A→A uniquely
defined by τ(t) = pt and σ (t) = qt with p,q ∈ C∗, p , q; but this time, we choose ∂ =
τ − σ
t(p − q)

as the generator of the A-module Dτ,σ (A) = A · ∂, with ∂(tn) = [n]tn−1, and we

restrict the bracket

[a ·∂,b ·∂]B (στ−1(a) ·∂) ◦ τ−1 ◦ (b ·∂)− (στ−1(b) ·∂) ◦ τ−1 ◦ (a ·∂)

=
(
στ−1(a)∂τ−1(b)− στ−1(b)∂τ−1(a)

)
·∂

given by Theorem 2.1 to the space S generated by

eB ∂ f B −t2 ·∂ hB −2t ·∂

with S = LinSpan(e, f ,h).
We have the following brackets on these elements

[h,e] = [−2t ·∂,∂] = 2∂(p−1t) ·∂ = 2p−1∂ = 2p−1e (3.13a)

[h,f ] = [−2t ·∂,−t2 ·∂] =
(
2qp−1t∂(p−2t2)− q2p−2t2∂(2p−1t)

)
·∂ = 2qp−2t2 ·∂ = −2qp−2f

(3.13b)

[e, f ] = [∂,−t2 ·∂] = −∂(p−2t2) ·∂ = −p−2(p+ q)t ·∂ =
p+ q
2p2 h. (3.13c)

Since the gcd has changed in the choosen generator, the element δ also changes
according to the Remark 2.5. We have in this case δ = qp−1 and the Hom-Jacobi relation
coming from the (p,q)-Witt Hom-Lie algebra writes

	e,f ,h [στ−1(e) + qp−1e, [f ,h]]

= [e,2qp−2f ] + [q2p−2f ,2p−1e] +
[
qp−1h,

p+ q
2p2 h

]
︸                ︷︷                ︸

=0

+qp−1[e,2qp−2f ] + qp−1[f ,2p−1e] + qp−1
[
h,
p+ q
2p2 h

]
︸          ︷︷          ︸

=0

= 0.
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Remark 3.6. We can also use the generators dn = −tn ·∂ of Wp,q. The elements e, f ,h can
be written

e = ∂ = −d0 f = −t2 ·∂ = d2 h = −2t ·∂ = 2d1.

Since ∂ = 1
tD, the bracket in this case is [dn,dm] = ([n]−[m])dn+m−1, we can then recover

the brackets of equations (3.13).

We obtain then the following result.

Theorem 3.7. Let A = C[t, t−1], τ(t) = pt, σ (t) = qt morphisms of A and ∂ =
τ − σ
t(p − q)

a

(τ,σ )-derivation of Dτ,σ (A). Then the space S ⊂ Dτ,σ (A) generated by e B ∂, f B −t2 · ∂,
hB −2t ·∂ is a Hom-Lie algebra, with brackets and twist morphism given by

[h,e]p,q = 2p−1e,

[h,f ]p,q = −2qp−2f ,

[e, f ]p,q =
p+ q
2p2 h,

αp,q(e) = (1 + qp−1)e,

αp,q(f ) = qp−1(1 + qp−1)f ,

αp,q(h) = 2qp−1h.

This Hom-Lie algebra will be noted sl(2)p,q.

For p = 1 (τ = id), we recover the Jackson sl(2)q Hom-Lie algebra mentioned in [28],
and for p = q = 1, we obtain the usual sl(2) Lie algebra.

Taking p = 1 in the preceding theorem, the Jackson sl(2)q Hom-Lie algebra can be
presented as the space S̃ ⊂ Dσ (A) generated by e B ∂, f B −t2 · ∂, h B −2t · ∂, where

this time ∂ =
id − σ
t(1− q)

is a σ -derivation, with brackets and twist morphism given by

[h,e]q = 2e,

[h,f ]q = −2qf ,

[e, f ]q =
1 + q

2
h,

αq(e) = (1 + q)e,

αq(f ) = q(1 + q)f ,

αq(h) = 2qh.

Proposition 3.8. The Hom-Lie algebra sl(2)p,q is isomorphic to sl(2)q/p.

Proof. As in Proposition 3.3 and keeping in mind the expressions of Remark 3.6 for
e, f ,h, we search an isomorphism ϕ : sl(2)r → sl(2)p,q of the form ϕ(dn) = cndn, with
cn , 0, for n ∈ {0,1,2}. We then obtain

ϕ([h,e]r) = [ϕ(h),ϕ(e)]p,q ⇔ −2c0d0 = −2c0c1p
−1d0 ⇔ c1 = p

ϕ([h,f ]r) = [ϕ(h),ϕ(f )]p,q ⇔ −2rc2d2 = −2c1c2qp
−2d2 ⇔ r = q/p

ϕ([e, f ]r) = [ϕ(e),ϕ(f )]p,q ⇔ 2c1d1 = c0c2
p+ q
p2 d1 ⇔ c0c2 =

2p3

p+ q
,

and ϕ(αr(x)) = αp,q(ϕ(x)) for x = e, f ,h only gives r = q/p. Taking c0 = p and c2 = 2p2

p+q for
example, we get an isomorphism ϕ : sl(2)q/p→ sl(2)p,q given by

ϕ(e) = pe, ϕ(f ) =
2p2

p+ q
f , ϕ(h) = ph.
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3.3 Case of (σ,σ )-derivations

We keep the algebra A = C[t, t−1] and morphism σ :A→A uniquely defined by σ (t) =
pt with p ∈ C∗. If we take τ = σ , the (σ,σ )-derivation ∂ on Dσ,σ (A) is well defined,
given by ∂(tn) = [n]tn−1 = n(pt)n−1. The module Dσ,σ (A) is still generated by ∂, because
for any D ∈ Dσ,σ (A) and n ∈ Z, we have D(tn) = [n]tn−1D(t) so D =D(t) ·∂.

In this case, for the bracket defined for f ,g ∈ A by

[f ·∂,g ·∂]B (f ·∂) ◦ (σ−1(g) · σ−1 ◦∂)− (g ·∂) ◦ (σ−1(f ) · σ−1 ◦∂)

and for generators of Dσ,σ (A) as a C linear space

dnB −tn ·∂,

the bracket on generators writes

[dn,dm] = dn ◦ σ−1 ◦ dm − dm ◦ σ−1 ◦ dn =
n−m
p

dn+m−1

and the Theorem 2.1 gives that (Wp,p, [ , ]) is a Lie algebra, isomorphic to the classical
Witt algebra W =W1,1.

Proposition 3.9. The linear map

ϕ :W →Wp,p

dn 7→ pn+1dn+1.

is a Lie algebra isomorphism.

Remark 3.10. Note that if we choose D = t∂ as generator of Dσ,σ (A), the bracket writes

[dn,dm] =
n−m
p

dn+m

and the isomorphism between W and Wp,p is the multiplication by p.
In this case, the Hom-Lie algebra given by Theorem 2.6 has bracket relation

[dn,dm] = (n−m)pn+m−1dn+m

and is obtained by twisting the Lie algebra (Wp,p, [dn,dm] = n−m
p dn+m, id) by the mor-

phism

ϕ :Wp,p→Wp,p

dn 7→ pndn.

The situation for sl(2)(p,p) algebras is the same. Taking q = p in the Theorem 3.7, we
obtain that sl(2)(p,p) is a Lie algebra with brackets

[h,e] = 2p−1e, [h,f ] = −2p−1f , [e, f ] = p−1h

isomorphic to the classical sl(2) algebra.
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Proposition 3.11. The Lie algebra sl(2)(p,p) is isomorphic to sl(2), the isomorphism is given
by multiplication by p.

We have ∂(τ(tn)) = pτ(∂(tn)) and ∂(σ (tn)) = qσ (∂(tn)). In this case with p = q, condi-
tions (2.12) are satisfied with δ = p = q, and the Theorem 2.6 gives a Hom-Lie algebra
with brackets

[h,e]′ = 2e, [h,f ]′ = −2p2f , [e, f ]′ = ph

and Hom-Jacobi relation (since τ = σ , τ + σ = 2σ )

[2σ (e), [f ,h]′]′ + [2σ (f ), [h,e]′]′ + [2σ (h), [e, f ]′]′

= 2
(
[e,2p2f ]′ + [p2f ,2e]′ + [ph,ph]′︸      ︷︷      ︸

=0

)
= 0.

This Hom-Lie algebra is the twist of the classical sl(2) algebra by the morphismϕ given
by

ϕ(e) = e, ϕ(f ) = p2f , ϕ(h) = ph.
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3.4 Deformations summarized in diagrams

We can summarize the situation of the different Hom-Lie algebras obtained by (p,q)-deformations of the Witt algebra with the follow-
ing diagram.

(
Wq/p, [dn,dm] =

(
{n}q/p − {m}q/p

)
dn+m, α(dn) = (1 + (q/p)n)dn

) q=p //

Hom-Lie � dn 7→pdn

��

(W, [dn,dm] = (n−m)dn+m, 2id)

Lie � dn 7→pdn

��(
Wp,q, [dn,dm] =

(
[n]
pn −

[m]
pm

)
dn+m, α(dn) = (1 + (q/p)n)dn

)
q=p //

twist-equivalent ϕ(dn)=pndn

��

(
Wp,p, [dn,dm] = n−m

p dn+m, 2id
)

twist-equivalent ϕ(dn)=pndn

��(
Wp,q, [dn,dm]′ = (pm[n]− pn[m])dn+m, α

′(dn) = (pn + qn)dn
) q=p //

(
Wp,p, [dn,dm]′ = (n−m)pn+m−1dn+m, α

′(dn) = 2pndn
)

Here the isomorphism on the upper right is a Lie algebra isomorphism between the Witt algebra (W, [dn,dm] = (n −m)dn+m) and
(Wp,p, [dn,dm] = n−m

p dn+m).

The situation for deformations of sl(2) is slightly different, since the Theorem 2.6 can’t be applied unless p = q.(
sl(2)q/p, [ , ]q/p, αq/p

) q=p //

Hom-Lie �

e 7→ pe

f 7→ 2p2

p+q f

h 7→ ph
��

(sl(2), [ , ])

Lie �

e 7→ pe
f 7→ pf
h 7→ ph
��

twist-equivalent //
(
sl(2)p,p, [ , ]′p,p, α̃

)

(
sl(2)p,q, [ , ]p,q, αp,q

) q=p //
(
sl(2)p,p, [ , ]p,p

)
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3.5 (p,q)-deformations of the Virasoro algebra

LetA = C[t, t−1], τ and σ be the algebra endomorphisms onA satisfying τ(t) = pt, σ (t) =
qt, where p,q ∈ C∗, with p , q and q/p not a root of unity, and set L = Dτ,σ (A) = Wp,q.
Then L can be given the structure of a Hom-Lie algebra (L,α) as described in Section 3.1
Theorem 3.1.

As in the case of q-deformations of the Witt algebra extended into q-deformations
of the Virasoro algebra exposed in [23], we obtain the following results.

Theorem 3.12. Every non-trivial one-dimensional central extension of the Hom-Lie algebra
(Dτ,σ (A),α), whereA = C[t, t−1], is isomorphic to the Hom-Lie algebra Virp,q = (L̂, α̂), where
L̂ has basis {Ln,n ∈ Z} ∪ {c} and bracket relations

[c, L̂]L̂B 0, (3.14)

[Ln,Lm]L̂B
(

[n]
pn
− [m]
pm

)
Ln+m + δn+m,0

(q/p)−n

6(1 + (q/p)n)
[n− 1]
pn−1

[n]
pn

[n+ 1]
pn+1 c, (3.15)

and α̂ : L̂→ L̂ is the endomorphism of L̂ defined by

α̂(Ln) = (1 + (q/p)n)Ln, α̂(c) = c. (3.16)

Moreover, there exists a non-trivial central extension of (Dτ,σ (A),α) by (C, idC).

Sketch of the proof. The proof is done following the same lines that the proof of [23,
Theorems 39 and 40 p.356]. It uses uniqueness (Theorem 1.18) and existence (Theo-
rem 1.20) results for Hom-Lie algebras. The idea is to start from an arbitrary section
s : L→ L̂ and modify it so that the modified corresponding ‘2-cocycle’ gs̃ ∈

∧2(L,C) has
an expression as simple as possible. The generators Ln of Virp,q are then defined to be
the image of the generators dn of L = Wp,q by the modified section s̃, and they satisfy
the given equation due to properties of gs̃. The formulas obtained are similar than for
q-deformations because of identities (3.7).

3.6 Another example of (τ,σ )-derivation on Laurent polynomials

We consider again the complex algebra A of Laurent polynomials in one variable t
A = C[t, t−1]. This time, we consider τ and σ endomorphisms of A, defined by

σ (t) = qt (q ∈ C), τ(t) = t−1,

or, written on an element f ∈ A

σ (f (t)) = f (qt) τ(f (t)) = f (t−1).

The algebra A is a unique factorization domain and by Theorem 1.8 the set of (τ,σ )-
derivations Dτ,σ (A) is a free A-module of rank one generated by the mapping

D =
τ − σ
g

,

where g = gcd((τ − σ )(A)). Since

t−n − qntn

t−1 − qt
= t−n+1(1 + qt2 + · · ·+ (qt2)n−1),
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we have that (τ−σ )(t) = t−1−qt | t−n−qntn = (τ−σ )(tn). Hence t−1−qt | (τ−σ )(f (t)) for all
f ∈ A, and since gcd((τ −σ )(A)) | (τ −σ )(t), t−1−qt is associated to gcd((τ −σ )(A), so we
can choose it as gcd: g B t−1 − qt = gcd((τ − σ )(A)). Note that here, the gcd g = t−1 − qt
is not an unit of A.

The (τ,σ )-derivation D acts then on a monomial f (t) = tn by the following formula:

D(f (t)) =
(
τ − σ
g

)
(f (t)) =

f (t−1)− f (qt)
g

=
t−n − qntn

t−1 − qt
.

The element δ of Proposition 2.4 is computed as

δ =
στ−1(g)

g
=
σ (t − qt−1)
t−1 − qt

=
qt − t−1

t−1 − qt
= −1.

The bracket of Theorem 2.1

[a ·∆,b ·∆]τ,σ =
(

(σ ◦ τ−1)(a)(∆ ◦ τ−1)(b)− (σ ◦ τ−1)(b)(∆ ◦ τ−1)(a)
)
·∆

gives on monomials

[−tn ·∆,−tm ·∆]τ,σ =
(
q−nt−n

tm − q−mt−m

t−1 − qt
− q−mt−m t

n − q−nt−n

t−1 − qt

)
·∆

=
1

t−1 − qt
(
q−ntm−n −�������

q−n−mt−n−m − q−mtn−m +�������
q−m−nt−m−n

)
=

q−m

t−1 − qt
(−tn−m ·∆)− q−n

t−1 − qt
(−tm−n ·∆).

Setting dn B −tn ·∆ as before as generators of Dτ,σ (A), we obtain a Hom-Lie algebra
(Dτ,σ (A), [ , ],α) with bracket defined as

[dn,dm] =
q−m

t−1 − qt
dn−m −

q−n

t−1 − qt
dm−n

and twisting map α = στ−1 − id defined on generators by

α(dn) = q−nd−n − dn.

The Hom-Jacobi identity writes

	n,m,k [q−nd−n − dn, [dm,dk]] = 0.

Remark 3.13. To define the bracket of the Theorem 2.1 on (τ,σ )-derivations, the map τ
was needed to be invertible. We can define brackets on A ·∆ without that assumption,
but we obtain then restrictive conditions to get the properties wanted.

The following brackets are all obtained by inserting the map τ at various places in
the original definition of the bracket for σ -derivations

[a ·∆,b ·∆]σ B (σ (a) ·∆) ◦ (b ·∆)− (σ (b) ·∆) ◦ (a ·∆)

in order to recover this case when τ = id.
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• [a ·∆,b ·∆](0)
τ,σ B (σ (a) ·∆) ◦ (b ·∆)− (σ (b) ·∆).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆).

• [a ·∆,b ·∆](s)
τ,σ B (σ (a) ·∆) ◦ (τ(b) ·∆)− (σ (b) ·∆) ◦ (τ(a) ·∆).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆) and τ(Ann(∆)) ⊂ Ann(∆).

• [a ·∆,b ·∆](1)
τ,σ B (σ (a) · τ ◦∆) ◦ (b ·∆)− (σ (b) · τ ◦∆) ◦ (a ·∆).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆).

• [a ·∆,b ·∆](2)
τ,σ B (σ (a) ·∆ ◦ τ) ◦ (b ·∆)− (σ (b) ·∆ ◦ τ) ◦ (a ·∆).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆).

• [a ·∆,b ·∆](3)
τ,σ B (σ (a) ·∆) ◦ (b · τ ◦∆)− (σ (b) ·∆) ◦ (a · τ ◦∆).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆).

• [a ·∆,b ·∆](4)
τ,σ B (σ (a) ·∆) ◦ (b ·∆ ◦ τ)− (σ (b) ·∆) ◦ (a ·∆ ◦ τ).

It is a well-defined bracket if σ (Ann(∆)) ⊂ Ann(∆).

For the bracket labelled (0) to be an internal law of composition on A ·∆, the mor-
phisms τ and σ must satisfy

τ2 = τ and τ ◦ σ = σ

or τ2 = σ and τ ◦ σ = τ.

In the case of the bracket labelled (s) we need the previous condition and the fol-
lowing one :

∀a,b ∈ A, σ (a)σ (τ(b))− σ (b)σ (τ(a)) = 0. (3.17)

In the cases (1) and (2), we need condition (3.17) and also that τ2 = id.
The bracket labelled (3) only needs that τ2 = id to be an internal law of composi-

tion, whereas the bracket labelled (4) needs that τ3 = τ and τ ◦σ ◦τ = σ , or τ ◦σ ◦τ = τ
and τ3 = σ .
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