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UNIVERSITA DEGLI STUDI DI PADOVA - SCUOLA DI DOTTORATO IN INGEGNERIA DELL'INFORMAZIONE

Estratto del Verbale della riunione del Collegio dei docenti della Scuola di dottorato di
ricerca in Ingegneria dell’ Informazione del 12 DICEMBRE 2013 ore 15.00.

La riunione, convocata con posta elettronica del 6 dicembre 2013 (All. A), si € tenuta
nell’aula didattica Oe, Via Gradenigo 6/a, Padova.

Presenti:

Leonardo Badia, Andrea Bagno, Alessandra Bertoldo, Andrea Bevilacqua, Gianfranco
Bilardi, Giancarlo Calvagno, Sergio Canazza, Luca Corradini, Guido Maria Cortelazzo,
Chiara Dalla Man, Carlo Ferrari, Gaudenzio Meneghesso, Andrea Neviani, Piergiorgio
Nicolosi, Enrico Pagello, Morten Pedersen, Silvano Pupolin, Giovanni Sparacino,
Giorgio Spiazzi, Maria Francesca Susin, Paolo Tenti, Giuseppe Vallone, Lorenzo
Vangelista, Stefano Vassanelli, Pietro Zanuttigh. Dottorandi: Chiara Fabris.

Assenti giustificati:

Alessandro Beghi (sostituisce Luca Schenato), Matteo Bertocco, Antonio D. Capobianco,
Ruggero Carli, Claudio Cobelli, Barbara Di Camillo, Augusto Ferrante, Boris Kovatchev,
Gabriele Manduchi, Emanuele Menegatti, Claudio Narduzzi, Gianluca Nucci, Alessandro
Paccagnella, Enoch Peserico, Giorgio Satta, Federico Turkheimer, Giovanni Verzellesi,
Paolo Villoresi, Harald Wimmer, Enrico Zanoni, Michele Zorzi. Dottorando: Filippo
Basso

Assenti:

Federico Avanzini, Andrea Cester, Lorenzo Finesso, Nicola Laurenti, Luca Palmieri,
Michele Pavon, Gianluigi Pillonetto, Michele Rossi, Francesco Ticozzi, Gianna Toffolo,
Sandro Zampieri.

ORDINE DEL GIORNO

1. Approvazione verbale seduta precedente (21 maggio 2013)

2. Comunicazioni

3. Valutazione annuale dei dottorandi del primo e secondo anno e ammissione all’anno
sucecessivo

4. Ammissione all’esame finale: valutazione dell’attivita svolta dai dottorandi XXVI
ciclo e dai dottorandi del XXV ciclo in proroga

Pratiche studenti

6. Programmazione didattica 2014

&

Presiede la riunione il Vicedirettore Prof. Giovanni Sparacino, svolge le funzioni di
Segretario il Prof. Carlo Ferrari.

11 Vicedirettore propone che il verbale venga redatto, letto ed approvato seduta stante.
11 Collegio approva
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Il Vicedirettore propone che il verbale venga redatto, letto ed approvato seduta stante.
Il Collegio approva

Punto 4. AI’OdG: Ammissione all’esame finale: valutazione dell’attivita svolta dai
dottorandi del XXVI ciclo e dai dottorandi del XXV ciclo in proroga

11 Vicedirettore illustra al collegio i risultati della valutazione condotta dalle commissioni
sulla base della bozza della tesi e della presentazione dell’attivita triennale svolta.

Sulla base delle valutazioni delle Commissioni (All. 4.1-4.27), il Collegio delibera
all’unanimita I’ammissione all’esame finale degli studenti del XXVI ciclo e, di seguito,
degli studenti del XXV ciclo in proroga:

BARI Daniele, CANALE Matteo, CARUSO Michele, CASTELLARO Marco,
CHIARELLO Fabrizio, CISOTTO Giulia, DALL’ARCHE Alberto, DE SANTI Carlo,
FINOTELLO Francesca, GERONAZZO Michele, MASIERO Chiara, MEZZAVILLA
Marco, MICHIELETTO Stefano, MICHIELIN Francesco, MUNARETTO Daniele,
MUNARO Matteo, PASOQOUALOTTO Elisabetta, ROSSETTO Isabella, SCHIAVON
Michele, TRIFOGLIO Emanuele, VACCARI Simone, ZANANDREA Alberto,
ZECCHIN Chiara, ZORDAN Davide; XXV ciclo: ARTICO Fausto, DANIELETTO
Matteo, MILANI Emanuele.

Predispone la presentazione di ciascuno di essi come di seguito riportata:
...................................................... OISRIE o s A o S i
Presentazione e giudizio finale sull’attivita svolta da GERONAZZO Michele
nell’ambito del XXVI ciclo, Scuola di Dottorato di Ricerca in Ingegneria
dell’Informazione, Indirizzo Scienza e tecnologia dell’informazione.

Negli anni accademici 2010/2011, 2011/2012 e 2012/2013 il dottor GERONAZZO
Michele ha frequentato presso il Dipartimento di Ingegneria dell’Informazione
dell’Universita di Padova la Scuola di Dottorato di Ricerca in Ingegneria
dell’Informazione, XXVI ciclo, Indirizzo Scienza e tecnologia dell’informazione.

11 eandidato dichiara quanto segue:

Borsa CARIPARO a tema vincolato:
“Sviluppo di un ambiente interattivo per technology augmented learning”.

PARTE 1 - DIDATTICA

e Corsi seguiti durante I’anno

o Applied Linear Algebra (16 ore)
Statistical Methods (24 ore)
Dynamics over networks (20 ore)
Game Theory for Information Engineering (20 ore)
Embedded Real-Time Systems (20 ore)
Multimodal interaction in virtual environments, (20 ore)
Aalborg University Copenhagen, Maggio 2011

00000
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[e]

o]

STEPS Seminars Towards Enterprise for Ph.D. Students,
Modulo Organizzazione & Lavoro, Maggio-Giugno 2012, Sede Confindustria
Padova
(16 ore)
Tutor Junior Corso di formazione, 06,10 Settembre 2012, Universita degli Studi
di Padova
(12 ore)

e Partecipazione a scuole nazionali per dottorandi

O

SMC 2011 Summer School: Embodied Sound and Music, Dipartimento di
Ingegneria dell’Informazione, Padova, Luglio 2011

SaMPL Spring School 2012 on Wavefield Synthesis, Laboratorio SaMPL,
Dipartimento di Ingegneria dell'Informazione, Padova, Aprile 2012 (auditore)
SMC Summer School 2012 on Product Sound Design, Innovation and
Entrepreneurship, Aalborg University, Copenhagen, Denmark, Luglio 2012

e Seminari seguiti al DEI o in altre sedi

o

o

Giuseppe Vallone, "Quantum computation and simulation with photons",
Dipartimento di Ingegneria dell’Informazione, Padova, Lunedi 17 gennaio 2010
Carlo Drioli, Presentazione lavoro sul tema "Sintesi Vocaele - Modello fisico di
glottide"”, Istituto di Scienze e Tecnologie della Cognizione (CNR - ISTC),
Padova, Mercoledi 19 gennaio 2011

Piergiorgio Odifreddi, Conferenza "C'é spazio per tutti. Il grande racconto della
geomelria.", Universita degli Studi di Padova, Padova, Venerdi 21 gennaio 2011
Amedeo Cesta, "Progetfo RoboCare: tecnologie sofiware e robotiche per
assistenza continua ad anziani", Dipartimento di Ingegneria dell’Informazione,
Padova, Martedi 25 gennaio 2011

Franco Bombi, Lezione "50 anni di storia dell'informatica visti da Franco
Bombi”, Dipartimento di Ingegneria dell’Informazione, Padova, Martedi 01
febbraio 2011

Alvise Vidolin, “Incontri con l'autore”, Conservatorio Statale di Musica "C.
Pollini", Padova, Giovedi 07 marzo 2011

"Teresa Rampazzi e la musica ben calcolata”, Conservatorio Statale di Musica
"C. Pollini", Padova, Martedi 21 giugno 2011

“IEEE Xplore — Training”, Dipartimento di Ingegneria dell’ Informazione,
Padova, Giovedi 27 novembre 2011

Boi Faltings, "Getting agents to tell the truth", Martedi 31 gennaio 2012,
Dipartimento di Matematica, Padova

Dr. Loris Nanni, Seminari di Ingegneria dell'Informazione "Computer Vision &
Machine Learning", Martedi 28 febbraio 2012, Dipartimento di Ingegneria
dell'Informazione, Padova

Dr. Antonio Roda, Seminari di Ingegneria dell’Informazione "Sound and Music
Computing”, Martedi 28 febbraio 2012, Dipartimento di Ingegneria
dell'Informazione, Padova

Giuseppe De Nicolao, "Toxic numbers? The splendors and miseries of
bibliometric indicators", Martedi 20 febbraio 2012, Dipartimento di Ingegneria
dell'Informazione, Padova

Confindustria Padova, Presentazione di STEPS Seminars Towards Enterprise for
Ph.D. Students, Giovedi 12 aprile 2012, Dipartimento di Ingegneria

dell' Informazione, Padova
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Alberto Broggi, "From ltaly to China on driverless cars: paving the road to
autonomous driving”, Lunedi 16 aprile 2012, Dipartimento di Ingegneria
dell'Informazione, Padova

EU project DREAM, Digital Re-Working Re-Appropriation of Electro-Acoustic
Music, Venerdi 15 Giugno 2012, Museo degli Strumenti Musicali, Castello
Sforzesco, Milano

M. De Gasperi, Coordinare un'attivita complessa: project management (corso
STEPS), Giovedi 28 Giugno 2012, Sede Confindustria Padova

Veronique Larcher, "fnnovation at Sennheiser. Case studies.”, Domenica 8 Luglio
2012, Aalborg University Copenhagen, Copenhagen

Takashi Baba, "Information processing and music in Kwansei Gakuin", Martedi
17 Luglio 2012, Dipartimento di Ingegneria dell Informazione, Padova

M. Citron, "La Proprieta Intellettuale”, Giovedi5 giugno 2013, Dipartimento di
Ingegneria dell Informazione, Padova

N. Komeilipoor "The Sound of Action", Lunedi 7 ottobre 2013, Dipartimento di
Ingegneria dell' Informazione, Laboratorio di Informatica Musicale, Padova

e Partecipazione a Conferenze Nazionali

@]

o]

o

o

Evoluzione dei sistemi di Feedback acustico per la prima domiciliarizzazione dei
soggetti con inabilita visiva, Conferenza Rittmeyer Trieste, giugno 2011,

XIX Colloguium on Musical Informatics (XIX CIM 2012), Trieste, November
2012

XT - Workshop Tecnologie per la Musica, Sapienza Universita di Roma
Dipartimento DIET & Conservatorio L. Refice di Frosinone, Mercoledi 12
giugno 2013, Roma

Convegno "Audio 3D e Acustica Architettonica”’, Universita degli Studi di
Bologna e Audio Engineering Society - Italian Section, giovedi 7 novembre
2013.

e Partecipazione a Conferenze Internazionali

o}
o

Int. Conf. on Sound and Music Computing (SMC 2011), Padova, July 6-9, 2011
ACM - Special Interest Group on Computer-Human Interaction CHltaly 2011
Conference, Alghero, September 2011.

7th International Conference on SIGNAL IMAGE TECANOLOGY & INTERNET
BASED SYSTEMS (SITIS 2011), Dijon, November 2011.

Int. Conf. on Sound and Music Computing (SMC 2012), Copenhagen, July 11-14,
2012

European Signal Processing Conference (EUSIPCO 2012), Bucharest, Giovedi
30 Agosto, 2012

Audio Engineering Society Convention 134. AES 134 2013, Rome, May 2013

Int. Conf. on Sound and Music Computing (SMC 2013), Stockholm, July 30-
07/03-08-13

Int. Conf. Stockholm Music Acoustics Conference (SMAC 2013), Stockholm, July
30-07/03-08-13

10th International Symposium on Computer Music Multidisciplinary Research
(CMMR'13), Marseille, October 2013

11th International Conference on Advances in Mobile Computing & Multimedia
(MoMM'13), 2-4 December, 2013

e Didattica attiva (lezioni, esercitazioni, laboratori)
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o Tutor Junior: Assistenza di Laboratorio 100 ore, Fondamenti di Informatica
Canale 1, 3 e 4, Laurea Triennale in Ingegneria dell'Informazione, primo
semestre anno accademico 2012-13

o Tutor Junior: Assistenza di Laboratorio 90 ore, Fondamenti di Informatica Canale
1, 2, 3 e 4, Laurea Triennale in Ingegneria dell'Informazione, primo semestre
anno accademico 2013-14

PARTE 2 - RICERCA

Descrizione dell’attivita svolta

Le due principali direzioni di ricerca avviate nel primo anno di dottorato, sintesi di audio
binaurale e design di sistemi di apprendimento multimodale in ambienti virtuali, hanno registrato
una continua evoluzione quantificabile dal numero di collaborazioni instaurate ad elevato livello
qualitativo ¢ di pubblicazioni su principali conferenze ¢ riviste scientifiche del settore audio
signal processing.

Una naturale continuazione del percorso di ricerca iniziato con il lavoro di Tesi Specialistica nel
2009 e formalizzato con le pubblicazioni [16,17,18], ha permesso [’approfondimento della
modellazione strutturale per il contributo dell’orecchio esterno al rendering di una sorgente
sonora sul piano mediano ¢ la personalizzazione dell’ascolto legata alla forma dell’orecchio
esterno. | risultati scientifici ottenuti hanno portato a pubblicazioni scientifiche su atti di
conferenze internazionali [13,14,15] e sono stati confermati nella pubblicazione su rivista [3].
La realizzazione di un modello strutturale completo che tenga in considerazione i fenomeni
acustici di filtraggio ad opera di orecchio esterno, testa, busto, canale uditivo e cuffie ha trovato
espressione nella formulazione dei Mixed Structural Models [7]: ogni fenomeno acustico
collegato ad una particolare parte del corpo pud essere (i) scelto riproponendo contributi gia
memorizzati in un database, (ii) simulato, (iii) misurato o (iv) modellato. Un primo risultato
riguardante la modellazione acustica del campo vicino € stato raggiunto in [11]; inoltre ¢ stata
avviata un’accurata sperimentazione psico-acustica su parametrizzazione del modello strutturale
di orecchio esterno € compensazione individuale di cuffie (alcuni risultati preliminari sono stati
sottoposti per pubblicazione [2]).

All’interno della collaborazione con I'Universita luav di Venezia nelle persona di Davide
Rocchesso rivolta alla realizzazione di un dispositivo per I’estrazione di caratteristiche
antropometriche identificative dell’orecchio esterno (fondamentali per la personalizzazione di
modelli strutturali per la sintesi di audio spazializzato) ¢ stato effettuato il design del sistema,
presentato in [12], e la prototipazione di un prima versione di dispositivo ¢ algoritmi di image
processing [4,6]. La ricerca di tecnologie per I’ascolto personale di scene acustiche virtuali, di cui
il sistema precedentemente descritto ne & una espressione, sono contenute nell’ambizioso progetto
“Binaural Framework” gestito attraverso la piattaforma Redmine messa a disposizione dal nostro
Dipartimento, sviluppatosi anche grazie al contributo di 20 tesisti seguiti dal gruppo Sound &
Music. L’intero ambiente e le metodologie di ricerca adottate sono state presentate alla 134 Audio
Engineering Society Convention di Roma [8,9].

Nell’ambito della multimodalita in ambienti virtuali sono state avviate numerose collaborazioni
nazionali e internazionali che hanno prodotto risultati di ricerca originali e portato a pubblicazioni
scientifiche su atti di conferenze internazionali e su rivista.

e Collaborazione con il Dipartimento di Ingegneria Meccanica e Gestionale dell’Universita
degli Studi di Padova nelle figura di Giulio Rosati gi instaurata dal collega Simone
Spagnol: design di feedback audio-visivo per la riabilitazione motoria dell’arto superiore
in persone colpite da ictus [10].
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o Collaborazione con Aalborg University Copenhagen nella persona di Luca Turchet: studio
della localizzazione di suoni sintetici di passi, sorgenti sonore autoprodotte poste
spazialmente a livello del suolo; i risultati della sperimentazione sono stati organizzati e
sottoposti per pubblicazione su rivista [1].

e Collaborazione con Istituto Italiano di Tecnologia di Genova nelle persone di Luca Brayda
e Claudio Campus: sostituzione sensoriale della vista ad opera dell’ integrazione tra le
modalita tatto e udito. La sperimentazione coinvolge persone vedenti e non vedenti e ha
come obiettivo la realizzazione di un ausilio multimodale che agevoli la costruzione di
mappe cognitive di orientazione e mobilita. Un prototipo di sistema, integrazione del
dispositivo tattile TAMO dell’lIT con il motore di audio 3D del gruppo Sound & Music,
agevola la costruzione di mappe cognitive di orientazione ¢ mobilita (risultati preliminari
statisticamente significativi in fase di organizzazione per pubblicazione).

e Collaborazione con il Dipartimento di Psicologia Generale dell’Universita degli Studi di
Padova nelle figura di Massimo Grassi: approfondimento dei meccanismi di percezione
spaziale tridimensionale, in particolare dell’altezza; i risultati ottenuti da una prima
sperimentazione con il dispositivo aptico Phantom sono pubblicati in [5].

La simulazione numerica dei contributi acustici delle componenti strutturali del corpo a partire da
acquisizioni scanner di modelli tridimensionali rappresenta una delle principali direzioni di
ricerca che il gruppo Sound & Music vorra intraprendere nell’immediato futuro. Per tale scopo,
sono state seguite nell’ultimo anno di dottorato due tesi triennali in collaborazione con
I’Universita degli Studi Roma Tre nelle persone di Francesco Centracchio e prof. Umberto lemma
con I’obiettivo di installare e testare, in ambiente IBM Power 7 messo a disposizione dal nostro
Dipartimento, il simulatore acustico agli elementi finiti AcouSTO.

Supervisione studenti, altre attivita didattiche
o Supporto di correlazione e supervisione a lavori di tesi triennale e magistrale
assieme a tesine del corso di Informatica Musicale (prof. De Poli): triennali 12,
magistrali 5, tesine 3.

Attivita organizzativa

o Int. Conf. on Sound and Music Computing (SMC 2011): organizzatore locale e
webmaster del sito ufficiale della conferenza.

o Mostra "Visioni del Suono. Musica elettronica all'Universita di Padova", Centro
di Atenco per i Musei, 3 aprile-18 luglio 2012: progettazione e realizzazione
della postazione interattiva "Spatial Audio in Virtual Reality Scenario”;

o XIX Colloguio di Informatica Musicale: partecipazione al Comitato Scientifico
per la revisione dei lavori di ricerca presentati all’evento.

o Audio Engineering Society 134 Convention, Roma: moderatore della sessione
“Spatial Audio- Binaural, HRTF”

o Colloguia (@ DEI maggio 2013: coordinamento incontro "Mental maps from
tactile virtual objects ", Dott. Luca Brayda, IIT Genova.

o Int. Conf. on Sound and Music Computing (SMC 2013): revisione lavori di
ricerca presentati all’evento.

¢ Seminari di presentazione dell’attivita di ricerca:

o Invited Talk a "Evoluzione dei sistemi di Feedback acustico per la prima
domiciliarizzazione dei soggetti con inabilita visiva"; Intervento: "La stanza
logo-motoria: Feedback uditivo attraverso audio binaurale”, Conferenza
Rittmeyer Trieste, giugno 2011,
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o "When synthetic spatial audio would serve multimodal integration",
Lunedi 7 maggio 2012, Istituto Italiano di Tecnologia (IIT) Genova

o Invited Talk "Audio 3D e tecnologia binaurale in cuffia, un ascolto
ecologico”, Venerdi 15 giugno 2012, Spritz della Scienza, I1 Caffé dei
Libri, Bassano del Grappa (VI)

o Invited Talk a "Audio 3D e Acustica Architettonica™; Intervento: “Misurazione e
modellazione di HRTF” Giovedi 7 novembre 2013, Universita degli Studi di
Bologna e Audio Engineering Society.

o "Mixed structural models for 3D audio in virtual environments ", Venerdi 6
dicembre 2013, Acoustics Research Institute, Vienna, Austria (pianificato)

Tesi di dottorato
Titolo: Mixed structural models for 3D audio in virtual environments.
Supervisore: AVANZINI Federico

PARTE 3 - PUBBLICAZIONI

Elenco delle pubblicazioni:
e Lavori sottoposti per la pubblicazione su riviste:
[1] L. Turchet, S. Spagnol, M. Geronazzo, and F. Avanzini.
Surface Typology Affects Localization of Interactive Footstep Sounds Delivered
through Headphones.
Journal of the Acoustical Society of America (JASA). Submitted for publication
(June 2013).

e Lavori sottoposti per la pubblicazione a convegni internazionali:
[2] M. Geronazzo, S. Spagnol, A. Bedin and F. Avanzini.
Enhancing Vertical Localization with Image-guided Selection of Non-individual
Head-Related Transfer Functions.
IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP 2014),
Florence, 4-9 May 2014.

e Lavori pubblicati su riviste
[3] S.Spagnol, M. Geronazzo, and F. Avanzini.
On the relation between Pinna Reflection Patterns and Head-Related Transfer
Function Features
IEEE Trans. Audio Speech Lang. Process, 21(3): 508-519, March 2013.

e Lavori presentati a convegni internazionali:
2013

[4] S. Spagnol, M. Geronazzo, D. Rocchesso, and F. Avanzini.
Extraction of Pinna Features for Customized Binaural Audio Delivery on Mobile
Devices
In Proc. 11th International Conference on Advances in Mobile Computing &
Multimedia (MoMM’13), Wien, 2-4 December, 2013 S.Spagnol, M. Geronazzo,
and F. Avanzini.

[5] M. Geronazzo, F. Avanzini, and Massimo Grassi.
Influence of Auditory Pitch on Haptic Estimation of Spatial Height.
In Proc. 10th International Symposium on Computer Music Multidisciplinary
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Research (CMMR'13), Marsceille, October 2013.
[6] S. Spagnol, D. Rocchesso, M. Geronazzo, and F. Avanzini.
Automatic Extraction of Pinna Edges for Binaural Audio Customization.
In Proc. IEEE International Workshop on Multimedia Signal Processing
(MMSP'13). Pula (Sardinia), September 2013.
[7] M. Geronazzo, S. Spagnol, and F. Avanzini.
Mixed structural modeling of head-related transfer functions for customized
binaural audio delivery.
In Proc. IEEE International Conference on Digital Signal Processing. Santorini,
July 2013.
Invited Paper.
[8] M. Geronazzo, F. Granza, S. Spagnol, and F. Avanzini.
A standardized repository of Head-Related and Headphone Impulse Response
data.
In Proc. of the Audio Engineering Society Convention 134. AES 134 2013,
Rome, May 2013.
[9] M. Geronazzo, S. Spagnol, and F. Avanzini.
A modular framework for the analysis and synthesis of Head-Related Transfer
Functions.
In Proc. of the Audio Engineering Society Convention 134. AES 134 2013,
Rome, May 2013.
2012
[10] S.Spagnol, M. Geronazzo, and F. Avanzini.
Employing Spatial Sonification of Target Motion in Tracking Exercises
In Proc. Int. Conf. on Sound and Music Computing (SMC 2012), Copenhagen,
July 11-14, 2012.3
[11] S.Spagnol, M. Geronazzo, and F. Avanzini.
Hearing Distance: a Low-Cost Model for Near-Field Binaural Effects
In Proc. of the European Signal Processing Conference (EUSIPCO 2012),
Bucharest, August 27-31, 2012.
[12] M. Geronazzo, S. Spagnol, D. Rocchesso, and F. Avanzini.
Model-based Customized Binaural Reproduction Through Headphones.
In Proc. XIX Colloquium on Musical Informatics (XIX CIM 2012), Trieste,
November 2012
2011
[13] M. Geronazzo, S.Spagnol, and F. Avanzini.
Customized 3D sound for innovative interaction design.
In Proc. SMC-HCI Workshop, CHItaly 2011 Conference, Alghero, September
2011.
[14] M. Geronazzo, S.Spagnol, and F. Avanzini.
A Head-Related Transfer Function Model for Real-Time Customized 3-D Sound
Rendering.
In Proc. Signal-Image Technology and Internet-Based Systems (SITIS'11), Dijon,
Nov. 2011
[15] S. Spagnol, M. Geronazzo and F. Avanzini
Structural Modeling of Pinna-Related Transfer Functions for 3-D Sound
Rendering.
In Proc. XVIII Colloguium on Musical Informatics (XVIII CIM 2010), pages 92-101, Torino-
Cuneo, October 2010,
2010

[16] S. Spagnol, M. Geronazzo, and F. Avanzini.

Collegio dei docenti 12 dicembre 2013 Estratto Geronazzo Michele



UNIVERSITA DEGLI STUDI D! PADOVA - SCUOLA DI DOTTORATO IN INGEGNERIA DELL’INFORMAZIONE

Fitting pinna-related transfer functions to anthropometry for binaural sound
rendering.
In Proc. IEEE International Workshop on Multimedia Signal Processing
(MMSP'10), pages 194-199, Saint-Malo, October 2010. Top 10% Paper Award
winner.

[17] M. Geronazzo, S.Spagnol, and F. Avanzini.
Estimation and modeling of pinna-related transfer functions.
In Proc. 13th Int. Conf. on Digital Audio Effects (DAFx-10), Graz, September
2010.

[18] M. S. Spagnol, M. Geronazzo, and F. Avanzini.
Structural modeling of pinna-related transfer functions.
In Proc. Int. Conf. on Sound and Music Computing (SMC 2010), pages 422-428,
Barcelona, July 2010.

11 Collegio prende atto di quanto esposto e osserva che durante i tre anni della Scuola
di Dottorato il dott. GERONAZZO Michele si ¢ impegnato con dedizione e profitto
nella sua attivita di ricerca e di studio, evidenziando un'ottima capacita di lavorare sia in
maniera autonoma che all'interno di un gruppo di ricerca. Il Collegio unanime riconosce
la notevole assiduita del candidato, le sue ottime capacita nella ricerca e gli originali
risultati conseguiti.

Pertanto il collegio lo ammette all’esame finale.
...................................................... [T L2 R O SRS e

Letto, approvato € Sottoscritto
Padova, 12/12/2013

IL Segretarj Il Direttore della Scuola
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Oggetto: Scuola di dottorato - Riunione collegio docenti giovedi 12 dicembre 2013 ore
15.00

Mittente: Alessandra Calore <calore@dei.unipd.it>

Data: 06/12/2013 16:16

A: avanzini@dei.unipd.it, badia@dei.unipd.it, andrea.bagno@unipd.it,
alessandro.beghi@dei.unipd.it, mat@dei.unipd.it, alessandra.bertoldo@dei.unipd.it,
andrea.bevilacqua@dei.unipd.it, gianfranco.bilardi@dei.unipd.it,
giancarlo.calvagno@dei.unipd.it, canazza@dei.unipd.it, antonio.capobianco@dei.unipd.it,
carlirug@dei.unipd.it, andrea.cester@dei.unipd.it, claudio.cobelli@dei.unipd.it,
luca.corradini@dei.unipd.it, guidomaria.cortelazzo@dei.unipd.it, dallaman@dei.unipd.it,
barbara.dicamillo@dei.unipd.it, augusto@dei.unipd.it, carlo.ferrari@dei.unipd.it,
lorenzo.finesso@isib.cnr.it, bpk2u@virginia.edu, nicola.laurenti@dei.unipd.it,
gabriele.manduchi@igi.cnr.it, emanuele.menegatti@dei.unipd.it,
gaudenzio.meneghesso@dei.unipd.it, claudio.narduzzi@dei.unipd.it,
andrea.neviani@dei.unipd.it, piergiorgio.nicolosi@dei.unipd.it,
alessandro.paccagnella@dei.unipd.it, enrico.pagello@dei.unipd.it,
luca.palmieri@dei.unipd.it, michele.pavon@unipd.it, pedersen@dei.unipd.it,
enoch.peserico@dei.unipd.it, gianluigi. pillonetto@dei.unipd.it,
silvano.pupolin@dei.unipd.it, michele.rossi@dei.unipd.it, giorgio.satta@dei.unipd.it,
schenato@dei.unipd.it, giovanni.sparacino@dei.unipd.it, giorgio.spiazzi@dei.unipd.it,
francescamaria.susin@unipd.it, tenti@dei.unipd.it, ticozzi@dei.unipd.it,
toffolo@dei.unipd.it, federico.turkheimer@imperial.ac.uk, vallone@dei.unipd.it,
lorenzo.vangelista@unipd.it, stefano.vassanelli@unipd.it, giovanni.verzellesi@unimore.it,
paolo.villoresi@dei.unipd.it, sandro.zampieri@dei.unipd.it, enrico.zanoni@dei.unipd.it,
zanuttigh@dei.unipd.it, michele.zorzi@dei.unipd.it, bassofil@dei.unipd.it,
chiara.fabris@dei.unipd.it

Ai Componenti il Collegio dei Docenti
Scuola di Dottorato in Ingegneria dell'Informazione

Siete invitati a partecipare alla riunione che avra luogo

Giovedi 12 dicembre p.v. alle ore 15.09
in aula didattica Oe, Via Gradenigo 6/a, Padova,

con 1l seguente ordine del giorno

1. Approvazione verbale seduta precedente

2. Comunicazioni

3. Valutazione annuale dei dottorandi del primo e secondo anno e ammissione
all'anno successivo

4. Ammissione all'esame finale: valutazione dell'attivita svolta dai dottorandi
del XXVI ciclo e dai dottorandi del XXV ciclo in proroga

5. Pratiche studenti

6. Programmazione didattica 2614

Prof. Giovanni Sparacino
vicedirettore

TaE2 17/12/2013 09:57
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Al Direttore della Scuola di
Dottorato in Ingegneria
dell'informazione

Prof. Matteo Bertocco

CF 8000648
PIVA 00742

Padova, 26 novembre 2013

OGGETTO:  Parere sullammissibilita dello studente di dottorato Michele Geronazzo all'esame finale.

La Commissione si & riunita in data odierna alle ore 11.30 in Sala Videoconferenze presso il Dip. di
Ingegneria dell'informazione (DEVA), per assistere ad una presentazione tenuta dal dottorando Michele
Geronazzo relativa all'attivita di ricerca da lui svolta nel triennio di studi in via di conclusione.

Sulla base della relazione di fine anno, delia bozza di tesi di dottorato, della presentazione orale, e della
successiva discussione, € cpinione della Commissione che Michele Geronazzo sia impegnato in aitivita di
ricerca di grande interesse e centralita nel’ambito delle tecnologie dellinformazione ed in particolare
dell'elaborazione del sucno. Le attivita del triennio sone perfettamente aderenti al tema vincolato (“Sviluppo
di un ambiente interattivo per technology augmented learning” finanziato dalla Fondazione Cassa di
Risparmic di Padova e Rovigo), di cui il dotiorando é titolare. Si raccomanda quindi con convinzione
I'ammissione del dottorando all'esame finale.

Nel corso del triennio i dottorando ha portato a compimento con autonomia una ricerca innovativa sullo
sviluppo di algoritmi per il rendering spaziale del suono, finalizzati a ricreare in maniera fedele ambienti
acustici complessi in cui suoni diversi provengono da direzioni e distanze diverse. Gli aspetti innovativi
riguardano principalmente lo sviluppo di un originale approccio (denominato Mixed Structural Modeling) per
modellare Head-Refated Transfer Function {funzioni di trasferimento della testa umana} e personalizzare i
modelli in funzione di parametri antropometrict individuali stimati da immagini 2D. Il principale vantaggio di
tale approccio rispetto a quelll attualmente proposti dalla letteratura riguarda la possibilita di ottenere le
funzioni di trasferimento sulla base di un insieme ristretto di parametri antropometrici, invece che misurare
direttamente tali funzioni di trasferimento attraverso procedure lunghe e costose (misurazioni con in-ear
microphone in camera anecoica).

Tale approccio e stato presentato in numerosi articoli su proceedings di conferenze internazionali, uno dei
quali & risultato vincitore del "Top 10% Paper Award" del IEEE International Workshop on Multimedia Signal
Processing (MMSP'10). E stato inoltre presentato compiutamente in un articolo pubblicato sulle JEEE
Transactions on Audio, Speech, and Language Processing. E stato inoltre presentato in vari seminari tenuti
dal dottorando, alcuni dei quali su invito.

L'approccio proposto € state applicato allo sviluppo di sistemi di realta virtuale (VR multimodale per soggetti
non vedenti o ipovedentl. Anche questo & un campo di studio innovativo. In collaborazione con listituto
italiano di Tecnologia {IIT) di Genova, & in corso di sviluppo un sistema HW/SW che consente I'esplorazione
di mappe di ambienti indoor attraverso modalita sensoriali non-visuali (in particolare, aptica e uditiva con
suono spaziafizzato). La ricerca in questo campo ha prodotto i primi risultati sperimentali, in parte presentati
ad una conferenza internazionale (CMMR2013). E in corso di preparazione un articolo in cui la ricerca verra
presentata pil compiutamente, mentre un altro articolo sopposto per pubblicazione sul Journal of the
Acoustical Society of America presenta risultati su un ambito applicativo strettamente cornesso
(spazializzazione del suono in un task di esplorazione attiva — camminata — di un ambiente virtuale).

Il dottorando ha saputo inserirsi molto efficacemente nelle aftivita di ricerca del gruppo con cui collabora,
producendo risultati originali di ottima rilevanza. Ha inolire dimostrato Iimportante capacita di stabilire
fruttuose collaborazioni di ricerca con altri gruppi, in particolare il Dip. di Medialogy di Aalborg University
Copenhagen, 'Acoustics Research Institute della Austrian Academy of Science (Vienna), l'lstituto Italiano di
Tecnologia di Genova, il Dip. di Ingegneria Universitd degli Studi Roma Tre, la Facolia di Design
delt'Universita IUAV di Venezia, il Dip. di Psicologia Generale dell'Universita degli Studi di Padova. Con
clascuno di guesti gruppi sono state stabilite collaborazioni attive tramite visite reciproche e seminari su
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invito, e sono state scritte (o seno in preparazione) pubblicazioni congiunte per conferenze internazionali e
riviste scientifiche,

A complemento della propria ricerca il dottorando ha svaolto attivita di assistenza alla didattica (Tutor Junior
per il corso di Fondamenti di Informatica, a.a. 2012-13 e 2013-14). Inoltre ha svolto attivita di correlazione di
numerose tesi triennali e magistrali. !

Le attivita organizzative svolte dal dottorando includono fa partecipazione al comitato organizzatore della
conferenza internazionale Sound and Music Computing (Dip. di ingegneria dellinformazione dell'Universita
di Padova, 2-9 luglio 2011) e la moderazione della sessione "Spatial Audio-Binaural, HRTF" alla Audio
Engineering Society 134 Convention. (Roma. 4-7 maggio 2013), oltre ad attivita di revisione di articoli
sottoposti per considerazione su proceedings di conferenze internazionali, '

La Commissione

Prof. Giovanni De Peli Prof. Emanuele Menegatti
A 4

[ AA

rico Avanzini (supervisore)
/4 N

o
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Prefazione

Il settore dell'Information and Communications Technol@@3T) sta investendo in strategie di
innovazione e sviluppo semprelpiivolte ad applicazioni capaci di interazione complesse g
zie alla rappresentazione spaziale in ambienti virtualitimodali capaci di rispettare i vincoli
di tempo reale. Una delle principali sfide da affrontare aigla la centralié dell’'utente, che si
riflette, ad esempio, sullo sviluppo di servizi la cui congsié tecnologica viene nascosta al
destinatario, e la cui offerta di servizi sia personalizieatiallutente e per lutente. Per queste ra-
gioni, le interfacce multimodali rappresentano un elemehiave per consentire un uso diffuso
di queste nuove tecnologie. Per raggiungere questo ofoiettiecessario ottenere dei modelli
multimodali realistici che siano capaci di descrivere l@nke circostante, e in particolare mod-
elli che sappiano rappresentare accuratamente I'aculitambiente e la trasmissione di infor-
mazione attraverso la moddaitiditiva. Alcuni esempi di aree applicative e direzioniiderca
attive nella comun# scientifica internazionale includono 3DTV e internet dglifo , codifica,
trasmissione e ricostruzione della scena 3D video e audstens di teleconferenza , per citarne
solo alcuni.

La presenza concomitante dijpinodalifi sensoriali e la loro integrazione rendono gli ambi-
enti virtuali multimodali potenzialmente flessibili e atddtili, permettendo agli utenti di passare
dalluna allaltra modalk in base alle necesaitlettata dalle mutevoli condizioni di utilizzo di tali
sistemi. Modalid sensoriali aumentata attraverso altri sensi e tecnickedtituzione sensori-
ale sono elementi essenziali per la veicolazione dellmézioni non visivamente, quando, ad
esempio, il canale visivo sovraccaricato, quando i datosasivamente ostruiti, o quando il
canale visivo non disponibile per l'utente (ad esempio,lpgrersone non vedenti). | sistemi
multimodali per la rappresentazione delle informaziorazali beneficano sicuramente della
realizzazione di motori audio che possiedano una conoacgpgrofondita degli aspetti legati
alla percezione spaziale e allacustica virtuale. | mogbeliil rendering di audio spazializzato
sono in grado di fornire accurate informazioni dinamichkastelazione tra la sorgente sonora
e I'ambiente circostante , compresa l'interazione del catgllascoltatore che agisce da ulteri-
ore filtraggio acustico. Queste informazioni non possosemssostituite da altre modalitad
esempio quella visiva o tattile). Tuttavia , la rappreseotee spaziale del suono nei feedback
acustici tende ad essere, al giorno doggi, semplicisticmecarse capaéiti interazione, questo
percle i sistemi multimediali attualmente si focalizzano per ilo pullelaborazione grafica, e si
accontentano di semplici tecnologie stereofoniche o sadanulticanale per il rendering del
suono.

Il rendering binaurale riprodotto in cuffia rappresenta ppraccio avveniristico, tenendo
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conto che i possibili svantaggi (es. invasvitrisposte in frequenza non piane) possono essere
man mano gestiti e controbilanciati da una serie di dedmlei@ratteristiche. Questi sistemi
sono caratterizzati dalla possikéliti controllare e/o eliminare il riverbero e altri effettiues-

tici dello spazio di ascolto circostante, di ridurre il ruraali fondo e fornire dei display audio
adattabili e portatili, tutti aspetti rilevanti sopratmin contesti di innovazione.

La maggior parte delle tecniche di rendering binaurale @gaie oggigiorno in ricerca si
basano sull’'uso diHead Related Transfer FunctioildRTFs), vale a dire di filtri particolari che
catturano gli effetti acustici di testa, busto e orecchikadeoltatore. Le HRTF permettono una
simulazione fedele del segnale audio che si presentagaifgso del canale uditivo in funzione
della posizione spaziale della sorgente sonora. | filtrabasi HRTF sono generalmente pre-
sentati sotto forma di segnali acustici misurati a partaeuda testa di manichino costruito sec-
ondo misurazioni antropometriche medie. Tuttavia, lettamatiche antropometriche individuali
hanno un ruolo fondamentale nel determinare le HRTF: digéugi hanno riscontrato come las-
colto di audio binaurale non individuale produce erroriatidlizzazione evidenti . D’altra parte ,
le misurazioni individuali di HRTF su un numero significatigti soggetti richiedono un impiego
di risorse e tempo non trascurabili.

Sono state proposte negli ultimi due decenni diverse taerper il design di HRTF sintetiche
e tra le pl promettente vi quella che utilizza i modelli strutturalRTF. In questo approccio
rivoluzionario, gli effetti pli importanti coinvolti nella percezione spaziale del su¢mitardi
acustici e le ombre acustiche ad opera della diffrazior@raitalla testa, le riflessioni sui con-
torni dellorecchio esterno e sulle spalle, le risonanZatdino delle cavia dellorecchio) sono
isolati e modellati separatamente nellelemento filtraoteigpondente. La selezione di HRTF
non individuali e queste procedure di modellazione possssere entrambe analizzate con una
interpretazione fisica: i parametri di ogni blocco di remago i criteri di selezione possono venir
stimati dalla relazione tra dati reali e simulati e antroptmia dellascoltatore. La realizzazione
di efficaci display uditivi personali rappresenta un noteyzasso in avanti per numerose appli-
cazioni; lapproccio strutturale consente una intrinseadasilith a seconda delle risorse com-
putazionali o della larghezza di banda disponibili. Scdterente realistiche con jpioggetti
audiovisivi riescono ad essere gestite sfruttando il paisino della Graphics Processing Unit
(GPU) sempre fii onnipresenti. Ottenere un equalizzazione individualle deffie con tecniche
di filtraggio inverso che siano percettivamente robustéitcosce un passo fondamentale verso
la creazione ddisplay uditivi virtuali personali. A titolo desempio, vengono di seguito ripor-
tate alcune aree applicative che possono trarre benefi@o@ite considerazioni: riproduzione
multi canale in cuffia, rendering spaziale del suono in dsgpa mobile, motori di rendering per
computer-game e standard audio binaurali individuali per é produzione musicale.

Questa tesi presenta una famiglia di approcci in grado dersup gli attuali limiti dei sis-
temi di audio 3D in cuffia, con lobiettivo di realizzare digpluditivi personali attraverso mod-
elli strutturali per laudio binaurale volti ad una riprodze immersiva del suono. | mod-
elli che ne derivano permettono adattamento e personai@za di contenuti, grazie alla ges-
tione dei parametri relativi allantropometria dell’utemtitre a quelli relativi alle sorgenti sonore
nell'ambiente .

Le direzioni di ricerca intraprese convergono verso unadwbgia per la progettazione e
personalizzazione di HRTF sintetiche che unisce il paradigli modellazione strutturale con
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altre tecniche di selezione per HRTF (ispirate a proceduseldzione non-individuali di HRTF)
e rappresenta il principale contributo di questa tesi: rapgio amodellazione strutturale mista
MSM ) che considera la HRTF globale come una combinazionéedienti strutturali, che pos-
sono essere scelti tra componenti sia sintetiche che ragistn entrambi i casi, la personaliz-
zazione si basa su dati antropometrici individuali, utéid per adattare sia i parametri del mod-
ello sia per selezionare un componente simulato o misuratan insieme di risposte allimpulso
disponibili.

La definizione e la validazione sperimentale dell'approecMSM affronta alcune questioni
cruciali riguarda I'acquisizione e il rendering di scenastiche binaurali, definendo alcune linee
guida di progettazione per ambienti virtuali personali atikzzano laudio 3D e che possiedono
nuove forme di comunicazione su misura e di interazione coeniuti sonori e musicali.

In questa tesi viene anche presentato un sistema interattNtimodale utilizzato per con-
durre test soggettivi sullintegrazione multisensoriadeambienti virtuali. Vengono proposti
guattro scenari sperimentali al fine di testare le funzit@ali un feedback sonoro integrato a
modalit tattili o visive. (i) Un feedback con audio 3D legato ai nmoenti dell’'utente durante
una semplice attivit di inseguimento di un bersaglio viene presentato come em@gs ap-
plicativo di sistema riabilitativo audiovisivo. (ii) La peezione della direzione sonora dei passi
interattivamente generati in cuffia durante la camminat@eszia come I'informazione spaziale
sia in grado di mettere in luce la congruenza semantica tramamto e feedback multimodale.
(iif) Un sistema audio tattile interattivo e real-time &ttza I'informazione spaziale di mappe
virtuali per leducazione allorientamento e alla mohilfO&M) rivolta a persone non vedenti.
(iv) Un ultimo esperimento analizza la stima tattile dellmeénsioni di un oggetto virtuale 3D
(un gradino), mentre I'esplorazione accompagnata da wfbéek sonoro generato in tempo
reale i cui parametri variano in funzione dellaltezza deitpudi interazione aptico.

| dati raccolti da questi esperimenti suggeriscono chelfaeki multimodali che sfruttano
correttamente modelli di audio 3D, possono essere uttlipea migliorare la navigazione nella
realt virtuale, lorientamento e lapprendimento di azioni mietesomplesse, grazie all’alto liv-
ello di attenzione, impegno e immers#ifornito all'utente. La metodologia di ricerca, basata
sull’approccio a MSM, rappresenta un importante strumdnt@lutazione per determinare pro-
gressivamente i principali attributi spaziali del suoneodlazione a ciascun dominio applicativo.
In questa prospettiva, tali studi rappresentano una amélia letteratura scientifica corrente che
ha come principale argomento di indagine la i@&ittuale e aumentata, soprattutto per quanto
riguarda I'uso di tecniche di sonicazione legate alla coignie spaziale e alla rappresentazione
multisensoriale interna del corpo .

Questa tesi organizzata come segue. Unintroduzione e moagraica sulla percezione spaziale
del suono e sulle tecnologie binaurali in cuffia sono forn#&Capitolo [l Il Capitolo[2 dedi-
cato al formalismo sulla modellazione strutturale mista& corrispondente filosofia di ricerca.
Nel Capitolo [3 vengono presentati i modelli strutturali relativi ad ogirfe del corpo, risul-
tanti da precedenti ricerche. Due nuove proposte di modetkesta e orecchio approfondiscono
rispettivamente la dipendenza dalla distanza nel neak-dié& informazioni spettrali fornite dal-
lorecchio esterno per la localizzazione verticale del sudhCapitolo [4 si occupa di un caso
di studio completo riguardante I'approccio a modellazistratturale mista, fornendo degli ap-

XVii



profondimenti riguardanti i principali aspetti innovatii tale modus operandill Capitolo
fornisce una panoramica di strumenti sviluppati per I'ea la sintesi di HRTF. Inoltre linee
guida per il design di ambienti di realwirtuale vengono discussi in termini di problematiche
riguardanti vincoli di tempo reali, requisiti per la mokilie personalizzazione del segnale au-
dio. NelCapitolo[6, attraverso due casi di studio viene approfondita I'imaoza dell’attributo
spaziale del suono nel comportamento dellascoltatore e daroontinua interazione in ambi-
enti virtuali possa utilizzare con successo algoritmi peidio spaziale. ICapitolo [7 descrive
una serie di esperimenti volti a valutare il contributo dedio binaurale in cuffia in processi
di apprendimento di mappe cognitive spaziali e nell’espt@ne di oggetti virtuali. Infine, il
Capitolo[Bapre a nuovi orizzonti per futuri lavori di ricerca.

Parole chiave:audio 3D, head-related transfer function, tecnologiadmal@, percezione spaziale

del suono, elaborazione digitale del segnale audio, dispthtivi, ambienti virtuali, design
dellinterazione sonora, multimodajtconoscenza spaziale.
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Preface

In the world of ICT, strategies for innovation and developtrae increasingly focusing on appli-
cations that require spatial representation and realdtiteeaction with and within 3D media en-
vironments. One of the major challenges that such apphicatiave to address is user-centricity,
reflecting e.g. on developing complexity-hiding service$igt people can personalize their own
delivery of services. In these terms, multimodal interfa@present a key factor for enabling an
inclusive use of the new technology by everyone. In orderctieve this, multimodal realis-
tic models that describe our environment are needed, andrircplar models that accurately
describe the acoustics of the environment and communic#timugh the auditory modality.
Examples of currently active research directions and eafitin areas include 3DTV and future
internet, 3D visual-sound scene coding, transmission andnstruction and teleconferencing
systems, to name but a few.

The concurrent presence of multimodal senses and acsivitigke multimodal virtual en-
vironments potentially flexible and adaptive, allowing nssto switch between modalities as
needed during the continuously changing conditions of uts@t®n. Augmentation through
additional modalities and sensory substitution techrsgure compelling ingredients for present-
ing information non-visually, when the visual bandwidtloigerloaded, when data are visually
occluded, or when the visual channel is not available to #er (e.g., for visually impaired
people). Multimodal systems for the representation ofiapatformation will largely benefit
from the implementation of audio engines that have exterlsinowledge of spatial hearing and
virtual acoustics. Models for spatial audio can provideuaate dynamic information about the
relation between the sound source and the surroundingoemeent, including the listener and
his/her body which acts as an additional filter. Indeed, itifirmation cannot be substituted by
any other modality (i.e., visual or tactile). Nevertheldsslay’s spatial representation of audio
within sonification tends to be simplistic and with poor natetion capabilities, being multimedia
systems currently focused on graphics processing mosityjrdegrated with simple stereo or
multi-channel surround-sound.

On a much different level lie binaural rendering approadbeesed on headphone reproduc-
tion, taking into account that possible disadvantages (enpsiveness, non-flat frequency re-
sponses) are counterbalanced by a number of desirabledsatindeed, these systems might
control and/or eliminate reverberation and other acoudtaxts of the real listening space, re-
duce background noise, and provide adaptable and portadie displays, which are all relevant
aspects especially in enhanced contexts.

Most of the binaural sound rendering techniques currenghjodted in research rely on the
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use ofHead-Related Transfer FunctioidRTFs), i.e. peculiar filters that capture the acoustic ef-
fects of the human head and ears. HRTFs allow loyal simulatiohe audio signal that arrives at
the entrance of the ear canal as a function of the sound segpagial position. HRTF filters are
usually presented under the form of acoustic signals aedun dummy heads built according to
mean anthropometric measurements. Nevertheless, aathetpc features of the human body
have a key role in HRTF shaping: several studies have attést@ listening to non-individual
binaural sounds results in evident localization errors ti@nother hand, individual HRTF mea-
surements on a significant number of subjects result botk-tand resource-expensive.

Several techniques for synthetic HRTF design have beeropeapduring the last two decades
and the most promising one relies on structural HRTF modelshis revolutionary approach,
the most important effects involved in spatial sound peffoegacoustic delays and shadowing
due to head diffraction, reflections on pinna contours arwilslers, resonances inside the ear
cavities) are isolated and modeled separately with a quooreling filtering element. HRTF
selection and modeling procedures can be determined bygathysterpretation: parameters of
each rendering blocks or selection criteria can be estonfatem real and simulated data and
related to anthropometric geometries.

Effective personal auditory displays represent an inneedireakthrough for a plethora of
applications and structural approach can also allow faectiffe scalability depending on the
available computational resources or bandwidth. Scentssmultiple highly realistic audiovi-
sual objects are easily managed exploiting parallelismafasingly ubiquitous GPUs (Graph-
ics Processing Units). Building individual headphone ega#ibn with perceptually robust in-
verse filtering techniques represents a fundamental stegrdis the creation of personattual
auditory displayqVADs). To this regard, several examples might benefit froese consider-
ations: multi-channel downmix over headphones, personainta, spatial audio rendering in
mobile devices, computer-game engines and individualusalaudio standards for movie and
music production.

This thesis presents a family of approaches that overcoeneuttient limitations of headphone-
based 3D audio systems, aiming at building personal aydiisplays through structural binau-
ral audio models for an immersive sound reproduction. Thaltieag models allow for an inter-
esting form of content adaptation and personalizatiorgesthey include parameters related to
the user’'s anthropometry in addition to those related tsthed sources and the environment.

The covered research directions converge to a novel framkefoo synthetic HRTF design
and customization that combines the structural modelimggigm with other HRTF selection
techniques (inspired by non-individualized HRTF selatfoocedures) and represents the main
novel contribution of this thesis: thilixed Structural ModelingMSM) approach considers
the global HRTF as a combination of structural componentschvcan be chosen to be either
synthetic or recorded components. In both cases, custbonza based on individual anthropo-
metric data, which are used to either fit the model parameteis select a measured/simulated
component within a set of available responses.

The definition and experimental validation of the MSM apptoaddresses several pivotal
issues towards the acquisition and delivery of binaurahd@cenes and designing guidelines for
personalized 3D audio virtual environments holding theepti&l of novel forms of customized
communication and interaction with sound and music content
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The thesis also presents a multimodal interactive systeithw used to conduct subjective
test on multi-sensory integration in virtual environmerf®ur experimental scenarios are pro-
posed in order to test the capabilities of auditory feedheaicily to tactile or visual modalities.
3D audio feedback related to users movements during sirapdettfollowing tasks is tested as
an applicative example of audio-visual rehabilitationtegs Perception of direction of foot-
step sounds interactively generated during walking andigea through headphones highlights
how spatial information can clarify the semantic congre=inetween movement and multimodal
feedback. A real time, physically informed audio-tactiéeractive system encodes spatial in-
formation in the context of virtual map presentation withtigalar attention to orientation and
mobility (O&M) learning processes addressed to visuallpamed people. Finally, an exper-
iment analyzes the haptic estimation of size of a virtual 3ipect (a stair-step) whereas the
exploration is accompanied by a real-time generated aydiégedback whose parameters vary
as a function of the height of the interaction point.

The collected data from these experiments suggest thatdesigned multimodal feedback,
exploiting 3D audio models, can definitely be used to imprpegormance in virtual reality
and learning processes in orientation and complex motéstdsanks to the high level of at-
tention, engagement, and presence provided to the usemre$barch framework, based on the
MSM approach, serves as an important evaluation tool wethaim of progressively determin-
ing the relevant spatial attributes of sound for each apptia domain. In this perspective, such
studies represent a novelty in the current literature oi@irand augmented reality, especially
concerning the use of sonification techniques in severadaspf spatial cognition and internal
multisensory representation of the body.

This thesis is organized as follows. An overview of spatiehting and binaural technology
through headphones is given@hapter [I. Chapter[2is devoted to the Mixed Structural Mod-
eling formalism and philosophy. I€hapter [3, topics in structural modeling for each body
component are studied, previous research and two new modelsiear-field distance depen-
dency and external-ear spectral cue, are preseftiedpter [4 deals with a complete case study
of the mixed structural modeling approach and provideghtsiabout the main innovative as-
pects of sucimodus operandiChapter 5 gives an overview of number of a number of proposed
tools for the analysis and synthesis of HRTFs. System acfoital guidelines and constraints
are discussed in terms of real-time issues, mobility regquénts and customized audio delivery.
In Chapter[6, two case studies investigate the behavioral importanspatfal attribute of sound
and how continuous interaction with virtual environmerds ®enefit from using spatial audio
algorithms.Chapter[7 describes a set of experiments aimed at assessing thebciatni of bin-
aural audio through headphones in learning processes tédlspagnitive maps and exploration
of virtual objects. Finally, conclusions are drawn and negearch horizons for further work are
exposed irChapter[8.

Keywords: 3D audio, head-related transfer function, binaural tetdgg spatial hearing, audio

signal processing, auditory displays, virtual environtegsonic interaction design, multimodal-
ity, spatial cognition.
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Chapter 1

Binaural Technologies

The ability of the human auditory system to estimate theiabplatication of sound sources in
acoustic environments has high survival value as well alegaet role in several everyday tasks:
detecting potential dangers in the environment, seldgtigeusing attention on one stream of
information, and so on. Audition performs remarkably as tiaisk, complementing the informa-
tion provided by the visual channel: as an example, it canigeolocalization information on
targets that are out of sight.

In recent years, spatial sound has become increasinglyriemgan several application do-
mains. Spatial rendering of sound is recognized to greatiarece the effectiveness of auditory
human-computer interfaces (Begault, 1994), particularlgases where visual interface is lim-
ited in extension and/or resolution, as in mobile device&arfi et al., 2004), or is useless if
users are visually-impaired people (Afonso etlal., 2010)proves the sense of presence in
augmented/virtual reality systems, and adds engagementiputer games.

According to_Morimoto |(2002), human subjective evaluatafrvirtual/real sound environ-
ments takes the form of a multiple stage flowchart (see[Eff. divided into a physical and
psychological space.

The sound waves produced by everyday sound sources aretsabje diverse transforma-
tions along their path towards the listener’'s eardrums. dgproach that best the acoustic infor-
mation at the eardrum, involves the use of individoialaural room impulse responsé3RIRS).

A sounding object radiates an acoustic signal which unaergemporal and spectral modifica-
tions by the environment and the listener body. Environaemtoperties are contained in the
room impulse respong®IR) while head-related impulse respon@d¢RIR) incorporates listener
acoustic contribution. To this regard, BRIRs holds both RIRs aRtR$ properties, being the
signature of the room response for a particular sound s@rdevith respect to a the human re-
ceiver (Kleiner et al!, 1993). Fig. 1.2 offers a differerdwalization and at the same time groups
relevant physical information for this thesis.

As mentioned above, one critical transformation is prodgtity the listener himself: as a
matter of fact, sound waves are influenced by the active rbtbeolistener’s body, thanks to
which he/she can collect salient information on sound soattributes. Listener’s perception of
auditory events spans three main groups of perceptudats, oelemental sensddlorimoto,
2002):



2 Mixed Structural Models for 3D Audio in virtual environments

Sound
Source /

Y S(w)

Room Transfer Function, R(w)

v S(w) X R(w)

Head-Related Transfer Function, HRTFI,r(w)

® Entrance of Ear Canal

v PLr(w)=S(w) X R(w) X HRTFLr(w)

Auditory Organ

Psychological Space ~%  ppygical Space

» 4 1 L\
D1 =f1(pl, 1) D2 D3 * * * | Dn Perception of
Elemental Sense
Y \ Y Y
@@ W Subjective Judgment

= E2 g E

El =gl = . to Elemental Sense
wl w2 w3 " wn

Aa\lrY »
0=X w,E, Overall Emotional
] ' Response

Figure 1.1: Subjective evaluation system of sound environment (figeroduced
from (Morimoto/ 2002)).

1. temporal attributes: rhythm, durability, reverbergrete.
2. spatial attributes: direction, distance, spatial irspien, etc.

3. quality attributes: loudness, pitch, timbre, etc.

The listener assigns subjective judgments for each elatsgise, being nevertheless influenced
by his/her personal emotional state.

In this monograph, particular attention is given to the selcgroup of elemental senses: au-
ditory cues produced by the human body include both binatuat, such as interaural level
and time differences, and monaural cues, such as the dpectosation resulting from fil-
tering effects of the external ear. All these features ammsarized into the so-calledead-
Related Transfer Functions (HRTH&heng and Wakefield, 2001), i.e. the free-field compen-
sated frequency- and space-dependent acoustic transfgioios between the sound source and
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Figure 1.2: The room acoustic information and the structure of the ear.

the eardrum. Binaural spatial sound can be synthesized lwplwmg an anechoic sound signal
with the corresponding left and right HRTFs, and preserteauigh a pair of suitably compen-
sated playback device.

It has to be noticed that binaural technologies relies oividdal anthropometric and per-
ceptual features having a key role in characterizing andetmogl HRTFs. However, personal
measured HRTF data for a vast number of listeners is cuyréinie- and resource-expensive.
Therefore, non-individualized HRTF sets are preferredatpce and they are typically recorded
using “dummy heads”, i.e. mannequins constructed fromamest anthropometric measures,
and represent a cheap and straightforward mean of prov&iDgendering in headphone repro-
duction. However, they are known to produce evident soundlization errors. (Wenzel et al.,
1993), including incorrect perception of elevation, frdwaick reversals, and lack of external-
ization (Mgller et al.| 1996), especially when head tragkis not utilized in the reproduction
(Thurlow et al.; 1967).

1.1 Spatial hearing

Researches from several disciplines form the knowledge ate$pearing. Physics, physiology,
psychology and signal processing have jointly undertakesda spectrum of studies in many
base aspects and application domains. Localization ofgessource or multiple auditory events,
subjective spatial perception in different real and virteravironments are some representative
topics studied by internationally renowned scientists au8it (1983) and Xie (2013).

Human hearing incorporates perception of loudness, piictiyre and spatial attributes of
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Figure 1.3: Main planes of symmetry for human body. The axial plane iglfgrto the page
(figure adapted from (Strumillo, 2011)).

sound. In particular, the auditory system is capable ofreding the location of sound sources
in terms of direction and distance, as well as the spatiatésgon from the surrounding acoustic
space. The position and movement of the listener insidertieomment plays a key role in the
perception of the characteristics of the listening spackianhe identification of primary and
early reflections coming from reflecting surfaces. Then tisemhsory integration is all the more
vital in spatial perception where auditory cues assistaliattention for seeking potential dangers
around primates and mammals (Holmes and Spence, 2005;8ie204), apprehending loca-
tion and movements of a potential prey, and communicatihgden peers (Gridi-Papp and Narins,
2008).

According ta Strumillol(2011), auditory spatial perceptimight be categorized in four basic
elements whose level of expertise and abilities vary adrabgiduals:

* horizontal localization, azimuth;

* vertical localization, elevation;

* distance estimation;

* perception of space properties, spaciousness and elktetita.

Their final evaluation is investigated through with psy@emustic experiments, usually based
upon two basic types of localization judgments:

« relative localization in discrimination task;
» absolute localization in identification task.

The first two elements of spatial perception belongditection-of-arrival (DOA) judgments
in the corresponding planes, i.e horizontal and verticalffont/back, up/down and left/right
discrimination. The main planes of symmetry usually takesésrences for the human body are
depicted in Fig_1J3

A distinction between localization ardteralizationhas to be immediately made. The for-
mer refers to estimating source position in an externaktalienensional space, while the latter
might be seen as a special form of one-dimensional locaizaidgments where inside-the-head
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Figure 1.4. General model of human sound localization. (figure repredic

from (Popper and Fay, 2005)).

virtual phantom sound sources are located along the inted-axis (Yost and Hafter, 1987), e.g.
during stereophonic presentation over headphones.

The third and fourth elements, i.e. distance estimatiorspade properties, mostly depend on
prior knowledge of source properties and acoustic envienmtsl The study of these abilities has
received increasing scientific interest especially duerapad development of immersive virtual
auditory displays, but are not well understood because gEmensive analysis of multiple
cues is still necessary. Auditory depth judgments (Zaheirikl.,l 2005), categorical judgments
of spatial impression_(Morimato, 2002) and degree of exkzation (Sakamoto et al., 1976;
Hartmann and Wittenberg, 1996), are some examples of nm#itsional phenomena without
well defined dimensions.

A general model of human sound localization introduced byb@uwi and Kulkarni|(2005)
can be seen in Fig.1.4. The upper sequence of blocks depigsicpl and physiological pro-
cesses that give shape to neural representations of sfmtitibutes such as ITD, ILD, monoau-
ral and interaural spectral differences. On the other hifsedpwer sequence of blocks represents
how the listener creates his/her own representation ofdssources and the environment, contin-
uously controlled and refined via update mechanisms basttkanterplay between expectation
and dynamic input data. Relative distances between soutceeaaiver at previous time frames
(e.g. head movements or dynamic sources), and predicti@owte location expected from
non-auditory modalities or by behavioral experience, lyigihange listener's awareness of the
acoustic scene and his/her adaptation to previous stimuli.

Unfortunately, in this kind of auditory model, many elenserdlated to behavioral and cogni-
tive aspects are not sufficiently developed mainly in complerceptual situation where several
concurrent factors are included. The following subsesti@view the most notable perceptual
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mechanisms in order to identify quantitative criteria ia #nalysis and modeling of HRTFs.

1.1.1 Horizontal localization

Human ability for detecting changes in the direction of argbsource, i.e. relative localiza-
tion performance, along the horizontal plane, known asdliaation blur” or “minimal audible
angle” (MAA), is characterized by thest noticeable differenc€IND) for azimuth,Af, of ap-
proximately1° — 2° for a vast class of sounds (Blauert, 1983; Perrott and Sal@9()). This
value grows to aboui® - 8° at lateral positions.

At the beginning of the last century, Lord Rayleigh studieshenscattering of sound waves
around a rigid sphere gave birth to the field of 3D audio. Indbetext of his Duplex The-
ory of Localization |(Strutt, 1904), the most relevant pagsens that play a key role in azimuth
perception are:

* interaural time/phase difference (ITD/IPD3ound waves travel an extra distance before
reaching the farthest ear, thus introducing a temporaldetatime difference between the
time-of-arrival (TOA) of a sound source at the two ears;

« interaural level/intensity difference (ILD/IID}he head introduces an acoustic shadow (es-
pecially at high frequencies) for the farthest ear, and #ti® between the instantaneous
level/intensity of the signals at the two ears defines tl@gdency- and direction- depen-
dent quantity.

Further psychoacoustic experiments showed that ITD daesrteorizontal localization for stim-
uli containing low-frequency components and, only for kjgss filtered stimuli, ILD plays a de-
terminant role in localization performance | (Wightman ansitlér, [1992) and
(Macpherson and Middlebrooks, 2002).

Interaural time difference

ITD is a relative binaural quantity related to acoustic gceith a single sound source. In a real
listening scenario with multiple sources, inter-soureeetidifferences and ITDs are extracted
from each monoaural timing information, i.e. absolute de&dated to sound wave propagation
of each source to listener’s ear. This generalization isriesd by the so calleime-of-arrival
(TOA) that inherits the same issues from ITD.

As a first approximation, the human head can be treated aseaesphn the horizontal
plane, this simplified scenario (see Hig.J1.5) allows to m®rgplane waves generated by sound
sources positioned in the far fidldThe acoustic wave is required to travel an extra distance
before reaching the farthest ear and, in literature, thed®ooth’s formula well approximates
ITD (Woodworth and Schlosberg, 1954):

a(sind + 0)
c

ITD = 0<0<7/2, (1.1)

1At leat 1 m far from the center of the head, see Sec.11.1.3
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Figure 1.5: ITD estimation of a spherical head; a plane wave is generated Sound source in
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wherec is the speed of sounda,is the sphere radius artdis the azimuthal angle. In the
median planef = 0), ITD is equal to zero and becomes non-zero when the soumdesdaviates
from that plane, i.e. in sagittal planes, reaching its maximvalue where the sound source is
located directly in front of one eaf € 7/2).

ITD is strictly dependent on the anatomical dimension oflistener head. As an example, a
maximum value of approximately.6 ms is obtained for a spherical head radiusi6f 8.5 cm.
This approximation considers the ITD as independent fraguency, and effective for horizon-
tal localization only for wavelengths comparable to indival head dimension, betweeT kHz
and1.5 kHzP

However, ITD information are associated wittieraural phase delay difference D,, which
is defined as a directional- and frequency- dependent fumcti

A _
ITD, (0,6, f) = @(Qf;;b, f) _ 26,9, f)%}bR(e, 6.0)

where® (6, ¢, f) and®r(0, ¢, f) are the left and right directional- and frequency- depehden
phase delay, respectively. The auditory system can alsaatenhvelope ITDITD,,,,, from the
slowly-varying temporal envelope of complex sounds at @ighequencies containing multiple
frequency components. The latter cue was shown to corgrtbigome extent in the localization
of high-pass filtered sounds when amplitude modulations amtroduced
(Macpherson and Middlebrooks, 2002) and (Majdak and Laf2@89).

Usually, ITD, and ITD.,,, are not easily analyzed due to frequency and source sigral de
pendency, respectively. To this regard, many methods afmitdns have been proposed in the

(1.2)

%Interaural time difference provides ambiguous localirattues outside the frequency range related to head
dimension: (i) when the wavelength is less than half of heatkdsion, roughly at 0.7 kHz, pressures at both ears
for lateral sources are out of phase and (ii) when head diimeris larger than the wavelength, roughly above 1.5
kHz, phase difference exceéd (Blauert)1983)
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ITD (ps)

azimuth (°)
Figure 1.6: Various ITD estimation methods averaging on 21 subjects.ifdividualized Wood-
worth’s method| (Algazi et al., 2001a) (solid line with cirglethe threshold method based on
50 % maximum (solid line with triangles), the linear phasehodt(dotted line with crosses)
and the inter-aural cross correlation method (dotted linghaplus marks). (figure reproduced

from (Busson et al., 2005))

literature in order to estimate ITD/TOA (for an extensiveiesv of this topic see (Minnaar et al.,
2000; Nam et al/, 20084a; Xie, 2013)) and mainly derived fromHRTF decomposition in pure
delay (frequency independent TAO) and minimum-phase sy¢see Sed, 1.2.1). Figure 11.6
shows the variability in estimation for different kinds ofD predictors. Usually, ITD and
ITD.,, are not easily analyzed due to frequency and source sigpahdency, respectively. To
this regard, many methods and definitions have been proposkd literature in order to esti-
mate ITD/TOA (for an extensive review of this topic see (Maan et al., 2000; Nam et lel., 2008a;
Xig,2013)) and mainly derived from the HRTF decompositigh1 in pure delay (frequency in-
dependent TAO) and minimum-phase system. Figure 1.6 eghifé variability in estimation
for different kind of ITD predictors.

Interaural level difference

ILD is a relevant localization cue combined with ITD infortiman and is much more salient at
high frequencies where the wavelength is smaller than tizsipdl dimensions of the head (Blauert,
1983). As a matter of fact, the sound pressure at contralagete is attenuated at high fre-
guencies by the shadowing effect of the head and booste@ @#bshateral side. This acoustic
information is formally described by the following equatio

PR(07¢»r7f)
PL(97¢7T7f)

where P, indicates the sound pressure in the frequency domain gedeng a sound source
in a fixed3 — D position at the left/right ear. Figure 1.7 shows the aveta®e(in dB) measured

ILD (97 Qb, r, f) =20 10g10

>‘ (). w3
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Figure 1.7: ILD (in dB) as a function of the azimuth angle for three déiatr frequencies,
500Hz - 1kH =z — 5kH z (upper panel), and as a function of the frequency for a fixechath
angle,d = 90° (lower panel). (figure reproduced from_ (Hafter and Trahigfi897))

in a number of historical studies as a function of azimuthtifioee different frequencies (upper
panel) and as a function of the frequency for a fixed azimuth90° (lower panel).

Since human head is not perfectly spherical or ellipsoidai,perfectly symmetric with re-
spect to the median plane, individual irregularities fronefstructures, such as the external ears
(as discussed in Sdc. 1.11.2), have to be taken into accotertdeing localization performance.
Therefore, individual ILD and its relationships with freency and DOA are complicated to esti-
mate and evaluate.

Head movements

Itis well explained by Wallach’s hypotesi|s (Wallach, 194@y by (Wightman and Kistler, 1999)
that head movements, primarily rotation movements abowrtéical axis (turning left or right
directions) |(Thurlow et al., 1967), resolve front-back ft@mmons where ambiguities of interaural
differences arise especially outside the horizontal pldhthe listener is unable to move their
head, azimuth localization errors increase in the proxyiroftthe so calleccone/torus of con-
fusionfor sound sources positioned in the far/near Be&tpectively, or in the median plane (a
limit case). These regions are symmetrical around thenksteinteraural axis and they contain
those spatial points for which ITD and ILD values are conistiig.[1.8 visually describes these
critical areas in the simplified spherical head approxiorati

More recently, several works have investigated the digtioin of spontaneous head move-
ments during realistic listening activities by means of imotcapture systems and head tracker

3See Sed_1.11.3 for a precise far/near field distinction.
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Far-Field Near-Field

Figure 1.8: Front-back critical area, cone of confusion and torus of ftmion (figure reproduced
from (Brungart, 2002))

data (see (Hess, 2012) for an updated review of such devigas)et al. (2013) observed that
the majority of head orientations of the listener is confiagalind the initial forward-facing di-
rection, and a rotational movement is sometimes employéxt#dize sound sources, depending
on whether or not listeners vision is usable (Nojima et &1.3). The listeners move their heads
to larger extents while judging source width or envelopnuerdeciding which sound source ra-
diates an acoustic signal (in scenarios with multiple samdces) rather than while localizing.

Furthermore, time and frequency features of sound stintsidi efluence the effectiveness
of head motions| (Macpherson, 2011). This observation ipaued by slow responsiveness
of the auditory system to dynamic changes of binaural patenséGrantham and Wightman,
1978; Grantham, 1934), even though this behavior is oftiere@ to a persistence mechanism in
maintaining interaural differences.

1.1.2 Vertical localization

Directional hearing in the median vertical plane has lorgnldenown to have a coarser resolution
compared with the horizontal plane (Wilska, 2010). Theghadd for detecting changes in the
direction of a sound source along the median plane was fauhd hever less thatt, reaching

a much larger thresholdv(17°) for unfamiliar sounds (e.g. foreign languages). Such a poo
resolution is motivated by two basic observations:

 the almost nonexistent interaural differences (ITD anD)lbetween the signals arriving
at the left and right ear, which conversely play a primargiialhorizontal perception;

» the need of high-frequency content (abave 5 kHz) for accurate vertical localization
(Hebrank and Wright, 19740b; Moore et al., 1089; Asano et 800]).
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Figure 1.9: Frontal and horizontal section of the human outer ear, shoviive typical measure-
ments positions. (figure reproduced fram (Shaw, 1997))

Canal insert position

Eardrum position (umbo)

It is undisputed that vertical localization ability is bght by the presence of the pinnae
(Gardner and Gardner, 1973) (see Fig] 1.9 for a detailedbameal description of the pinna).
Even though localization in any plane involves pinna casitdf both ears (Morimato, 2001),
determination of the perceived vertical angle of a soundc®in the median plane is essen-
tially a monaural process (Hebrank and Wright, 1974a). Thereal ear plays an important role
by introducing peaks and notches in the high-frequencytspecof the HRTF, whose center
frequency, amplitude, and bandwidth depend strongly ovagten anglel/(Shaw and Teranishi,
1968), to a remarkably minor extent on azimuth
(Lopez-Poveda and Meddis, 1996), and are almost independeatistance between source and
listener beyond a few centimeters from the ear (Brungart atinReitz, 1999).

Spectral cue: high-frequencies

Following two historical theories of localization, the pencan be seen both as a filter in the fre-
guency domain (Blauert, 1983) and a delay-and-add reflesyistem in the time domain (Batteau,
1967) as long as typical pinna reflection delays, detectbpléhe human hearing apparatus
(Wright et al.; 1974), produce spectral notches in the higltfency range.

The evolution of notches in the median plane was studied bk#&ast al. (Raykar et al.,
2005). Robust digital signal processing techniques basdteoresidual of a linear prediction
model were applied to measured head-related impulse respam order to extract the frequen-
cies of those spectral notches caused by the presence oftiee ffhe authors exploited a simple
ray-tracing law (borrowed from (Hebrank and Wright, 1974b)show that the estimated spec-
tral notches, each assumed to be caused by its own reflecton gre related to the shape of
the concha and crus helias, at least on the frontal side oh#than plane. However, there is no
clear one-to-one correspondence between pinna contodnsatch frequencies in the available
plots.

In addition to reflections, pinna resonances and diffradtiside the concha also contribute to
the HRTF spectral shape. Shaw (1997) identified five resanades, schematized in Fig. 1110,
of the pinna excited at different directions which clearlpguce the most prominent HRTF
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.1 43kHz 2. ! ZikHz 3. | 96kHz 4. 12.1kHz 5. 14. 4kHz

Figure 1.10: The five pinna resonance modes identified by Shaw. For eaghasee: average
transverse pressure distribution, resonance frequerayahsurface (broken lines), relative pres-
sure (numerals) and direction of excitation (circles witiaavs). (figure reproduced from (Shaw,
1997))

spectral peaks: an omnidirectional resonance2atHz (model), two vertical resonances atl
and9.6 kHz (mode< and3), and two horizontal resonanceslat2 and14.4 kHz (modest and
5)EI These results are confirmed by a more recent study by Kattasla(Kahana and Nelson,
2007) on numerical simulation of PRTFs using BEM over bafflechae.

Concerning diffraction effects, Lopez-Poveda and Medd896¢) motivated the slight de-
pendence of spectral notches on azimuth through a diffragirocess that scatters the sound
within the concha cavity, allowing reflections on the pastewall of the concha to occur for
any direction of the sound. Presence of diffraction aroinedttagus area has also been recently
hypothesized by Mokhtari et al. (2010, 2011).

Nevertheless, the relative importance of major peaks atahes in elevation perception has
been disputed over the past yd_%#s.recent study! (lida et al., 2007) showed a parametric HRTF
recomposed using only the first, omnidirectional peak inHRE'F spectrum (corresponding to
Shaw’s modd) coupled with the first two notches yields almost the samalipation accuracy
as the corresponding measured HRTF. Additional evidenseiiport of the lowest-frequency
notches’ relevance is given in (Moore et al., 1989), whictest that the threshold for perceiving
a shift in the central frequency of a spectral notch is caestswith the localization blur on
the median plane. Also, in (Hebrank and Wright, 1974b) théarstjudge increasing frontal
elevation apparently cued by the increasing central freque@f a notch, and determine two
different peak/notch patterns for representing the abadebghind direction. In general, hence,
both peaks and notches seem to play an important functioerincal localization of a sound
source.

“The reported center frequencies were averaged amordjfferent pinnae. Vertical modes are excited by
sources above the head; horizontal modes by sources indingyiof the horizontal plane.

SIn this context, it is important to point out that both peaksl @otches in the high-frequency range are percep-
tually detectable as long as their amplitude and bandwietlsafficiently marked (Moore et al., 1989), which is the
case for most measured HRTFs.
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(@) (b)

Figure 1.11: Torso effects: shoulder reflections (a) and shadowing (b).

Spectral cue: low-frequencies

It is generally considered that a sound source has to costdistantial energy in the high-
frequency range for accurate judgment of elevation, becaaselengths longer than the size of
the pinna are not affected: one could roughly state that i@ have a relatively little effect
below3 kHz.

However, in absence of mid-high frequencies, subjects t@teakle to estimate elevation
with good accuracy (Algazi et al., 2001b). These findingggssgthat head diffraction together
with torso and shoulders shadow and reflections provide toesextent a contribution to ele-
vation cues, although remaining relatively weak effectsiinpared to those due to the pinnae.
Experiments to establish the perceptual importance of eaelhave in general produced mixed
results (Brown and Duda, 1998; Asano etial., 1990; Algazile2801Db).

Torso introduces a shadowing effect for sound waves conmiog fbelow. Complemen-
tarily at low frequencies, shoulders disturb incident sbwaves coming from all directions
other than below the listener. In particular, when the sosmarce is directly above the lis-
tener, shoulders provide a major reflection whose delayapational to the ear-shoulder dis-
tance (Huttunen et al., 2007). Fig. 1.11 sketches these dauastic effect§.

Torso and shoulders are also commonly seen to perturb leguéncy ITD, even if it is
guestionable whether they may help in resolving localmaambiguities on a cone of confu-
sion (Huttunen et al., 2007). However, as Algarzal. remarked in/(Algazi et al., 2001b), when
a signal is low-passed beloswkHz elevation judgment is very poor in the sagittal planeoiine
pared to a broadband source, but proportionally improvelesource is progressively moves
away from the median plane, where performance is more aecurghe back than in the front.
This result suggests the existence of low-frequency cueddgation that, although being overall
weak, are significantly away from the median plane.

®More details about the head and torso model are exposed iB3Jec
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PIVOT TIP ROTATE

@ 6
Figure 1.12: A schematic illustration of head movements in each rotafiamis. (figure repro-
duced from\(Thurlow and Runge, 1967))

Head movements

Perrett and Noble (1997) investigated elevation deteatiotler distorted pinna functions and
employing signals without high-frequency energy. Heaatrohs along the vertical axis lead
to variations of low-frequency interaural time/phaseeatifinces, thus representing an important
dynamic localization cue for elevation especially in thenfrmedian vertical plane.

Further studies (Thurlow and Runge, 1967; Rao, 2005) inwastihbwhich head movements
provide information for localization in the median plan&(E.12 sketches the three-dimensional
head movements): rotation and also rotate-pivot movement.

It is also still true, as in the horizontal localization, tiprovement in performances varies
with respect to time- and spectral- information of the stifMorikawa et al.| 2011).

1.1.3 Distance estimation

Under anechoic conditions, perception of sound sourceamtist is correlated to the signal’s
intensity (thel/r Iaw)@ On the other hand, if the environment is reverberant, a sensaf
distance changing occurs if the overall intensity is camdbat the proportion of theeflected-to-
directenergy, the so-calleR/D ratio, is altered/(Begault, 1994; Bronkhorst and Houtgast, 1999;
Kolarik et al., 2013). Accordingly, a number of other cuestcibute to a correct perception of
distance, such as distance-dependent spectral effetifiaféty of the involved sounds (Coleman,
1962), and dynamic cues (Zahorik et al., 2005).

It is well known from the literature (Mershon and Bowers, 181Z8omis et al.; 1999) that
humans systematically underestimate the distance forcesun thefar field (i.e. more than
approximatelyl — 1.5 m from the center of the listener’s head) and overestimaelistance in
near field(i.e. when the source is withih— 1.5 m from the center of the hea@.

In the literature, several models have been proposed tagpidigtance estimation by listen-
ers. Bronkhorst and Houtgast (1999) relate the perceiveloaydistance(, (in m), to the R/D

’Sound pressure level decreases by 6 dB for each doublingeotiigtance,r , between source and lis-
tener/receiver

8From a physical standpoint, the near field os the region wime@ming wavefront cannot be assumed to be
planar anymore. This definition is strongly related to thacapt of peripersonal space defined as region where
the subject is able to grasp objects with hand reaching mew&sn This further definition is useful for spatial
exploration purposes in Chl 7.
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ratio:

» J
dg = Arh( E”) , (1.4)
Eq

where A and j are constantsf, and £, are the energies of the direct and reverberant sound
respectively and, is the reverberation radius or critical distanBeThe calculation off; and

E, is performed within the following integration window coitting two parameters, i.e. time
duration,t,,, and slopes:

1 forO<t<t, -5
W =10.5-0.5sin[s(t —t,)] fort, -3 <t<ty,+3, (1.5)
0 fort>t, + 3

Afterward, Zahorik ((2002) suggested a power function fithgsia based upon a variety of pre-
vious studies (84 data sets), in order to map the physictdrie,r, to the perceived auditory
distancey’, in reverberant environments:

r’=kr?, (1.6)

where the average value of constams$ 1.32 and the power-law exponent, exhibits an average
value of0.4 being influenced by experimental conditions and subjectiseity/expertise.

When the source is in the far field, directional cues are rogudtgtance-independent. By
gradually approaching the near field, it is known that wheld@® remains almost independent
from distance, ILD is boosted across the whole spectrum armmiticular at low frequencies.
Since distance dependence must then be taken into accatetmear field, a prompt character-
ization of the head’s response in such region has to be st(idie and Xie|2013). For the sake
of simplicity, the head of the listener can be treated asid sghere/(Duda and Martens, 1998).

Switching from a static to a dynamic environment where thes®moves with respect to the
listener and/ovice versaslight translations of the listeners head on the horidqtéme can help
discriminating near source distance thanks to the motigallpa effect (Speigle and Loomis,
1993; Brungart et al., 1999).

1.1.4 Externalization using headphones

Throughout this thesis, the majority of examples and appbos are related to headphones
delivery of spatial audio contents, thus the referenceateemploysichoticstimuli, i.e. con-
ditions in which different signals are presented to thedeft right channels of the earpho@s.

9Reverberation radius defines the distance between thadistend a sound source at which the energy of the
direct sound becomes equal to the reflected sound energgd$adformation deteriorate as the listener moves away
from this critical distance. Reverberation radius has nfanyal descriptions depending on the properties of room
and sound source, for more detail see (Kuttruff, 2000).

OConstant parameter$ and;j, and slope parametey, were estimated with an iterative least-squares fit on the
corresponding room impulse response.

11signal presented at one single headphone is caitmubtic while identical signals presented at both headphones
are callediotic
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Producing realistic virtual acoustic scenarios over hbadps with particular attention to
space properties and externalization issues remains ojoe challenge due to the interconnec-
tions of all the above mentioned localization cues. Forrason, this section well summarizes
all the perceptual requirements for a virtual auditory ligp

The term externalization is usually used to indicate whestienuli are heard inside (be-
ing lateralized subjected to the so called-head localization(IHD)) or outside the head (be-
ing localized. The contributing factors to such phenomenon can be gbupdour cate-
gories (Hafter and Trahiotis, 1997; Loomis et al., 1999):

* spectral cuesavailability of binaural signals appropriate to head anthp spectral fil-
tering; and in particular, appropriate compensation fadpdones acoustic distortion on
delivered signals (Wightman and Kistler, 1989a,b) andemdion of the acoustic coupling
between headphones and ear canal (Hiipekka, 2008);

* room acoustics availability of virtual room acoustics resembling reabid reverbera-
tion (Plenge, 1974), therefore containing early reflectiatich are related to spatial im-
pression and perception of the acoustic space (Barron, B2ikamoto et al., 1976); more-
over, realistic spatial impression must be provided canfog to ambience, source width
and listener envelopment (Bradley and Soulodre, 1995; Mutor2002).

* head movementshe presence of head movements, as in the real acoustid,yoolduces
dynamic changes in interaural cues, but their role in thereslization of signals is not
unanimously recognized due to the lacking of quantitataa {Brimijoin et al., 2013);

» ergonomic delivery systenif the listener is not aware of the actual of sound emitting
source, i.e. the headphones transducer, he/she is moke tikexternalize stimuli, es-
pecially with low invasiveness of headphones strap or ctys;example otransparent
devices are the tube-phone apparatus by Kulkarni and Co(@®00) and the bone con-
ducted headphones by Walker and Lindsay (2005), illustriasiéig.[1.13.

The following sections mainly deal with the first group oftlars with particular attention
to how binaural signals are measured, modeled and reprdditdeas to be mentioned that the
modular approach described in Chapidrs 2[dnd 5 permits fédureal investigation on which
factors dominate the perception of out-of-the-head stitoaélization.

1.2 Spatial audio over headphones

In order to enable authentic auditory experiences, theecbsound pressure level (SPL) due to
one or more acoustic sources positioned in a virtual spaaélshreproduced at the eardrums of
a listener by a sound delivery system, be it a pair of headghmiereo loudspeakers or multiple
loudspeaker arrays.

In the literature, sound transmission from the headphoniee@ardrum is often represented
through an analogue circuit model (Mgller, 1992), repoiteBlig.[1.14. With reference to such
model, the goal of the research reported in this thesis isfhrduction of the sound pressutg
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(b)

Figure 1.13: Etymotic ER? insert headphones (http://www.etymotic.com/pro/erl. asmd
Teac Filltune HP-R00 bone-conduction transducers (http://teac-ipd.com/)vides used by
Stanley|(2009) in his studies).

that would be guaranteed at the entrance of the blocked eratatthe listener by a sound source
placed around him/her, even though nothing prevents tndxtieese studies to circuit points
closer to the eardrum impedance as soon as proper toolsal@xde (e.g., HRTF measurements
at the eardrum, ear canal models, etc.). The analysis arlkdesys of P requires the collection
of HRIR data ancheadphone impulse respongeplRs). The former are usually recorded onto
a dummy head and/or a significative number of human subjgctatying the position of the
sound source with respect to the head, while the latter leacd¢ualization process of several
types and models of headphones.

By convolving a desired monophonic and anechoic sound sigttak set of personal HRIRS
adequately compensated for headphone-induced spedwehiton or for loudspeaker dynamic
crosstalk cancellation (Gardner, 1999; Song et al., [20dr9,can reach almost the same local-
ization accuracy as in free-field listening conditions (Bdoorst, 1995), especially when head
motion, artificial reverberation (Valimaki etlal., 2012)daRIR prediction programs are consid-
ered (Wightman and Kistler, 1999; Begault etal., 2001).

1.2.1 Head-related impulse response data

Auditory cues discussed in Séc. 1.1 are summarized intodteakedHead Related Transfer
Functionsi.e. the frequency- and space-dependent acoustic trdnsfgions between the sound
source and the eardrum. More formally, the HRTF at one edreigrequency-dependent ratio
between the sound pressure level (SPL) 0, ¢,r,w) and Pr(0, ¢,r,w) at the left and right
eardrum respectively, and the free-field SPL at the centdreoheadP;(r,w) as if the listener
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Figure 1.14: Sound transmission from the circumaural headphone to theresn; (a) circuit
model (b) listener's anatomy (after (Mgller, 1992)).

were absent:

_ PL(97¢a ’I",CL))
HL(97¢>T7W) - Pf(r,w) ) 17
Pr(6,6,7,w) (L.7)

HR(0,¢,T,W) = W

wheref and ¢ indicate the angular position of the source relative to theher,” expresses
the listener-to-source distance, ands the angular frequency. Binaural anechoic spatial sound
can be synthesized by convolving an anechoic sound sigtfatke corresponding left and right
HRTFs. Moreover, the minimum-phase characteristic of HRAdth in the far and near field)
allows its decomposition in a pure delaye), followed by a minimum-phase syste, ,;,(e):

H(0,6,7,w) = Hpin(0,0,r,w) exp[-j27 f7(0, 0, r,w)]. (1.8)

Several studies (see Kulkarni ef al. (1995, 1999), Nam/¢2@08b), and Yu et al. (2012)) con-
firmed high degree of similarity between a measured HRTF snmdinimum-phase counterpart,
though pairwise analysis of the cross-coherence over dhiamd elevation. HRTFs and their
minimum-phase sequences among all spatial locationsieghilss-coherence values of approx-
imately 0.9 (the maximum cross-coherence would be 1.0), thus sygnoakssing procedures
largely benefit from this HRTF decomposition. As a matterauftf the extracted pure delay or
time-shift is related to the monaural TOA; therefore, asspnted in Sed. 1.1.1, ITDs can be
estimated as the difference between the left and right e&. TO

Obtaining personal measured HRTF data for a vast numberess us currently unprac-
ticable because specific hardware, anechoic spaces, agdcddection times are strictly re-
quired (Brown and Duda, 1998). This is the main reason whyindividual HRTFs, usually
measured on anthropomorphic mannequins (Burkhard and SEERS), are often preferred in
practice. The drawback with non-individual HRTFs is thaytharely match with the listener’s
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(a) (b)

Figure 1.15: Coordinate systems: vertical polar (a) and interaural po(@). The inner grey
sphere represents the human head, with the interaural axieeged by a thin grey line. Points
along a red curve on the outer sphere have constant azimule apoints along a black curve
have constant elevation angle.

unique anthropometry, and especially his/her outer eaafAlet al., 2QiO), resulting in frequent

localization errors such as front/back reverSJaLs_(MLenzmI] £1993), elevation angle mispercep-
tion (Mgller et al.| 1996), and inside-the-head |oca|aiBLendeth;ﬁmnng§tEoz). Since

recording individual HRTFs is both time- and resource-e&gbee, obtaining reliable HRTFs for
a particular subject in different and more convenient waydeisirable.

Measurements

HRIRs are usually measured in anechoic environment for aedes@pherical spatial grid of
sound source locations around a listener, while BRIRs are mexhau an echoic environment
for a discrete number of head orientations of a dummy heathéi and Brinkmann, 2010) or

a human listener or a spherical microphone array (Algazilg2804; O’Donovan et al., 2008;
Zotkin et al.} 2010).

Several research groups provided public-domain HRIR dathaAmong these, the CIPIC
HRTF databasé_(Algazj_eﬂaJL,_Zng%)and the LISTEN HRIR databdSeare today the most
known and exploited. The intrinsic differences among HRIRabases can be mainly summa-
rized referring to the recording process and their storagadit, some aspects of which are now
discussed.

First of all, the discrete spatial grid where the responsesaken has to be interpreted rela-

http:/linterface.cipic.ucdavis.edu/
Bhttp://recherche.ircam.fr/equipes/salles/listen/
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Database CIPIC? LISTEN FIUP MITS AALTOY ARI PKU&IOA®
Sampling frequency|| 44100 Hz | 44100 Hz | 96000 Hz | 44100 Hz 48000 Hz 48000 Hz 65536 Hz
HRIR length 200pts 512pts 256pts 512pts 8192pts 256pts 1024pts
Coordinate system P VP VP VP VP VP VP
Spatial grid 25A,50E 24A,10E 12A,6E 72A,14E 72A,19E 90A,22E T2A,14E
No. of directions 1250 187 72 710 240 1550 793
No. of distances 1 1 1 1 2 1 8
Distance 1m 1.95m - 1.4m 0.68,1.35m 1m 0.2-1.6m
Stimulus type GC LS GC ML LS LS SG
Mic position BEC BEC BEC BEC BEC BEC,BTE BEC
Data format .mat .wav,.mat txt .wav .mat .mat .dat
No. of subjects 45 51 15 2 21 92 1
Raw data no yes no yes no yes no
Onset/ITD data yes no yes no no no no
Anthropometric data| yes yes yes no no yes no

3Algazi et al. (2001a)

8Gupta et al. (2010)

SGardner and Martin (1995)
9Gomez Boldios and Pulkkil (2012)
fQu et al. [(2009)

Table 1.1: Specifications of seven public HRIR databases. Legend:itieraural polar; VP=
vertical polar, GC= Golay codes, LS logarithmic sweep, M= maximum length sequence, SG
= spark gap impulse, BEE blocked ear canal, BTE behind the ear. The HRIR length specifi-
cation refers to the final, post-processed HRIRs. The twcegdluthe spatial grid specification
refer to the number of azimuth angles in the horizontal plané the number of elevations in the
median plane respectively; the uneven angular spacing ig@arfor brevity.

tively to the assumed coordinate systamteraural polar or vertical polar. In the former case
(e.g. CIPIC database), typically a loudspeaker (or mullplelspeakers) sequentially plays the
sound stimulus moving (or switching to the next one when iplelfoudspeakers are used) along
a semi-circle with the subject’s head in its center untitladl sampled positions are stored; then
the stimuli are again played after having changed the et@vangle of the semi-circle and thus
moved in a sheaf of planes with the interaural line as ratatios. In the latter case (e.g. LISTEN
database), the rotation axis of the semi-circle spannedélptidspeaker(s) is the mid-dorsal line
passing through the center of the head, and the azimuth sngdeied first. As a result, the spa-
tial grids spanned by the two coordinate systems are diffésee Figl_1.2]1) and can be defined
as follow:

* inthe interaural polar system, elevatiotis the angle between the horizontal plane and the
plane containing both the interaural axis and the soundcedre [-180, +180)); on this
plane, azimutl¥ is the angle between the line of intersection with the megiane and
the line passing from the origin of the axes and the soundcsgfie [-90, +90]);

* in the vertical polar system, azimuths the angle between the median plane and the plane
containing both the vertical axis and the sound soufice [(-180, +180)); on this plane,
elevatione is the angle between the line of intersection with the hariabplane and the
line passing from the origin of the axes and the sound sodreg {90, +90]).
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open ear canal eardrum recordings blocked ear canal

Figure 1.16: Three HRTF measurement techniques used by Hiipakka etHl2)2 The upper
sequence depicts the top view and the lower sequence thelfom& Variables” andU repre-
sent pressure and velocity, respectively.

At the transmitter side (the loudspeaker), the audio chamtb be calibrated with respect
to the stimulus that maximizes the signal-to-noise ratiohef recordings. Some examples of
stimuli used in the aforementioned databases are Golaysattklogarithmic sine sweeps. At
the receiver side, the position of the microphone plays dg@renant role in signal acquisition:
distinction can be made between blocked-ear-canal, openamal and eardrum recordings, each
of which corresponds to different acoustical informati@ptured by the measurement setup
(Fig.[1.16 and 119 sketch microphone positions). Furthegmafter recording all the collected
raw data are processed and compensated in different waystiieough inverse filtering of the
stimulus plus free-field compensation) in order to extraf@the impulse response. These and
other differences among a number of public HRIR databasebeappreciated in Table 1.1.

Modeling

Computational models generate synthetic HRTFs from a palyfiopez-Poveda and Meddis,
1996) or structural interpretation of the acoustic counttidn of head, pinna, shoulders and
torso. These models have different degrees of simplifinatgning from basic geometries
(Teranishi and Shaw, 1968; Algazi et al., 2002a; Takemo#d/ £2010) to more accurate descrip-
tions capable to reproduce the peaks and notches of the HEAF, 20010; Fels and Vorlander,
2009). HRTF spectral details also emerge exploiting ppalcicomponent analysis (PCA)
(Kistler and Wightman, 1992) allowing to further tune the HRo a specific listener.

Several techniques for synthetic HRTF design have beeropeapduring the last two decades.
According ta Brown and Duda (1998), computational modelsRTHs can be classified in three
groups:

1. pole/zero modeisfilter design, system identification, and neural netwohteques are
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Figure 1.17: A generic structural HRTF model.

applied in order to fit multiparameter models to experimiastaita (e.g./(Durant and Wakefield,
2002)) leading to synthetic HRTFs approximated with lowlesrrational filters;

2. series expansionsnodeled HRTF is represented as a weighted sum of simples fog-
tions applied to collections of HRIRs or HRTFs, e.g. on priatipomponent analysis
(PCA) (Kistler and Wightman, 1992) or surface spherical rarits (SSH)|(Evans et al.,
1998);

3. structural modelsthe contributions of the listener’s head, pinnae, shasldad torso to
the HRTF are isolated and arranged in different filter street each accounting for some
well-defined physical phenomenon, as [ig. 1.17 roughlycsiest. The linearity of these
contributions allows reconstruction of the global HRTFnfra proper combination of all
the considered effects (Algazi et al., 2001c).

Although recent trends in HRTF customization mainly haveuked on series expansions
with self-tuning of weights (Hwang et al., 2008; Shin andk?2008) or simply non-individualized
HRTF selection|(Seeber and Fastl, 2003; So et al., |2010; éatlz,| 2012), structural HRTF
modeling remains the most attractive alternative from lbéviewpoints of computational ef-
ficiency and physical meaning: parameters of the rendetimakb sketched in Fig. 1.17 can be
estimated from real data, fitted to low-order filter struegjrand finally related to meaningful
anthropometric measurements.

The mixed structural modelingroposed in this thesis and formalized in Ch. 2, follows the
structural modeling approach, generalizing it so as tonaflar the inclusion of acoustic mea-
surements, numerical simulations, extrapolated data @iobthe aforementioned modeling ap-
proaches in one or more of its components. For instance, on&lwlesire to combine a numer-
ically simulated model of the pinna ( Takemoto et al. (20110he external ear model described
in Sec[3.8) with the measured HRTF of a generic pinnalessewrin, or to feed a filter snow-
man model|(Algazi et all, 2002b) with an individualized wegd combination of PCA basis
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functions extracted in the median HRTEs (Shin and Rark, Pa0@ving vertical control of the
virtual sound source.

1.2.2 Headphone impulse response data

Theheadphone impulse respon$€pIR) describes both the headphone’s transducing pregserti
and the headphone to eardrum transfer function (Pralon@ande, 1996). In order to provide
proper binaural signals and thus to reach high localizemuracy in VADs, headphones have
to be carefully equalized.

In the typical sound transmission model, Mgller (1992) asssias prerequisite for 3D audio
rendering

Zheadphone@ Zradiation (1-9)

whereZ, .giationdenotes the equivalent impedance outside the ear canakitiéld listening con-
ditions andZnheadphonethe equivalent impedance outside the ear canal with headshoThis
equality holds for wavelengths greater than the ear canadith, thus approximately under 10
kHz, and gives rise to the so-call@dessure Division RatiPDR):

Hp
Popen _ Popen

=
Potocked  Pyyeq

: (1.10)

where Popen and Fyocked denote the free field sound pressure at the entrance of the ape
blocked-ear canal respectively, whidyz,and P12, denote the same sound pressure observa-
tion points when the sound source is a headphone. Headpiithd23DR ~ 1 satisfy thefree-air
equivalent couplindFEC) characteristic (Mgller, 1992). In order to verify thigsic behavior,
several measurements with different subjects and reapatinditions should be conducted and
properly stored. However, headphones with no FEC, e.g.tiheadphones or in-ear monitors,
could be employed in spatial audio reproduction as wellyigied that the HpIRs are measured
with an unblocked ear canal (Hiipakka et al., 2012).

For low frequencies, inter-subject variability is limitagd to~ 4 kHz because headphones act
as an acoustic cavity only introducing a constant levelatemn. On the contrary, in the higher
spectrum, headphone position and listener’'s anthropgnggte rise to several peaks and this
acoustic effect is mainly due to two reasons:

 standing waves start to grow inside headphone cups;
* outer ear’s resonances yield to an individual charac&adn also for the HpIRs.

The availability of a large amount of individual measuretsanakes it possible to develop head-
phones correction procedures that are listener-specifatl@et al., 1995; Pralong and Catrlile,
1996) and robust to headphone placements (Kulkarni and @pIB000). All these elements
contribute to authentic and high-fidelity virtual audit@yaces. Furthermore, analysis of head-
phone to external ear transfer functions, ear canal ergremeardrum transfer functions and
impedance mismatch are crucial issues towards underataiagid controlling sound artifacts
introduced by headphones.
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Measurements

No public HpIR databases nor standard HpIR repositorieg lhaen proposed to date. Typi-
cally, small sets of headphones are tested limited to thegserof reproducingartual auditory
scenefor a specific experiment and subject (Pralong and Carlil®619 Recent auralization
softwares, e.g. AM3, cluster typical headphones by type (e.g. earphonesrihesaphones,
closed-back or open-back circumaural), each capturingr@m@mbehaviours for a generic lis-
tener. However, giverl{ headphone models and listeners it is possible to measufé x L
individual HpIRs.

The HpIR measuring setup is a special case of the HRIR's, disdus Sed. 1.211. The pe-
culiar difference lies in the focus on either the emitterha teceiver: emitter, i.e. headphones,
inevitably perturbs acoustic waves before reaching theiveg i.e. microphones, being phys-
ically connected to resonating body parts (external earemmccanal) and thus shaping a new
geometry. Generally speaking, the emitter encloses thesicaneatus and becomes itself part
of a unique resonating object which shares some acoustpepgres of the listener and other
from how and where the headphones is positioned. Furthesrearitter's placement and mea-
suring conditions (e.g. open vs. blocked-entrance ear ca@asurements) depend strongly on
headphone type, e.g. circumaural or supraaural headphesgthones, insert earphones, bone
conducted headset and assistive hearing devices (see RBd2@@1) for an exhaustive review
on headphone design.).

The most common methods employed in the acquisition of HpiiRslve the use of an
artificial ear, such as B&K 4153, or a head and torso simuldtd&TS), such as a KEMAR
mannequin, or human listeners. By using an artificial ear,woorld exclude potential acous-
tic effects by the pinna, otherwise typical behaviors of hieadphones coupled with a pinna
mold are captured with HAT simulator. Finally, individuaaordings measure listener specific
characteristics of headphone coupling.

Obtaining in-situ robust and individual HpTFs with strdiginward procedures in order to al-
ways apply listener specific corrections to headphones ishallenging research issue.
Horiuchi et al. [(2001) proposed a stereo earphone-plusepione to enhance externalization
by calculating theear canal transfer functiodECTF) in real-time and controlling an adaptive
inverse filtering method. More recently, Kim and Choi (200Bankowsky-Rothe et al. (2011),
Hiipakka (2013) and Kohler et al. (2013) are investigatimgavative approaches to estimate the
sound pressure in occluded ear canal, e.g. a listener weaering aid or widespread inserted
headphones.

It is worthwhile to notice that emitter characteristics aeduired signals need to be methodi-
cally stored in specific data structures sharing commomfeatwith individual HRIR databases,
otherwise no systematic analysis can be shared within teen@tional research community. In
light of such observation, Chl 5 suggests practical guidsliowards an organized collection of
HpIR data.

Yhttp://www.am3d.com/
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Equalization

Headphones, when used for the binaural reproduction, tabe tarefully equalized because
high localization accuracy is needed. Unfortunately, thadfer function between headphone
and eardrum heavily varies from person to person and witH| slisplacements of the head-
phone itself. Such variation is particularly marked in thghhfrequency range where important
elevation cues generally lie. Thus, an inaccurate compiendikely leads to spectral colorations
that affect both source elevation perception and soundrexdieation (Masiero and Fels, 2011).
Although various techniques have been proposed in ordectde such a delicate issue, model-
ing the correct equalization filter is still a hot open resbaheme.

It is worthwhile to notice that the fidelity of spatial audieproduction increases with the
amount of individualization in the headphone correctiom¢@au and Brinkmanmn, 2012). In light
of this, both measurement techniques (e.g. general anddodi HpIRs) and equalization meth-
ods play a determinant role in the individualization praces

A intensity example in trying to capture the mean headph@tawior on any listener is de-
scribed by Martens (2003) and Nishimura et al. (2010), whegdphone response is estimated
as the average oN measurements, i.e. available measurements for the sardphueree model
(the left, [, and right,r, channels are treated separately and they are omitted ifoltbeing
notation):

6#2(w)] = 10770

1 X . (1.12)
|H™ (w)] = v > logyo [H;?(w)|, with N = L x R,
i=1

whereL is the number of listeners; is the number of headphone repositionements. Despite of
the non satisfactory and solid results due to an efficierluati@n method, it takes advantage of
all acquired information by the measurement phase whiclhibg seen, to some extent, as a
first step towards a deeper and comprehensive data analysis.

After having determined headphone response, severalkissust be taken into account in
considering the acoustic inversion problem of a HpIR, amohigin

* acoustic perception might be affected by unstable inviéltee and phase distortion;

« any filter has 1-to-1 correspondence with its inverse filtleus the inversion process is
restricted to one HplIR, i.e. one listener (or dummy head) amel mosition; especially
in the high frequency range, narrow notches might be overpemsated by strong peaks
causing ringing artifacts after any device repositionings

Regardless of what headphone contribution is considerdgeneral/individual, measured or
statistically computed, Séer’s taxonomyl (Scirer and Lindau, 2009) (Fip._1J18) collects most
of the inverse filter design techniques for headphone ezataiin/correction.

Recent trends in headphone design involve the use of frométez (supra-aural) head-
phones|(Sunder et al., 2013; Farkas and Hajnal,|2013). Tdesees, and those which will be
invented in the future, still require novel headphone egatbn techniques, that would preserve
embedded personal anthropometric cues, and possiblyiakigi of the equalization methods
(like the one outlined in_Hammershgi and Hoffmann (2011)).
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Figure 1.18: Seven inverse filter design techniques examined irarSchnd Lindau|(2009).

1.3 Virtual and mixed reality

Mixed reality (MR) applications anchor rendering procestseshe world’s reference frame,
rather than to the listener’s reference frame, as is the foageure virtual reality (VR). The
degree of immersion and the definition of the spatial franeegaalities connected to the concept
of virtuality continuumintroduced in the literature by Milgram et/al. (1994) forwad displays.
These notions can be adapted to virtual auditory displapdj\and augmented audio reality
(AAR), including sonic effects and overlaying computer-gexted sounds on top of real-time
acquired audio signals (Cohen et al., 1993). This sectioneadds the problem of characteriz-
ing immersive sound systems and applications over therdiftelegrees of virtuality. This thesis
focuses on headphone-based systems for binaural audiernegdaking into account that pos-
sible disadvantages (e.g. invasiveness, non-flat frequesponses) are counterbalanced by a
number of desirable features. Indeed, these systems noghtot and/or eliminate reverbera-
tion and other acoustic effects of the real listening speamijce background noise, and provide
adaptable audio displays, which are all relevant aspepecesdly in augmented contexts.

Nowadays most of MR systems are commonly able to control imedsions of an auditory
space, i.e. far field sound sources positioned in the haiat@tane referring to a head-centric
coordinate system. Head-tracking technologies in conjonaevith non-individualized HRTFs,
customizable ITD models and virtual reverberation (Begdi994) allow for accurate discrim-
ination between sound sources placed around the user anthentlefined subspace. The third
dimension, elevation or vertical control, requires a upecsic characterization in order to sim-
ulate effectively position in the vertical plane mainly doghe shape of the external ear, and few
spatial audio engines try to address this challenging probl
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1.3.1 Taxonomy of applications

A virtual 3D audio scene, synthesized by a binaural sounjetion system, can be described
in terms of each individual sound source signal and its asm:[tmeta-daﬁ, and then summing
the left and the right signals to produce the final sterecadigent to the earphones.

This architecture can allow for effective scalability degag on the available computational
resources or bandwidth. Psychoacoustic criteria can dafaneendering priority and attributes
in scenario with multiple sources, such as audibility anabging due to thggrecedence effect
Specifically, in relation to the amount of bandwidth avdgatine least perceivable sources can
be removed from the scene and this graceful degradatioreaktidering scene would result in
a satisfactory experience even in cases of limited qualiseovice.

In typical virtual audio applications the user’s head is¢batral reference for audio objects
rendering. Specifically, the location of the user’s headldisthes a virtual coordinate system
and builds a map of the virtual auditory scene. In the casexakad environment, sound objects
are placed in the physical world around the user and henoegptually, positioned consistently
with a physical coordinate system. Thus, locating virtwalia objects into a mixed environment
requires the superimposition of one coordinate system ambther.

Depending on the nature of the specific application, sesttings can be used to charac-
terize the coordinate system for virtual audio objects dmir tocations in the environment. A
simple distinction is the choice between a global positigrsystem, or a local one. An ideal
classification can help the definition of the possible appions that use spatial audio technolo-
gies. In some cases it is necessary to make the two coordigatems match in a way that
virtual sound sources appear in specific locations into thesigal environment, while in other
applications virtual sources are floating somewhere artmdiser because in accordance with
the conceptual level of user interaction.

This section proposes a characterization that uses a §mdplivo-dimensional parameter
space defined in terms diegree of immersio\D/) andcoordinate system deviatidiC'S D)
from the real world. This point of view is a simplification dfd three-dimensional parameter
space proposed by Milgram et al. (1994) consisting of

» Extent of World KnowledgeEW K): knowledge held by system about virtual and real
object shapes and locations;

» Reproduction Fidelitf RF") - virtual object rendering: quality of the stimuli presemtzy
the system, in terms of multimodal congruency with theit ceainterpart;

 Extent of Presence Metaphdr PM) - subject sensations: this dimension takes into ac-
count observer’s sense of presence;

Links between the aforementioned dimensions originate fitee interaction of the three main
entities involved: the real world, the MR engine and theshetr.

The MR engine is an intermediate layer between reality amcepresentation perceived by
the listener; in that sensgS D matches withEW K. A low C'SD means a higiEW K the

BInformation regarding sound source dynamic position atef@ction with the environment.
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Figure 1.19: (a) Coordinates distinction in two mixed reality scenarios) Four applications
placed into the taxonomy’s parameter space.

MR engine knows everything about the objects’ position alitg and can render the synthetic
acoustic scene in such a way that the listener perceivesaemtworld.

On the other hand the issue of realism concerns the techiesloyolved in the MR engine,
and the complexity of the taxonomy for such system increesasiderably/PM and RF are
not entirely orthogonal and a choice is to defié according to the following idea: when a
listener is surrounded by a real sound, all his/her bodyaets with the acoustic waves propa-
gating in the environment, i.e. a technology with high ralirate is able to monitor the whole
listener's body position and orientation (high).

In order to clarify such distinction, a visual scheme of tvibedlent applications is shown in
Fig.[1.19. The subject on the left provides an example of lidhcorresponding to a high per-
centage of the body being tracked into the virtual coordirsgistem (an almost fully gray-filled
body), and it exhibits a low virtual coordinate deviationrfr the physical coordinate system,
due to a simple translation. On the contrary the subject emigjint exhibits a lowD 7 and a high
CSD, represented by a gray head and a listener-centered 2[2h\sgace.

Concrete examples of the two cases are the following. The osde is in a dangerous
telepresence operation, and his head and torso are trazkaenerse his body in a distant real
place. The female user is wearing a mobile device and is atm@throughout her many mes-
sages and appointments. The first scenario depicts the xaetposition of the virtual and real
worlds, on the contrary the latter represents a totallyugirtvorld and in many cases not fully
three-dimensional.
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1.3.2 Virtual coordinates: example scenarios

The most common case of a floating virtual coordinate sysseiimei one where the only anchor
point relative to which the event is localized is the useeadh Usually, virtual sound sources
are rendered to different directions and are purely virfoahimum D/ and maximunC'S D).

As an example, information services such as news, e-mallsndar events or other types of
messages can be positioned in the virtual acoustic spauadtbe user’'s head (Brewster et al.,
1993). Calendar events, in the form of speech messages alereel in different directions de-
pending on the timetable of the user's agenda, so that nogeaap in the front
(Kajastila and Lokki, 2013). In the case of a hierarchicahmsetructure presentation, as com-
monly found on mobile devices, spatial user-interface glesisuch as the one presented in
(Lorho et al.| 2002) can be adopted.

Immersive virtual reality applications also use specificual coordinate systems, usually
related to the geometry of a graphical virtual reality sceff@r those computer games that use
spatial audio techniques, the virtual coordinate systedefsied according to the game scene
and sometimes combined with information on the physicaltion of a user (e.g. head tracking
via webcam).

Telepresence is another case of a floating virtual coorelisygttem and is similar to virtual
auditory display systems once focused on the immersiverexpe of the user. An interesting
mixed reality case is the bidirectional augmented telepres application where a binaural telep-
resence signal is combined with a VAD dHra et al.| 2004). The MR engine merges the local
pseudoacoustic environment with a remote pseudoacousti@ament to acoustically produce
the other person’s environment. In this casedheD related to the remote environment is very
low.

In collaborative virtual environments, Benfoetial. (Benford and Fal@én, 1993) have shown
that spatial and visual cues can aid communication in a akay. The well-known “cocktail-
party” effect shows that people can easily monitor sevgpatialised audio streams at once,
selectively focusing on those of interest. In multipartgt®nferencing, the positioning of each
talker can be freely done in a virtual meeting room.

Walker and Brewster have explored the use of spatial audio ailendevices, e.g. for
addressing problems of visual clutter in mobile devicerfaizes (Walker and Brewster, 2000).
Their work could help to disambiguate speakers in multiypaonferences, and affords further
exploration for gesture-based spatial audio augmentatiorobile multi-party calling scenarios.

1.3.3 Physical coordinates: example scenarios

Once given locations have been established for virtualeaniojects in the physical world around
the listener,the virtual coordinate system must match gt of the physical environment. It

would be ideally possible to put a virtual audio object naar jphysical object in the real world.

Audio messages spatially rendered close to an artwork antieeum or used as an introduc-
tion to the exhibition are examples of audio guide systemsléBwn, 1995; Hatala et'al., 2004):
sound designer can stick an acoustic Post-it in the phys@aaidinate system. A pre-recorded
message can be played or read by a synthetic voice to a wdiin he/she is in a specific loca-
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tion of the museum. The user location and orientation aretgadand the acoustic environment
monitored as well, resulting in an very high/, thus an auralized dynamic soundscape and dif-
ferent spoken messages are played through his/her wited@siphones. The above remarks are
particularly relevant for mobile applications and eye=efmobile control.

Systems for aiding the navigation of the visually impairedple represent a socially relevant
application of these technologies and virtual maps of thesiglal space can be global or local,
i.e. the specific room (a more detailed review in Ch. 7), intidg a relative relation between
C'SD and the adopted real coordinate system.

In order to further clarify the concept of local physical cdinate systems, two final examples
are mentioned: virtual auditory displays for flight simolat and collision alarm systems in
the cockpit. In these applications, the associated phlysmardinate system is moving with
the airplane and a low'SD has to be considered, because the matching between virtdal a
physical coordinate systems is locally managed and ef&eatisuch domain. Accordingly, if a
monophonic alarm signal is employed, a lowef as compared to spatialized cues characterizes
the VAD.
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Mixed structural models

Several techniques for synthetic HRTF design have beeropeapduring the last two decades.
According to Sec[[1.211, these can be grouped into two mainliés: pole-zero models
(Durant and Wakefield, 2002), in which the HRTF is approxedatvith low-order rational fil-
ters, andseries expansionistler and Wightman, 1992), in which the HRTF is represeds a
weighted sum of simpler basis functions. On a differentllefeepresentation starstructural
HRTF modelqBrown and Duda, 1998). In this approach, by isolating thea# of different
body components (head, pinnae, ear canals, shouldeo/taral modeling separately each one
of them with a corresponding filtering element, the globalTiHRs approximated through a
proper combination of all the considered effects (Algaalet2001c). Moreover, by relating
the temporal/spectral features (or equivalently, therfpErameters) of each component to cor-
responding anthropometric quantities, one can in prieagtitain a HRTF representation that is
both computationally economical and customizable.

More recent research has focused on the problem of HRTFmoiston for individual sub-
jects. Although most approaches use series expansionselfttuning of weights (Hwang et al.,
2008; Shin and Park, 2008) or simply non-individualized HRElection/(Seeber and Fastl, 2003;
So et al.] 2010; Katz et al., 2012), structural HRTF modet@gains the most attractive alter-
native in terms of both computational efficiency and phylsicrpretation: parameters of the
rendering blocks can be estimated from real data, fittedwedier filter structures, and related
to anthropometric data (Raykar et al., 2005; Satarzadeh, 0417).

A novel approach to the modeling of head-related transfectians (HRTFs) for binaural
audio rendering is formalized and described in this chaptiexed structural modeling (MSM)
can be seen as the generalization and extension of thewstbictodeling approach first defined
by Brown and Duda back in 1998. Possible solutions for bugjqhiartial HRTFs (pHRTFs) of the
head, torso, and pinna of a specific listener are first desttand then used in the construction of
two possible mixed structural models of a KEMAR mannequihaiiks to the flexibility of the
MSM approach, an exponential number of solutions for bngdiustom binaural audio displays
can be considered and evaluated, the final aim of the proe#sg the achievement of a HRTF
model fully customizable by the listener.

This chapter is partially based an (Geronazzo et al., 2013c)

31
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2.1 Mixed structural model formalism

In its commonly accepted meaning, the term “head-relatedisfer function indicates in fact the
full “body-related” transfer function, that also includasoustic effects of body parts different
from the head. Based on this remark, two additional defirstiee introduced.

Def. 1A partial head-related transfer functiofp H RT F') contains acoustic information ei-
ther recorded by isolating specific body parts (e.g. pirelated transfer functions
(Satarzadeh et al., 2007)), or estimated through DSP tgeasifrom the decomposition of recorded
HRTFs. We refer to its inverse Fourier transform @egtial head-related impulse response
(pH RIR).

Def. 2 A synthesized partial head-related transfer functipd RT F, contains modeled
acoustic information related to specific body parts, or cotaonally generated through acous-
tic simulations. We refer to its inverse Fourier transforensginthesized partial head-related
impulse respons@H RIR).

The presented approach aims at building a completely cusade structural model through
subsequent refinements, ranging from a selection of redgrle? T F's to a totally synthetic fil-
ter model. Intermediate steps include mixtures of selegté®7 F's and synthetic components.

Let H RT F;; be the individual HRTF set of a subjectThemixed structural modelingISM)
approach proposed here provides a possible approxim&tRn F;:

HRTE, "2 ARTE, 2.1)

Such an approximation is constructed by connect\gomponents, i.e.N pHRTFs related
to different body parts. Typically in structural mode¥sis equal to3 (head, torso, and pinna
components), but it depends on whether some of these comisaare merged (e.g. ina complete
HRTF, N = 1), further decomposed (e.g. concha and helix are modeledaety) or supported
by additional components (e.g. the ear canal contributioneadphones responses, which are
also strictly related to anthropometry).

Each component can be chosen within three different sets:

1. individual component{ RT F's of subject);
2. selected componentsH RT F's of different subjects);
3. modeled components (synthesized RT F's).

The approximation RT'F; will include S selected components,individual components, and
M model components:

S 1 M
ARTF, = @®pHRTF,: ® ®pHRTF, ® ®pHRTF,,, (2.2)
k=1 k=1 k=1
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where

i,s€8, meM

I+S+M=N
The setsS and M represent the collections of subjects and models of whitdaat onevH RT F’
or onepHRTF is available;s, andi, denote the:t" partial component for a subjegtand for
the target subjeat respectivelym, denotes thé** modeled component. Theoperator relates
to the filter representation, and each of its instances dsrsgtries or parallel filter connections.

Selected components in EQ. (2.2) are in general a subsétaafmponents chosen based on

the following optimization criterion:

{si}={seS-{i},k=1,..,N| s minimizese} }. (2.3)

HereS represents a given selection techniamdef is the associated selection error for #ie
component.
As a particular casey = M =0 and/ = N yields:

o I
HRTF, = HRTF, = ®pHRTF,. (2.4)

k=1

Different combinations of, I, M in the formalism include other relevant cases already pego
in previous literature:

» S=N=1,1=M=0using a generic subjegt common use of non-individualized RT F's
(e.g., only mannequin HRTFs available).

» S=N=1,1=M =0 using one subject* that minimizes a given selection error: HRTF
selection|(Katz et al., 2012).

e M=N=1,1=5=0using a modein* that minimizes a given modeling error: direct HRTF
modeling without structural decomposition (Durant and ¥akd, 2002).

* M=N=3,1=5=0 using customized models, for each component: structural HRTF
modeling (Brown and Duda, 1998).

The goal of the MSM approach is twofold:

1. progressively remove all the individual partial compatsei.e./ =0, S + M = N;

2. provide reliable techniques to pHRTF modeling and pHREIEcion, and to evaluate their
combinations (Geronazzo et al., 2013e) towards a comgietetsral model.

Ultimately, the optimal MSM solution corresponds to theecds= N, 1 =5 =0:

—_— M —
HRTF, = @pHRTF,,. (2.5)
k=1

10ne can also consider techniques based on series expamstorself-tuning of weights and perceptually-
driven HRTF selections as candidate selection technicpves if our focus lies on HRTF selection with respect to
anthropometric features.
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Figure 2.1: Typical research workflow towards a mixed structural model.

2.2 Evaluation

The process towards this case considers a wide group ofdatediiISMs each described by a
set of parameters. Fig. 2.1 depicts the workflow that leatlse@onstruction of a specific MSM
in the space of all possible model instances. Given the cdalles S, M, and given a test set
of subjects with known HRTFs, the evaluation procedure qm[Eil provides the “best MSM”,
i.e. the best combination of modeled and selected compsniiuding the relative balance
betweenS and M.

A two-stage evaluation procedure, composed Bingle-componerdnd afull-modelevalu-
ation, guides the exclusion of certain instances and caatibims of single components. The two
fundamental evaluation parameters considered in the fagesre:

* accuracyoy, € [0,1], defined as the correlation between localization perforearnf the
singlepH RT'F: or pH RT'F;,,, andpH RTF}, ;

» handiness\; ¢ [0, 1], which measures the ease in feeding the single model ortisglec
procedure with individual paramet@s.

For simplicity, accuracy may be measured on a dimensiometlyced localization space (e.g.,
for the pinna the error may be measured only on the mediareplaihese two parameters
ultimately define thefficiencyy, = o\, Of the considered,, that we aim to maximize:

{m;} ={meM,k=1,..,N| my maximizesy}. (2.6)

2For instance, an acoustically measured individual HRTHigsp\;, = 0, while the use of a generic HRTF of a
different subject hag,; = 1 because no individualization is needed. All of the possihistomization techniques
ranging from the use of MRI scanning to the measurement gblsirscalar anthropometric quantities have =
(0,1) in decreasing order of customization burden.
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The candidaten; is then compared to the candidate If s; provides an efficiency greater than
i, for my, it will be chosen as thé™» component, otherwise:; will be chosen.

Subsequently, the full-model evaluation takes the besessmtative solutions of eadt
structural component in order to test the combined effentsthe orthogonality of the models
within full-space 3D virtual scenes. The same two evalumatinteria of the single-component
evaluation procedure are used here, wheye,, is the correlation between global localization
performances of the resulting RT F; and H RT F;, while

N
)\]VISIW = H Ak (2.7)
k=1
The minimization ofy,,.,, = &,,.,, A\, l€2dS the mixing process over subsequent versions of

the MSM.

2.3 Examples

This last section provides two basic examples of the mixedtral modeling approach. In the
first one, frontal horizontal-plane HRTFs of a pinnaless K&ERImannequin are approximated
by the combination of a spherical head model parameterineiti@® mannequin’s head dimen-
sions and the selected torso response from the nearestsubjiee CIPIC HRTF database with
respect to the shoulder width parameter. In the second drarmnpntal median-plane HRTFs
of a full KEMAR mannequin are derived from the applicationaopinna model to the related
recorded pinnaless responses.

2.3.1 Example #1

Right HRTF magnitudes of a pinnaless KEMAR mannequin in thézbatal plane up té kHz
are plotted in Figl_2]2(d) fof = [-80°,80°], wheref > 0 corresponds to the right hemisphere,
hence the ipsilateral side. One can easily detect the diffdsehaviour of the pinnaless man-
nequin in this zone, where shoulder reflections add up to itleetdath of the sound wave, and
in the contralateral side, where shadowing and diffrachgrthe head significantly attenuates
any incoming sound.

In order to approximate such behaviour, the contributionhe head and shoulders to the
pinnaless response are treated separately and then caim@ioecerning the head, the spherical
model with custom radius is the most straightforward choi@¢&e optimal radius:* for the
KEMAR head is calculated as in Eq._(B.5), yielding = 8.86 cm. A set of HRTFs from a
spherical head are then derived from Eg.l(3.1) by sejting m. These responses are reported
in Fig.[2.2(b), where one can detect the substantial dpatt-gain in the ipsilateral side and
the effects of shadowing and diffraction in the contralateide. The latter effect is however
much shallower than in the pinnaless KEMAR responses anld dauattributed to the intrinsic
differences between an ideal sphere and a mannequin headthewugh their gross behaviour is
overall similar.
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Figure 2.2: Horizontal-plane right-ear HRTFs/(= [-80°,80°]). (a) Extrapolated torso of

CIPIC Subjectl56. (b) Rigid spherical head. (c) Combination of (a) and (b). Rijnaless
KEMAR mannequin.

The shoulder’s contribution is instead extrapolated from HRTFs of the CIPIC database
subject (KEMAR excluded) whose shoulder width is the closeshe KEMAR's, i.e. Subject
156. Even though the pinna modifies shoulder reflections, it$rdrtion to the low-frequency
range is negligible. For this reason, the torso responeethie shoulder reflection - is isolated by
simply subtracting a windowed version of the HRIRris Hann window) to the full HRIR. The

magnitude plot in Fig. 2]2(a) shows a main reflection betwieand2 kHz followed by fainter
comb-like harmonics in the contralateral side.
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In this first MSM instanceV = 2, and in particulat// = 1, S = 1, and/ = 0. The two sep-
arate contributions are simply combined by convolving #lated HRIRs. The result, reported
in Fig.[2.2(c), reveals that the head contribution in thetdateral side fails to overshadow
the weak shoulder reflection as it happened in Eig. 2.2(dp tdhso contribution is of course
different; this is the price to pay when a non-individualpesse is used. However, the approxi-
mated response succeeds in replicating the lowest fregurerich and the gross behavior of the
head. Of course, only psychoacoustic tests can evalua&ctheacy of the approximated pin-
naless KEMAR responses, subject, however, to the high haasdiof both contributions (only
anthropometric scalar quantities are needed overall).

2.3.2 Example #2

The pinnaless KEMAR responses used for comparison in thequ&example are now used as
a structural component of a more complete model includiegthna of the subject. In this case,
the main aim is to recreate the full-body HRTFs of a KEMAR magunin with small pinnae (i.e.
Subjectl65 of the CIPIC database) in the frontal side of the median pldrgeregion where the
effect of the pinna and its subject intervariability is mpsatminent/(Spagnol et al., 2011).

Median-plane HRTF magnitudes for= [-45°,45°] of the pinnaless- and full-KEMAR man-
nequin are reported in Fig._2.3(b) and Fig.l2.3(d) respelstiA quick comparison of these two
plots reveals the massive effect of the pinna in the medianeplthat literally overshadows the
contributions of the head and torso with its three main neoidbes (beginning approximately
at6.5, 9, and12.5 kHz) and its resonance patterns, the most prominent of wiait around
4.5 kHz at all elevations. The pinna contribution is providedtby filter model introduced in
Sec[3.3.11, with parameters of the characteristic peak aruth filters derived from an analysis of
Subjectl65’s pinna-related transfer functions (hence not taken fitsramthropometry). Transfer
functions of this model, reported in Fig. 2.3(a), accusateproduce the peak/notch patterns of
the original response.

In this second MSM instancé& = 2, and in particularM = 1, S = 0, andl = 1. The
pinnaless KEMAR HRIRs are fed to the pinna model yielding theraxgimated HRTF plot in
Fig.[2.3(c). Thanks to the use of individual contributionsither in their original or modeled
form - differences between the approximated and original FRare visually forgettable. Of
course, despite the allegedly high, .,,, the use of individual contributions pushgg,,, to 0.
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Figure 2.3: Median-plane right-ear HRTFs)(= [-45°,45°]). (a) Pinna model of CIPIC Subject
165 (KEMAR with small pinna). (b) Pinnaless KEMAR mannequin. (c) kination of (a) and
(b). (d) Subject 65, full response.



Chapter 3

Structural partial modeling

The key factor in the design of Mixed Structural Models carsbexmarized as follows: spa-
tial cues for sound localization characterize each strattomponent according to a required
localization accuracy and parameters’ handiflegss a matter of fact, each polar coordinate
(azimuth#, elevationg, and distance) has one or more dominant cues associated to a specific
body component in a given frequency range depending on ysiqdd dimensions. In particular,

» azimuth and distance cues at all frequencies are asstttatiee head,;
* elevation cues at high frequencies rely on the presencmpoégp;
* elevation cues at low frequencies are associated to tke &rd shoulders.

This chapter will exhaustively describe how those threenntamponents behave in each
modeled pHRTF and how such behavior is approximated botheaniterature and from the
structural models proposed in this thesis.

In particular, an extremely low-order filter model for soeirdistance rendering in binaural
reproduction is proposed. The main purpose of such modeldeeaply simulate the effect that
source-listener distance has on the sound waves arrivititeatars in the near field, a region
where the relation between sound pressure and distancéisighly frequency-dependent and
nonlinear. The reference for the model is based on an acalytescription of a spherical head
response.

The last section proposes a model for real-time pinna pHRAfhssis which allows to
control separately the evolution of two different acougieenomena, i.e. ear resonances and
reflections, through the design of distinct filter blocks.rdPaeters to be fed to the model can
be derived from mean spectral features in a collection ofsmesl HRTFs and anthropometric
features of the specific subject (taken from a photographstiiér outer ear, see the case study
in Ch.[4), hence allowing model customization.

This chapter is partially based on (Geronazzo =t al., 208Pagnol et all, 2012a).
Lvirtual reality applications determine such requiremenhe parameter space of the simplified application

taxonomy in Sed_113, i.e. the pair (degree of immersigrncoordinate system deviatidnom the real world),
defines which constrains delimit design and development afuaio engine.

39
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Both models are objectively evaluated and, despite theplgity, visual analysis of the syn-
thesized HRTFs reveals a convincing correspondence bewvegnal and reconstructed spectral
features in the chosen spatial range.

3.1 Head models

Azimuth cues can be reduced to two basic quar@tihanks to the active role of the head in
the differentiation of incoming sound waves, i.e. ITD an®IUTD is known to be frequency-
independent below00 Hz and abovel kHz, with a theoretical ratio of low-frequency ITD ver-
sus high-frequency ITD af/2, and slightly variable at middle range frequencies. Cormhgrs
frequency-dependent shadowing and diffraction effe¢teduced by the human head cause ILD
to greatly depend on frequency.

Interaural cues are distance-independent when the saicdhie so-calledar field where
sound waves reaching the listener can be assumed to be gfaneuch ranges, distance de-
pendence in an anechoic space can be approximated by a smapise square law for the
sound intensity. On the other hand, when the source is im#ae fieldinteraural cues ex-
hibit a clear dependence on distance. By gradually approgdhie sound source to the lis-
tener's head in the near field, it was observed that low-feqy gain is emphasized; ITD
slightly increases; and ILD dramatically increases actibssvhole spectrum for lateral sources
(Brungart and Rabinowitz, 1999).

3.1.1 The spherical head model

The most recurring head model in the literature is the rigidese; therefore its transfer func-
tion will be referred to aspherical transfer functignor STF. The response related to a fixed
observation point on the sphere’s surface can be descrip@delns of the following transfer
function (Rabinowitz et al., 1993), based on Lord Rayleiglifsattion formula (Struit, 19043:

e h.
Hpy . 0ne) = L 3 (2m + 1) P (c0s ) 2. (3.)
M m=0 hm(:u)

wherea is the sphere radiug, = r/a is normalized distancd,. is the incidence angle (i.e. the
angle between rays connecting the center of the sphere sothiee and the observation point),
andy is normalized frequency, defined as

pe e (32)

wherec is the speed of sound.

2For an extensive review of the main acoustic effects intceduby the physical presence of the head, see
Sec[1.11

3Here P,,, and h,,, represent, respectively, theegendre polynomiabf degreem and themth-orderspherical
Hankel function k!, is the derivative of:,,, with respect to its argument.

m
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Figure 3.1: Near-field and far-field Spherical Transfer Functions:= 1.25 (left panel) and
p = oo (right panel).

The STF can be evaluated by means of Eq.J(3.1) for ach. A description of the evalua-
tion algorithm, based on recursion relations, can be foor{®uda and Martens, 1998). Fig. B.1
shows the magnitude of the so calculated transfer functiohd different values of the incidence
angle and two distances, corresponding to near- and fal-fiel

Previous works (Spagnol and Avanzini, 2009) explored tlesodi®rincipal Component Anal-
ysis (PCA) in order to study common trends and possible syatemwariability in a set of STFs.
The results indicated that angular dependence is much mom@ment than distance dependence
in the transfer function’s frequency behaviour. Isolatitistance information from the spherical
response is thus the first goal towards the design of a chehpfattive model for the STF, as
will be performed in the SeE. 3.1.2.

A first-order approximation of the transfer function prodddy Eq.[(3.1l) forr - oo was
proposed by Brown and Duda (Brown and Duda, 1998) as a mininhasegyanalog filter. In
order to keep the overall structure as computationallyiefiicas possible, we choose to use the
digital counterpart of the single-pole, single-zero minimphase analog filter that approximates
head shadowing described in (Brown and Duda, 1998), obtaéinmedgh the bilinear transform:

Braf | B-afs 1

Hhead 2) = — ﬁfi:fs_l ’ (33)
1+ mz

wheref; is the sampling frequency, depends on the head radius parametas = c/a, anda
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is defined as in (Brown and Duda, 1998),

Oinc is the incidence angle that, assuming the interaural axgsittcide with ther axis for sake
of brevity, relates to azimuth asf,. = 90° - 0 for the right ear andj,. = 90° + 0 for the left
ear. For instance, a reasonably good approximation of ifedation curves for frontal sound
sources is heuristically found for parameterg, = 0.1 andf,i, = 180°.

Typically, in spherical models the two observations po(nts the ear canals) are assumed
to be diametrically opposed. As an alternative model, tiespal-head-with-offset-ears model
described inl(Algazi et al., 2001b) was obtained by dispigt¢he ears backwards and down-
wards by a certain offset, introducing a nonlinear mappiegvieend;,. andé in the horizontal
plane and elevation dependency on a cone of confusion. Sodelnwas found to provide a
good approximation to elevation-dependent patterns bothe frequency and time domains,
particularly replicating a peculiar X-shaped pattern gletevation (due to the superposition of
two different propagation paths around the head) commantgeasured contralateral HRIRS.

Note that Eq.[(3]1) is a function of head radius, This is a critical parameter: as an ex-
ample, a sphere having the same volume of the head appresritatbehaviour much better
than a sphere with diameter equal to the interaural distélkae, 2001b). Hence, in order to
fit the spherical head filter model to a specific listener, pataization ofa on the subject’s
anthropometry shall be performed.

Furthermore, the head radius parametewhose value influences the cutoff frequency for
the head shadowing, is defined by a weighted sum of the sisbfezad dimensions using the
optimal weights obtained in (Algazi etlal., 2001a) througtegression on the CIPIC subjects’
anthropometric data. In_(Algazi et'al., 2001a) the ITD progtliby spheres with different radii is
compared to a number of real ITD measurements for a specbijeciand the best head radius
for that subject is defined as the value that correspondsetaninimum mean least squares
distance between the two estimates for different azimugtezron the horizontal plane. A linear
model for estimating the head radius given the three mosvaet anthropometric parameters
for the head (widtho,, heighth;, and depthi},), is fitted to ITD-optimized radii oft5 different
subjects through linear regression, yielding the optiraitson

(opt = 0.26wy, +0.01hy, +0.09d), +3.2  cm. (3.5)

This result highlights that head height is a relatively wpakameter in ITD definition with re-
spect to head width and depth.

3.1.2 Near-field model

Relatively simple STF-like filter structures for sound s@urendering in the far field have been
proposed to date, e.g. Brown and Duda’s first-order filter (Brawd Duda, 1998). These mod-
els, although replicating with some degree of approxinmtiie mean magnitude characteristics
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of the far-field spherical response, do not simulate thdegbpehaviour occurring for contralat-
eral sources, and, more importantly, have no parametizain source distance. Nowadays, to
the author’'s knowledge, no real-time model including riegld effects is available in the litera-
ture. As a consequence, a proper approximation to distdfemseon the spherical head model
has to be introduced in order to grant an efficient and effecendering.

Near-field distance dependence can be accounted for thibwegfilter structure proposed
in (Spagnol et all, 2012a), where spatial parameteasdd,,,. define all the inputs to its single
components.

The near-field transfer function

In order to study the effect of source distance in the neat,faegiven STF can be normalized to
the corresponding far field spherical response yieldingratrensfer function, which is defined
as Near-Field Transfer Function (NFTF):

H(pv H, einc)
=——" 3.6
H(W,MaeinC) ( )

Contrarily to STFs, NFTFs are almost non-rippled functidret slightly decay with frequency,
in an approximately monotonic fashion. Furthermore, thgmitade boost for small distances is
evident in ipsilateral NFTFs whereas it is less prominemantralateral NFTFs. Such functions
are now analyzed in detail in all of their magnitude featwréh the parallel aim of feeding the
modeling process. In the following, parametés fixed to the commonly cite8.75 cm average
radius for an adult human head (Brown and Duda, 1998). Fisaltsefor a different head radius
will just require a uniform rescaling of the frequency axis.

It could be questioned whether analytical NFTFs objectiveflect distance-dependent pat-
terns in measured HRTFs. Unfortunately, most available HREordings are performed in the
far field or in its vicinity at one single given distance. Fatmore, a proper NFTF will become
more and more sensitive to the geometric features of the leongeatterer (the head) as the
sound source approches and, since the sphere can be cedsides simple scatterer, it could
become an increasingly worse approximation of the real fielareffects. Beside these lawful
observations, various studies have verified the suitglmfithe spherical model for the head in
the near field, at least at low frequencies (Zahorik et aD520

HNF(pa [y einc)

DC gain

As a first step towards NFTF analysis, let us look more cloaglgjow the DC gain varies as
the source moves away along a given angular direction. Fdr eBl9 incidence angledi,. =
[0°,180°] at 10-degree steps, Eq.(3.1) is sampled at 2G-(0) for a great number of different,
exponentially increasing distances, specifically

p=115"%, k=1,...,250, (3.7)

and its absolute value calculated, yielding dB g&@i{finc, p). Fig.[3.2 plots DC gains as func-
tions of distance and incidence angle.
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Figure 3.2: NFTF gain at DC.

In order to model distance dependence of NFTFs at DC, it isceqopated as a second-order
rational function for all the 9 different incidence angles. This function, that has theifor

pll(einc)P + p21(‘9inc)
P+ Q11(9inc),0 + Q21(9inc) ’
where i, = 0°,10°,...,180°, is found with the help of the MatLab Curve Fitting Toolbox
(cftool).

Coefficientspi1 (binc), P21 (finc), ¢11(0inc), @ndge (binc) for each of thel9 incidence angles
are reported in Table 3.1, as well as the RMS (root mean sqeama) measure between real
and approximated DC gains for each incidence angle a@ihevaluated distances. The latter
values confirm the overall excellent approximation of theuténg rational functions: in all
casesRMS(Gy,Gy) < 0.01 dB. In order to model DC gain for intermediate incidence asgle
a simple linear interpolation between adjacent functicars lze used. The accuracy of such an
approximation on a dB scale will be objectively evaluatadran this Section, even for incidence
angles different from those considered up to now.

Go(Binc, p) = (3.8)

Frequency behaviour

The behaviour of NFTFs at DC having been checked, it has tdumkesl how much NFTFs
depend on frequency and how such dependence can be efficierdieled. In order to do this,
the DC gainiG, can be used as a further normalization factor, thus theviotip operation is per-
formed for a set of NFTFs computed at the already consid&i@distances and in the frequency
range up tal5 kHz, sampled at0-Hz steps:

A P
o) = G
[19[03)

(3.9)
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Oinc P11 P21 q11 d21 RMS [dB]
0° 12.97 | -9.691 | -1.136 | 0.219 0.0027
10° 13.19 234.2 18.48 | -8.498 0.0223
20° 12.13 | -11.17 | -1.249 | 0.346 0.0055
30° 11.19 | -9.035 | -1.017 | 0.336 0.0034
40° 9.91 -7.866 | -0.83 | 0.379 0.002
50° 8.328 | -7.416 | -0.666 | 0.421 0.0009
60° 6.493 | -7.312 | -0.503 | 0.423 0.0002
70° 4.455 | =7.278 | -0.321 | 0.382 0.0004
80° 2.274 | -7.291 | -0.11 0.314 0.0005
90° 0.018 | -7.484 | -0.13 0.24 0.0005
100° || =2.242 | -8.04 | 0.395 0.177 0.0004
110° || -4.433 | -9.231 | 0.699 0.132 0.0003
120° || -6.488 | —11.61 | 1.084 0.113 0.0002
130° || =8.342 | -17.38 | 1.757 0.142 0.0002
140° || -9.93 | -48.42 | 4.764 0.462 0.0004
150° || -11.29 | 9.149 | -0.644 | -0.138 0.0006
160° || —=12.22 | 1.905 0.109 | -0.082 0.0003
170° || -12.81 | -0.748 | 0.386 | —0.058 0.0002
180° -13 -1.32 0.45 | -0.055 0.0002

Table 3.1: Coefficients for EqL(318) and approximation fitness.

Fig.[3.3 shows the frequency behaviour of normalized NFoFa fixed small distance,= 1.25,
and the usual9 incidence angles. All normalized NFTFs lie in the negatiespace, tending
to the(0-dB threshold at most. This means that DC is always the fregupoint of the NFTF
where the gain is maximum. However, note the different Hirglqpuency trend for ipsilateral
and contralateral angles: as an examplediat= 0° the magnitude plot looks like that of a
high-frequency shelving filter, whereas . = 180° a lowpass behaviour is observed. For
intermediate incidence angles, the response fot .25 gradually morphs from that of a shelving
filter to that of a lowpass filter as the angle increases. Theedaehaviour is observed for all the
other near-field distances, the faster switch rate beingrabd for small distance values.

In light of such result, one could think of approximating thagnitude response of the nor-
malized NFTF through a shelving or lowpass filter, dependingncidence angle and distance.
Unfortunately, the switch from a shelving to a lowpass fikém given incidence angle needs
to be smooth in order to avoid listening artifacts; furthere) a first-order lowpass filter exces-
sively cuts high frequencies with respect to the maximnaB decay observed in the normal-
ized NFTF plots. These shortcomings can be solved, althatigiie cost of precision loss, by
always approximating a normalized NFTF through a first-otdgh-frequency shelving filter.
The implementation chosen for the filter is the one proposddalzer, 2011):

-1
Hsh(z):1+%(1—z—+ac), (3.10)

1+a.z7t
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Figure 3.3: Frequency trend of normalized NFTFs foE 1.25.

fe
T=)-1
) Vo =105, (3.11)
A
fs

= ) + 1’

wheref, is the sampling frequency.

Now it has to be highlighted how the two key parameters of thesng filter, cutoff fre-
quencyf. and asymptotic high-frequency gaih., can be extracted frof - in order to yield
a satisfactory approximation. First, the high-frequenajngs calculated as the (negative) dB
gain of the NFTF afi5 kHz. The choice of a high frequency point is needed to besteiibe
slope of near contralateral NFTFs in the whole audible rar®gcond, the cutoff frequency is
calculated as the frequency point whéfe » has a negative dB gain which approximates two
thirds of the high-frequency gain. This point is heuridticpreferred to the point where the
gain is%w in order to minimize differences in magnitude between awheffilter and a lowpass
filter for contralateral NFTFs. The quality of the shelvinljeli approximation is well depicted
in Fig.[3.4 for three different distances at all incidencglas.

The variation of parameters,, and f. along distance and incidence angle was also studied.
Similarly to what was done for DC gains, a second-order nafiéfunction was fitted as follows
to the evolution of~., and f, along distance at given incidence angles:

~ P12(0inc) p + P22 (Finc)
oo (B, p) = , 3.12
(e, ) p% + q12(binc) p + q22(binc) ( )

1 p13p* + p23(9inc)p + p33(9inc)
c 6 ) = . 3.13
Je(Bne: ) P? + q13(Oinc) p + q23(Oinc) ( )
Note the choice of a second-order numerator that allowgegréaxibility in the approximation
of the central frequency behaviour, which is more complek wéspect to that of gains. Talple3.2
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Figure 3.4: Normalized NFTFs (left panels) versus shelving-filter appnation (right panels)
for p=1.25, p=4, andp = 16.

and Tablg_3]3 summarize fitness scores and parameter valuesdh of the two functional
approximations.

The approximation of7,, is overall excellent, never exceeding a mean RMS errar.@f
dB in the considered angular directions. Similarly, theragjmation provided byf. yields a
mean RMS error that is below the actual frequency resolutforddHz for almost70% of the
considered incidence angles. Again, an interpolation g#amht polynomials analogous to the
one used for the DC gain is required to model parametersand 7. for intermediate angular
values.

Digital filter structure

The analysis performed in the previous section allows treegittforward construction of a fil-

ter model for distance rendering, that can be easily intedraith an infinite-distance spherical
model of the head following one of the implementations akdé in the Iiteraturé_(an_and_Ddda,
1998). In fact, if the latter is modeled through a filléLs,eethat takes the incidence andig. as
input, the information given by the NFTF can be provided byascade of a multiplicative gain
G, and a shelving filteH .
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Binc P12 D22 q12 q22 RMS [dB]
0° -4.391 2.123 -0.55 | -0.061 0.0007
10° -4.314 | -2.782 0.59 -0.173 0.0016
20° -4.18 4.224 | -1.006 | -0.021 0.0057
30° -4.012 3.039 -0.563 | -0.316 0.0116
40° -3.874 | -0.566 0.665 -1.129 0.0199
50° -4.099 | -34.74 11.39 -8.301 0.039
60° -3.868 3.271 -1.571 0.637 0.0151
70° -5.021 0.023 -0.875 0.325 0.0097
80° -6.724 | -8.965 0.37 -0.083 0.0112
90° -8.693 | —58.38 5.446 —1.188 0.0179
100° -11.17 11.47 | -1.131 0.103 0.0217
110° -12.08 8.716 -0.631 -0.12 0.0069
120° -11.13 21.8 -2.009 0.098 0.0018
130° -11.1 1.91 0.15 -0.401 0.0008
140° -9.719 | -0.043 0.243 -0.411 0.0014
150° -8.417 | -0.659 0.147 | -0.344 0.0012
160° -7.437 | 0.395 -0.178 | -0.184 0.0006
170° -6.783 2.662 -0.671 0.05 0.0006
180° -6.584 | 3.387 | -0.836 0.131 0.0008

Table 3.2: Coefficients for EqL(3.12) and approximation fitness.

Oinc D13 P23 P33 q13 423 RMS [HZ]
0° 0.457 | -0.668 | 0.174 | —-1.746 | 0.699 1.19
10° 0.455 0.142 -0.115 | -0.01 | -0.348 0.92
20° -0.87 3404 -1699 7354 -5350 3.36
30° 0.465 | -0.913 | 0.437 | —-2.181 1.188 7.01
40° 0.494 | -0.669 | 0.658 | —-1.196 | 0.256 19.14

50° 0.549 | -1.208 | 2.02 -1.59 | 0.816 30.67
60° 0.663 | -1.756 | 6.815 | -1.296 | 1.166 21.65
70° 0.691 | 4.655 | 0.614 | -0.889 | 0.76 60.32
80° 3.507 | 55.09 | 589.3 | 29.23 | 59.51 29.59
90° || -27.41 | 10336 | 16818 1945 1707 36.16
100° || 6.371 1.735 | -9.389 | -0.058 | -1.118 4.54
110° || 7.032 | 40.88 | -44.09 | 5.635 | -6.18 2.53
120° || 7.092 | 23.86 | -23.61 | 3.308 | -3.392 2.72
130° || 7.463 | 102.8 | -92.27 | 13.88 | -12.67 2.33
140° || 7.453 | -6.145 | -1.809 | -0.877 | -0.19 2.9

150° || 8.101 | -18.1 | 10.54 | -2.23 | 1.295 5.28
160° || 8.702 | -9.05 | 0.532 | -0.96 | -0.023 2.15
170° || 8.925 | -9.03 | 0.285 | -0.905 | —-0.079 3.71
180° || 9.317 | -6.888 | -2.082 | -0.566 | —0.398 3.87

Table 3.3: Coefficients for Eq[(3.13) and approximation accuracy.

The general filter structure is sketched in KigJ] 3.5. Basedistante and incidence angle
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Figure 3.5: A model for a spherical head including distance dependence.

information, the “Parameter Extraction” computation idinearly interpolates function§,
G+ and f. using Eq. [(3B), Eq[(3.12), and Eq._(3.13) respectivelyerafards,Go(binc, p) is
used as multiplicative factor whereéso(einc, p) and fc(einc, p) are feeded as parameters to the
shelving filter.

A crucial question is the overall goodness of modkl, that is, an objective measure of
how much all the introduced approximations distort the nitagle response of original NFTFs as
computed through Ed.(3.1) and Eg. (3.6). The quality of fhigaximation offered by the model
is assessed through a measure of spectral distortion widely in recent literature (Otani et al.,

2009):
1Y |H<fi>|)2
J NZ( e (314

where H is the original response (heié\g), H is the reconstructed response (héfgy),
andN is the number of available frequencies in the consideregeaathat in this case is limited
betweenl00 Hz and15 kHz. The error measure was calculated either for spatiaitioes that
were considered during the analysis process and new oaegstto the functional representation
and interpolation of the key parameters. Specifically, thgnitude off 4t was computed via the
model for the usu&l50 distances, this time atdegree angular step& = 0°,5°,10°, ..., 180°),
and compared to the magnitude response of the correspoadgigal NFTFs up tol5 kHz.
The distance-dependent spectral distortion plot for3theonsidered incidence angles is shown
in Fig.[3.8.

Notice that the overall fitness of the approximation is eecelin almost the whole near field,
being the SD lower thah dB in all of the considered source locations except for thg mearest
ones around;,. = 90°. This discrepancy is well explained by the frequency behavof the
normalized NFTF at these positions which is halfway betwiah of a shelving filter and of
a lowpass filter. Also note that there is no evident relatiizei&rease between reconstructed
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Figure 3.6: Spectral distortion introduced by mod#&|;;.;.

NFTFs for angles that were considered in the analysis psaas for interpolated angular direc-
tions, except for a small dump &t = 5° andp < 1.5. As a consequence, linear interpolations
of the key coefficients are already effective as they are,neetding to be improved through
higher-order interpolations and/or a denser samplinggatba angular axis during the analysis
process.

Finally, the almost null SD for higlp values indicates that near-field effects gradually dis-
solve with distance just like in the analytical NFTF, i.e.e tbontribution ofHy;,; tends to 1
asp — oo. This result confirms the validity of the above model for thieoke spatial range,
including the far field.

3.1.3 Alternative head models

The spherical model of the head provides an excellent appedion to the magnitude of a
measured HRTH_(Mokhtari etlal., 2009). Still, it is far legz@rate in predicting ITD, being
the latter actually not constant around a cone of confudahyariable by as much as 18% of
the maximum interaural delay (Duda et al., 1999). ITD estiomeaccuracy can be improved by
considering an ellipsoidal head model that can accounthiiTD variation and be adapted to
individual listeners. A drawback of this formulation is thlae analytical solution for the ITD is
complicated, and no explicit model for the ellipsoid-rethtransfer function was proposed.
Conversely, models for the head as a prolate spheroid wetiedtin (Novy,1998; Jo et al.,
2008a) as the sole alternative analytical model to a sph&ltough adding nothing new in
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Figure 3.7: Mean height estimations (a) torso-shadow cone for the KEMARquin (b) zone
for the right-ear response of a snowman model

the ITD’s point of view, comparison of spheroidal HRTFs agaispherical HRTFs revealed
a different behaviour in head-induced low-frequency ®spin the magnitude response at the
contralateral ear, which is closer to responses of a KEMARII{Burkhard and Sachs, 1975) for
the spheroidal case (Jo et al., 2008b). Still, this modebleas very little studied, and consistent
advantages over the spherical model have not been made clear

3.2 Torso models

At wavelengths where ray tracing is valid, torso genergbesuslar reflections for sound sources
above the shadow cone, i.e. the rays starting from the eaaagént to the torso. Sound sources
within this area can be divided into an ipsilateral and a i@ateral zone shadowed by the so
calledtorso bright spot Fig.[3.7 schematically illustrates the aforementionedd@ffects in a
KEMAR mannequin (left panel) and in a spherical head andtapproximation (right panel).
The shoulder reflection translates into a series of comdr-filbtches in the frequency do-
main (Algazi et al., 2002b). Nevertheless, the relativerggth of this reflection with respect to
the direct path of the sound wave seems to depend on both bjecssi clothing (Kuhn, 1977)
and his/her upper torso dimensions. For instance, ad Bgde&nonstrates, lateral HRTFs of
the two CIPIC databa&subjects having the smallest (a) and largest (b) should#thveixhibit

4http://interface.cipic.ucdavis.edu/



52 Mixed Structural Models for 3D Audio in virtual environments

Magnitude [dB]
20

[EEN
o

frequency [kHz]
H
o
frequency [kHz]
[N
o

ol

|
N
o

(63

60
-45 0 45 90 135 180 225 -45 0 45 90 135 180 225
elevation [deg] elevation [deg]

(@) (b)

Figure 3.8: Left HRTFs of CIPIC subjectsl8 (a) and050 (b) for 6 = —65°.

different behaviours of the shoulder reflection (visiblepasuliar arch-shaped patterns along
elevation)

Furthermore, recent studies in the field of biometric idergtion have investigate head-
to-shoulder signature for person recognition (Kirchnealgt2012) and their promising results
support customization of torso models in order to providecative localization cues.

3.2.1 The snowman model

Similary to the head, in previous works the torso has beencappated by a sphere. Coaxial
superposition of the two spheres of radiuandb, respectively, separated by a distarkcthat
accounts for the neck, gives birth to teeowman modglAlgazi et al.,l 2002b). The far-field
behaviour of the snowman model was studied in the frontadelzoth by direct measurements
on two rigid spheres and by computation through multipokxpansion|(Algazi et al., 2002a).

A structural head-and-torso model was also derived fromsti@vman model (Algazi et al.,
2002b); its structure, illustrated in Fig. 8.9, distindués the two cases where the torso acts as a
reflector or as a shadower, switching between the two filtersdtuctures as soon as the source
enters or leaves the torso shadow zone, respectively.

Additionally to the spherical model, an ellipsoidal modai the torso was studied in combi-
nation with the usual spherical head. This was done eitheaypyracing analysis (Algazi et al.,
2001b) or througtboundary element meth(BEM) (Algazi et al., 2002a). Such model is able
to account for different torso reflection patterns; listentests confirmed that this approxima-
tion and the corresponding measured HRTF gave similari@tain performances, showing
larger correlations away from the median plane. Also, thpsaidal torso can be easily cus-
tomized for a specific subject by directly defining contraine for its three axes on the subject’s
torso (Algazi et al, 2002a).
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Figure 3.9: The filter structure for the snowman model. (a) Major compése(b) The torso
reflection sub-model. (c) The torso shadow sub-model. €igeproduced from (Algazi et al.,
2002b))

3.3 External ear models

Following the structural modeling approach, this sectmorestigates the contribution of the ex-
ternal ear to the HRTF, formally defined pinna pHRTF but alsovitn asPinna-Related Transfer
Function(PRTF). While the pinna is known to play a primary role in thege@tion of source
elevation, the relation between PRTF features — resonassexiated to cavities and spectral
notches resulting from reflections (Batteau, 1967) — andraptmetry is not fully understood.
Recent related works (Katz, 2001b; Kahana and Nelson, 20@khidri et al.| 2011) adopt a
physical modeling approach in which PRTFs are simulatedutiin computationally intensive
techniques, such as finite-difference time-domain (FDT@thuds, or BEM. By altering the
geometry of the pinna in the simulations, the relationstépMeen PRTF features and anthro-
pometry can be investigated experimentally.

Other works|(Kistler and Wightman, 1992; Hwang etlal., 2(&ns et al., 1998) utilize se-
ries expansions, such as principal component analysis (RCAurface spherical harmonics
(SSH) representations of HRTFs and PRTFs.

The history of structural models, one of which will be delsed in this section, begins with
Batteau’s reflection theory (Batteau, 1967). Following Bateabservations, Watkins (\Watkins,
1978) designed a very simple double-delay-and-add tirmagio model of the pinna where the
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first reflection path is characterized by a fixed time delaysfs while the second path includes
an elevation-dependent delay calculated from empiric. d@esides considering a very limited
amount of reflections, no method for extracting parametnmetdelays and gain factors was
proposed. Furthermore, simple delay-and-add approxamstwere proven to be inadequate
to predict both the absolute position of the spectral minand the relative position between
them (Lopez-Poveda and Medais, 1996). Nonetheless, tme@img novelty of such model is

undisputed.

A similar time-domain structural model, proposed by Fdllet all (2010), is composed of
multiple parallel reflection paths each including a differeme delay, a gain factor, and a low-
order resonance block. The model is fitted by decomposingasuned HRIR into a heuristic
number of damped and delayed sinusoidals (DDS) using anataapof the Hankel Total Least
Squares (HTLS) decomposition method, and associating dhenpeters of each DDS to the
corresponding parameters of its relative model path., 8tlrelation between model parameters
and human anthropometry was explicitly found.

Moving from time domain to frequency domain, the approadlofeed byl Satarzadeh etlal.
(2007) approximates PRTFs at elevations close to zero eegineough a structural model com-
posed of two low-order bandpass filters and one comb filteckvhccount for two resonance
modes (Shaw’s modelsand4) and one main reflection, respectively. What's more relevant
cylindrical approximation to the concha is exploited fotiriiy the model parameters to anthro-
pometric quantities. Specifically, depth and width of thénder uniquely define the first reso-
nance, while the second resonance is thought to be codatatee main reflection’s time delay,
depending on whether the concha or the rim is the significgfteator. The authors show that
their model has sufficient adaptability to fit both PRTFs witlh and poor notch structures. One
limitation is that no directions of the sound wave other tti@nfrontal one are considered; more-
over, the presence of an unique reflection (and thus a sietgg-énd-add approximation) limits
the generality of the representation. Nonetheless it sgmts the only valuable anthropometry-
based pinna model available to date.

According to Batteau's theory (Batteau, 1967), high-freqyeromponents which arrive at
the listener’s ear are typically reflected by the concha aradl rim, provided that their wavelength
is small compared to the pinna dimensions. Due to interterdietween the direct wave and
the reflected waves, sharp notches can be observed in thiewspeat high frequencies with a
periodicity of 1/7;, wherer; is the time delay of theé-th reflection. Such observation gave birth
to a very simple multipath model of the pinna (see[Eig.3.W)ere the considered reflection
paths are characterized by fixed reflection coefficigntandpy,, a fixed time delay-, and an
elevation-dependent time delay. The fit with experimental data was found to be reasonably
good; however, fixed reflection coefficients overestimagedtfiective number of notches in the
spectrum.

A similar approach was adopted by Faller 1l et al. (2006), séhamodel includes four parallel
paths that represent the multiple bounces of the incomingdgaave on the geometrical struc-
tures of the pinna, each modeled by a time defegnd a magnitude factor; explaining energy
loss. Furthermore, since sound waves are also influencdakbsffiect of the pinna cavities act-
ing as resonators, the reflection structure is cascadedts-ander resonator block. The model
parameters are fitted by decomposing each specific measeaderblated impulse response into
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Figure 3.11: |Satarzadeh et al. (2007)’s pinna pHRTF model.

four scaled and delayed damped sinusoidal components agingcedure based on the second-
order Steiglitz-McBride (STMCB) algorithm, and associatihg telay and scaling factor of
each component to the corresponding parameters of itsiasmb@ath in the model. Multiple
regression analysis was used in order to link the model petemito eight measured anthropo-
metric features (Gupta etlal., 2004). Unfortunately, thescdered measures are hard to obtain (a
3-D laser scanner is required); nevertheless, their wadiikitkdy emblematizes what this section
assumes the typical pinna pHRTF model to be, that is, a “easmplus-delay” structure.

The approach taken by Raykar et al. (2005) for reflection niogés different and operates
both in the time and frequency domains. Moved by the observaéihat raw pole-zero models
merely approximate the HRTF spectrum envelope withoutgimimpout the specific features that
one is looking for in the impulse response, the authors usieast digital signal processing tech-
niques based on the residual of a linear prediction modehftoHRIR to extract the frequencies
of the spectral notches due to the pinna alone. Specifidallythe autocorrelation function of
the HRIR’s windowed LP residual is computed; then, frequenociethe spectral notches are
found as the local minima of the group-delay function of thedewed autocorrelation. The au-
thors proved that the spectral notches estimated with elstsnique are related to the shape and
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Figure 3.12: The six pinna modes identified by Shaw (figure taken from (St28V)).

anthropometry of the pinna: for each of the extracted nat¢he corresponding distance was
plotted on the image of the pinna, and by varying elevatiathsnapping appeared consistent
with reflections on the back of the concha and on the crus$ieBpectral peaks were extracted
in parallel by means of a linear prediction analysis, yidiesults which match quite well the
pinna resonant modes reported by Shaw (Shaw,|1997) (s€&&yand further justifying the
“resonance-plus-delay” approach.

Yet another relevant contribution on low-cost modeling mina pHRTFs was provided by
Satarzadeh et al. (2007). Here pinna pHRTFs for elevatitose do zero degrees are synthe-
sized through a model composed of bandpass and comb filteish wespectively approximate
resonances and notches. Two major resonances relateddortblea shape, specifically Shaw’s
resonant modes 1 (quarter wavelength concha depth modd) @odcha width mode), and one
main reflection are considered.

The two second-order bandpass filters and the comb filtentgeconnected as in Fig. 3111,
the latter taking the forml + pexp(-s7)], wherer is the time delay of the considered reflection
estimated from the spacing of notches in the pinna pHRTRBpe@ndp a frequency-dependent
reflection coefficient which strongly attenuates low-fregey notches, coming over Batteau’s
model aforementioned limitation. The model was proved teetsafficient adaptability to fit both
pinna pHRTFs with rich and poor notch structures; furtheema cylindrical approximation to
the concha was used with the purpose of directly parameigrits coefficients. Specifically,
depth and width of the cylinder uniquely define the depthmasce, while the width resonance
is thought to be correlated to the time delaydepending on whether the concha or the rim
is the significant reflector. Although the anthropometrgngicance of the two parameters is
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not robust, if the pinna has an approximately cylindrica®d concha and a structure with a
dominant reflection area (concha or rim), such an anthrofrgrbased filter provides a good fit
to the experimental pinna pHRTF.

3.3.1 A new approach towards pinna pHRTF modeling

Satarzadeh et al. (2007) has shown that a very simple modeahcarporate the gross magni-
tude characteristics of the pinna pHRTF, via straightfodyaarametrization on two physical
measures. Unfortunately, besides considering solelyrtmedl direction of the sound wave, tak-
ing into account a single reflection seems to be a limitingdiacindeed, pinna pHRTFs with

a poor notch structure do not exhibit a clear reflection inithpulse response. In addition, a
cylinder is not an adequate physical model for the determanaf the width mode of the pinna.

Conversely, Raykar et al. (2005)’s work features a very ateymacedure for determining spec-
tral notches in pinna pHRTFs which provides interestinggimson the understanding of pinna
reflections. Nevertheless, no actual pinna pHRTF modelfinel®

This section introduced a structural model based on a resesgplus-reflections decompo-
sition of pinna pHRTFs. CH]4 will prove that this approachultssin an overall good accuracy
for the approximation of measured data, thanks to an alguoréble to estimate the two distinct
components; accordingly, a suitable anthropometric patarnation will be provided.

Different physical and structural models of the pinna hagerbproposed in the past, an
exhaustive review of which can be found in the previous eactiRestricting the attention to
points near the median plane, we propose a pinna filter eg@lizthat acts as a synthetic PRTF
(schematically reported in Fig._3]13), consisting of twoa®-order peak filters (filter structure
H,.s) and three second-order notch filters (filter structéfe;) synthesizing two resonance
modes and three pinna reflections respectively. The asedqgmarameters (peak/notch central
frequency, bandwidth, and gain) are computed by evaluatingmber of elevation-dependent
polynomial functions constructed from single or averagd PReasurements or derived from
the subject’s anthropometry (see 4.4).

Spagnol et al! (2013a) exploited a simple ray-tracing laghimw that in median-plane frontal
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HRTFs the frequency of the spectral notches, each assumied taused by its own reflec-
tion path, is related to the shape of the concha, helix, atitiedix. This result allows direct
parametrization of the reflective component of the pinnaehodto the subject’s anthropometry
presented under the form of one or more side-view picturdssfifier head. Spectral distortion
between real and synthesized PRTFs indicated that the ap@ation provided by the pinna
model is objectively satisfactory.

The only independent parameter used in this model is solegat®n ¢, which drives the
evolution of resonances’ center frequenicy(¢), 3dB bandwidthB;(¢), and gainG:(¢), i =
1,2, and of the corresponding notch parametef$(¢), Bl (¢), GL(¢), j = 1,2,3). For a
given subject, these parameters are straightforwardignated from the resonant or reflective
component of median-plane PRTFs for all the availadolmlueéﬁ An analytic description of
peaks and notches, i.eP or P), whereP ¢ {F,B,G}, is best fitted to the corresponding
sequence of parameter values, yielding a complete panaaté&in of the filters. Obviously, all
the functions must be determined and computed offline pusvio the rendering process.

The resonant part of the pinna model is represented as dgbafalvo different second-order
peak filters. The first peak € 1) has the form/(Zolzer, 2011)

L (k) el (1-R) 2 (k- (14 k) ) 272

HE(2) = .
res (2) 1+ 1(1— k)2t — ko2 ! (3.15)
where
EHOMNE
k;:tan(7T ) = —cos[2n 7209 (3.16)
; ( B;(¢)) ’ f ’ )
an | = +1 s
Gh($)
V=105, Hy=Vp-1, (3.17)

andf, is the sampling frequency. The second peakX) is implemented as in (Orfanidis, 1996),

@, _  Vo(1-h)(1-272)
Hres (2) = 1+2lhzt + (2h —1)272 (3.18)

h= ! (3.19)

1+ tan (W@) 7

while [ andV; are defined as in Eqs. (3116) and (3.17) with polynomial indeX. The reason
for this distinction lies in the low-frequency behaviouatmeeds to be modeled: the former
implementation has unitary gain at low frequencies so asdsguve such characteristic in the
parallel filter structure, while the latter has a negativenadynitude in the same frequency range.
In this way, the all-round pinna filter does not alter lowefuency components in the signal
forwarded by the head shadow filter.

The notch filter implementation is of the same form as peakrfﬂir(els) with the only dif-
ferences in the parameters’ description. In order to keégtiom correct, analytic functioriB;

5In order to avoid bad outcomes in the design of notch filteasgn notch tracks are assigned a gain equal to
dB while bandwidth and center frequency are given the valdleeoprevious notch feature in the track.
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(a) Subject 010, elevation -23 deg(b) Subject 048, elevation -34 deg. (c) Subject 134, elevation 6 deg.

Figure 3.14: Original vs Synthetic PRTF plots for three subjects at thui#kerent elevations.

must be substituted by the corresponding notch counter@drtj = 1,2,3, and parametek
defined in Eq.[(3.16) replaced by its “cut” version

ot (w75) - o (3.20)

) tan(ﬂ'%)-ﬁ-‘/@.

The cascade of the three notch filters yields a global sixdleramulti-notch filter.

Fig.[3.14 shows an example of responses obtained with thimpeal model. Specifically, the
figure reports a comparison between real PRTF magnitudesatet for three subjects of the
CIPIC databa&and synthesized PRTF magnitudes for three elevaffiahs: synthesis results
are based on relevant parameter values, i.e. 3dB bandwghiss and central frequencies of
all peaks and notches of a given PRTF obtained with the straictlecomposition algorithm
presented in Clil4. Note that these examples visually denad@she versatility of the model:

» the number of rilevant notches can be arbitrarily deteediaccording to their psychoa-
coustic meaning; in this visual example, the number of ndittdrs is greater than three
only to prove the reliability to signal approximation;

* since the effects of the PRTF are limited to the frequenogea — 18 kHz, peak filter
realization can be based both on Hg. (8.15) and [Eq.](3.18gritkng the filter structure
of the whole MSM at low and high frequencies; in this examplge is free to cascade a
high-pass filter which cuts out undesired frequencies.

The accuracy of the approximated PRTFs varies from casest deor instance, while in
Fig.[3.14(c) and, to a lesser extent, in Fig. 8.14(a) theyrdhesized PRTFs closely follow the
original PRTFs’ peaks and valleys, the approximation in Big4(b) exhibits a systematic un-
derestimation of resonance magnitudes. Such effect isadie thigh number of deep frequency
notches that appear at low elevations, for which the prapaselti-notch filter construction

Shttp://interface.cipic.ucdavis.edu/sound/hrtf.html
"No customization is realized in this section; Further cdesitions are presented in Ch. 4.
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Figure 3.15: The structural HRTF model.

procedure turns out to be inadequate. As a matter of faetfering bandwidths results in un-
derestimating resonances by several dBs. Using a differalticnotch filter design, which gives
prominence to the bandwidth specification, during synthesiuld grant a better rendering of
resonances, to the detriment of notch depth accuracy. Quililee hand, one can employ higher
order filters for notches, to the detriment of the compuraticosts of such model. Neverthe-
less, only psychoacoustic evaluations are able to confiemtbst suitable filter structure and
realization.

Concerning source positions above the listener, the attiemuaf frequency notches with
increasing elevation observed in the literature (Raykat.g£2@05%; Geronazzo et al., 2010a) and
directly in HRTF sets suggests that notches could simplyraéuglly extinguished starting from
¢ = 45° up to ¢ = 90° while keeping their central frequency fixed. However, malar care
should be reserved to the modeling of resonances in thiatedemange, where the second peak
generally disappears in favour of a broader first peak (Gazmet al., 2010a). Finally, the role
of notches for posterior sources is hot completely undedsiio current literature, although a reg-
ular presence of spectral notches has been observed imipoBlRTFs too|(Kahana and Nelson,
2007). An assessment of the applicability of the ray tragragedure to this elevation range is
therefore left for future work.

3.3.2 Head and pinna structural model

In this Section, an extension of Satarzadeh et al. (200%xstsiral filter model for binaural
rendering of frontal sound sources is proposed. The mod&ides acoustic contributions by
head and pinna into two separate structures (seé Fig. Jid8)eixploiting the flexibility of the
partial structural modeling approach.

Focusing on median-plane (azimuth angle- 0°) HRIRs with elevationy varying from
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Figure 3.16: Spatial range of validity of the proposed model.

¢ = —45° to ¢ = 45° at 5.625-degree stepsl{ HRIRs per subject), relative azimuthal varia-
tions up to at leasi\@ = 30° cause very small spectral changes in the PRTE Mokhtari et al.
(2010); Lopez-Poveda and Meddis (1996); Raykar et al. (20@5)ce PRTFs in this region can
be considered elevation-dependent-only. The upper &evamit (¢ = 45°) was chosen be-
cause of the high degree of uncertainty in elevation judgeérfoe sources ab > 45° Blauert
(1983); Morimoto (2001) and the general lack of deep spkattches in PRTFs in this re-
gion|Kahana and Nelson (2007); Raykar et al. (2005), which beyn fact two faces of the
same coin. Thus the angular range of validity of this modélivei at least as broad as the shaded
area depicted in Fig. 3.116.

In light of the above remarks, a fundamental assumptionteduced, i.e. elevation and
azimuth cues are handled orthogonally throughout the densil frontal workspace. Vertical
control is associated with the acoustic effects of the piwhde the horizontal one is dele-
gated to head diffraction. No modeling for the shoulders tamslo is considered, even though
their presence would generally add low-frequency secgndl&®TF cues for elevation percep-
tion|Algazi et al.|(2001b). Furthermore, dependence oncgodistance is negligible in the pinna
model but critical in the head counterpart in the near fieldidyng both azimuth and distance
control assigned to the head structural component. Twaricsss (one per ear) of such model,
appropriately synchronized through interaural time d€lay) estimation methods, allow for
real-time binaural rendering.

Examining its structure from left to right, the simple spghal model approximates head
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shadowing and diffraction also in the near field (see[Sec@Bahd a “resonances-plus-reflections”
block approximating the pinna effects described in $ec.l3aBows elevation control. It is
worthwhile to notice that the above described pinna modellza easily combined with sev-
eral ITD and ILD estimation methods available in the litarat(see Minnaar et al. (2000) and
Watanabe et al. (2007) for two examples), in alternativénéospherical head model previously
discussed..

3.4 Future perspectives

In this chapter, two main original contributions have beerspnted: (i) a first-order filter model
of the head for near-field effects rendering, thought fol-tieae binaural listening applications
and (ii) a customized pinna model for real-time control airee elevation.

The fit to analytical responses provided by the head modebbjstively proved to be over-
all appropriate, though experimental evaluations on itgesiive effectiveness are a subsequent
necessary step. Further work should take into consideratiernative filter structures to the sin-
gle, first-order shelving filter, such as a higher-orderghglfilter or a lowpass filter realization
allowing slope control for contralateral positions. Alsbpne remains within the assumption
that ITD does not change with distance, an all-pass sectisridibe included in the structure in
order to compensate the effect of the shelving/lowpass'filhase response on ITD. Last but
not least, alternative choices of the far-field head filt€f(,) to be coupled with the distance
rendering model can be explored in order to improve the STaFaqimation.

Ongoing and future work related to the proposed pinna stratimodel consist on automatic
pinna contour extractihand extension of the model to a wider spatial range, inctydire
upper and posterior regions of the median plane. Undernstgride influence of notch depth
and bandwidth in elevation perception along with the retatietween the resonant component
of the PRTF and the shape of pinna cavities is also requiremtder to develop a complete
anthropometric parametrization of the pinna model.

Finally, it must be noted that, fas < —45°, the inclusion of the shoulders and torso’s con-
tribution becomes crucial, since they add relevant shaupwifects to the incoming waves
(Algazi et al., 2002b). Thus, it should be verified whether @dsl of the torso can effectively
compensate for the lack of a model for reflections due to thiegat very low elevations, not for-
getting that low-elevation HRTFs are usually heavily infloed by posture (Algazi et al., 2002b).

8The relation between anthropometry and filter parametedisiussed in Se€_4.2, while a first prototype of
automatic pinna contour extraction is introduced in §eé. 5.



Chapter 4

Mixed structural modeling approach: the
case of the pinna

This chapter considers the problem of modeling pinna-edl&iansfer functions (PRTF) for 3D
sound rendering. Thus, following a structurabdus operandiand presents an algorithm for
the decomposition of PRTFs into ear resonances and freguemches due to reflections over
pinna cavities. Such an approach allows to control the #&amiwf each physical phenomenon
separately through the design of two distinct filter blocksing PRTF synthesis. The resulting
model is suitable for integration into a structural headtesl transfer function model, and for
parametrization over anthropometrical measurements & BR-selection mechanism.

Accordingly, the first step concerns feature extractiomfithe obtained PRTF. Reflections
and resonances are treated as two separated phenomenaatitetPRTF is split into a “res-
onant” and a “reflective” component by means of a novel stmattdecomposition algorithm.
The idea that drives the algorithm is the iterative compemsaf the PRTF magnitude spectrum
through a sequence of synthetic multi-notch filters untilowal notches above a given amplitude
threshold are left. Each multi-notch filter is fitted to theysl of the PRTF spectrum at the cur-
rent iteration with its spectral envelope removed and swed to it, giving the spectrum for the
next iteration. Eventually, when convergence is reachedittal spectrum contains the resonant
component, while the reflective component is given by dicechbination of all the calculated
multi-notch filters. An example of the algorithm output ipoeted in Fig[4.1l.

Then, the relationship between HRTFs and pinna reflectitteqps in the frontal hemispace
is investigated in detail. Up to three spectral notches atmaeted from responses in the me-
dian plane of a pre-processed database of HRTFs. Ray-tracalgsis performed on the central
frequency of the obtained notches is compared with a setsHiple reflection surfaces directly
recognizable from the corresponding pinna picture. Resitiltich analysis provide a 1-1 as-
sociation between notches and pinna reflections, alongthtisign of each reflection, which is
found to be most likely negative.

Based on this finding, this Chapter formalizes and describes/el mpproach to the selec-
tion of generic HRTFs for binaural audio rendering througladiphones. The reflection model

This chapter is partially based on (Geronazzo =t al., 2(@@HLb; Spagnol et al., 2013a).

63
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Figure 4.1: Top panel: right PRTF of CIPIC subje€03 (¢ = 0°, ¢ = -28.125°), magni-
tude spectrum. Middle panel: the PRTF resonant compondrdat®d by the separation al-
gorithm (Geronazzo et al., 2010a). Bottom panel: the PRTectve component extracted by
the separation algorithm.

applied to the user’s ear picture allows to extract releeauhropometric cues that are used for
selecting from a database two HRTF sets fitting that user.alization performance with the
selected HRTFs are evaluated in a psychoacoustic expdriifies proposed selection increases
the average elevation performances of 17% (with a peak of) 34 respect to generic HRTFs
from an anthropomorphic mannequin. It also significantligarces externalization and reduces
the number of up/down reversals.

The last section proposes a straightforward procedureetanttiividualization of the pinna
model discussed in Séc. 3.8.1, in which parameters to befixtmodel are derived either from
analysis or from specific anthropometric features of thgezbn a handy process. Objective
evaluations of reconstructed HRTFs in the chosen spatiglerare performed through spectral
distortion measurements.



Chapter 4. Mixed structural modeling approach: the case of the pinna 65

Magnitude [dB Magnitude [dB Magnitude [dB
g [ ]20 g [ ]20 g [ ]20

20

20 20

F

! ! 10 10 # —
15—
0 . 0 *‘

-20 -20 -20
LY

10

Frequency [kHz]
= o

Freguency [kHz]
=

o

-
w

0

-10 -10 -10

w
w

Freguency [kHz]
=

0 -30 0 -30 0
-40-20 0 20 40 60 80 -40-20 0 20 40 &0 80 -40-20 0 20 40 60 80

Elevation [deg] Elevation [deg] Elevation [deg]

@) (b) ()

-30

Figure 4.2: Separation of CIPIC Subjett5’s left PRTFs (a) into a resonant (b) and a reflective
(c) component.

4.1 Structural decomposition algorithm

As discussed in CH. 1, both pinna peaks and notches seem t@mplayportant function in
vertical localization of a sound source. However, a presviaork (Spagnol et al., 2010a) high-
lighted that while the resonant component of the pinnatedlaounterpart of the HRTF (known
as PRTF) exhibits a similar behaviour among different sttbjehe reflective component of the
PRTF is critically subject-dependent. This result was tbog separating the resonant and re-
flective components through an ad-hoc designed algorithengi@zzo et al., 2010a), an instance
of which can be appreciated in Figtlﬂz.

Such an algorithm is essential to study these two contohatseparately. An analysis-by-
synthesis approach drives the algorithm towards the ferabmpensation of the PRTF magni-
tude spectrum through a sequence of synthetic multi-notehsfiuntil no local notches above a
given amplitude threshold are left. Each multi-notch filgditted to the shape of the PRTF spec-
trum at the current iteration with its spectral envelope oeed and subtracted to it, giving the
spectrum for the next iteration. Eventually, when conveoges reached the spectrum contains
the resonant component alone, while the reflective comgas@iven by direct combination of
all the estimated multi-notch filters.

4.1.1 Pinna pHRTF analysis in the median plane

For the purpose of analysis, measured HRIRs from the CIPIC dsgadére considered(see Ta-
ble[1.1 for the specification). Since sensitivity of PRTFazanuth is weak, we focus on HRIRs
sampled on the median plane, with elevation varying freth to 90 degrees. Given that the
magnitude response of the pinnaless head with respect tona Source in the median plane is
essentially flat (it is ideally flat if the head is modeled aggadrsphere), the only preprocessing

In these and in all of the following plots, magnitude values knearly interpolated across the available az-
imuth/elevation angles to yieldladegree resolution.
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step that is needed in order to obtain an estimate of the PRT¢-window the corresponding
HRIR using al.0 ms Hann window. In this way, effects due to reflections causeshoulders
and torso are removed from the PRTF estimate. A similar pagasing procedure was adopted
by|Raykar et al. (2005) to estimate PRTFs from measured HRIRS.

Figure[4.3 reports the complete flow chart of the analysisriélyn. The idea beyond it is
to iteratively compensate the PRTF magnitude spectrum avitapproximate multi-notch filter
until no S|gn|f|cant notches are left. Once convergencedshed (say at iteratioi), the PRTF
spectrumH,& will contain the resonant component, while the comblnaﬁq(ﬁ of the multi-
notch filters will provide the reflective component. Theiaditonditions of the algorithm heavily
influence the final result; three parameters have to be chosen

* Neeps the number of cepstral coefficients used for estimating®R&F spectral envelope
at each iteration;

* Dnin, the minimum dB gain (depth) threshold for notches to be iciemed;

* p, the reduction factor for every notch filter bandwidth (itgpose will be discussed be-
low).

Before discussing the core of the algorithm, 16tY match the PRTF and séf'") to 1.

refl

These two frequency responses WI|| be updated at eachigieraésulting inHY and #) at

refl
the beginning of thé-th iteration. If V. Ch is the number of “valid” notches identified at the end

of it, the algorithm will terminate at iterationif N,Séh 0, while N2 andNr(e’fI will respectively
contain the resonant and reflective components of the PRI &nA may expect, both the number
of iterations and the quality of the decomposition stronglly on a good choice of the above
parameters. For instance, choosing, too close to zero may lead to an unacceptable number of
iterations; conversely, a high value b, could result in a number of uncompensated notches
in the resonant part of the PRTF. In the following, the stggstep analysis procedure )

is presented, assuming thaf’,") > 0. For the sake of simplicity, in the following the apéx)

indicating iteration number is dropped from all notation.

4.1.2 Resonances and residue computation

First, in order to properly extract the local minima due torja notches in the PRTF, the resonant
component of the spectrum must be compensated for. To tdistlea real cepstrum QWg iS
calculated; then, by liftering the cepstrum with the fiNgtpscepstral coefficients and performing
the FFT, an estimate of the spectral envelopé/@fis obtained, which we call’es.

The parameteN.p,smust be chosen adequately, since it is crucial in determithia degree
of detail of the spectral envelope. A&¢psincreases, the notches’ contribution is reduced both
in magnitude and in passband while the resonance plot becoroee and more detailed. We
experimentally found that the optimal number of coefficsetitat capture the resonant structure
of the PRTF while leaving all the notches out of the spectnae®pe iSN¢eps= 4. This number
also matches the maximum number of modes identified by Shashvéippear at one specific
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Figure 4.3: Flow chart of the analysis algorithm.
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spatial location: for elevations close to zero, modes 1,,4rl 6 are excited. OnQ€es is
computed, we subtract it from the dB magnitude\gfs and obtain the residug;c..

4.1.3 Multi-notch filter parameter search

At this point E;es should present an almost flat spectrum with a certain numibeotohes. Pa-
rameterNye is first set to the number of local minima s deeper tharD,,,, extracted by a
simple notch picking algorithm. Our aim is to compensatéeratch with a second-order notch
filter, defined by three parameters: central frequefigybandwidthfz, and notch gairD.
Consider theg-th local minimum. The central frequency of the correspagdiotch filterf
is immediately determined, while notch gain is found/as |Ers fc)|- Computation off is
less straightforward. Indeedp is calculated as the standard 3DB bandwidth, fg= f,. — fi,
where f; and f,. are respectively the left and right +3 dB level points relato f- in Fes €Xxcept
for the following situations:

1. if D < 3dB, the 3DB bandwidth is not defined. Thgnand f; are placed at an intermediate
dB level, halfway betweefi and-D in a linear scale;

2. if the local maximum ofFE,.s immediately preceding (followingY- does not lie above
the 0-dB line while the local maximum immediately followirfgreceding) doesfs is
calculated as twice the half-bandwidth betwgerand f.. (f);

3. if both local maxima do not lie above the 0-dB line, we \aally shift E,.s until the 0-dB
level meets the closest of the two. Thé,is calculated as before except if the new notch
gain is smaller tharD,,, in the shifted residue plot, in which case the parameterckear
procedure for the current notch is aborted @0, is decreased by one.

Note that case 1 may occur simultaneously with respect te 2aw 3: in this situation, both
corresponding effects are considered when calculating

4.1.4 Multi-notch filter construction

The so found parametelfs;, D, and fz need to uniquely define a filter structure. To this end, a
second-order notch filter implementation of the form (Zol2911) is used

T+(1+k) ol (1-k) 2 1+ (k= (1+k) B0 )22

() _
Hioen(2) = T+1(1-k)zt = k22 ’ (4.1)
where
) tan(w?—f) -V 4.2)
tan(w?—f) + Vo '
= —cos(27rf—c), (4.3)

fs
Vo = 10, (4.4)
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Hy=Vy-1, (4.5)

and f, is the sampling frequency. Using such an implementaticowallus to fit the required
parameters directly to the filter model. Clearly, not evemnbmation of the three parameters is
accurately approximated by the second-order filter: if thielmto be compensated is particularly
deep and narrow, the filter will produce a shallower and beoadtch, having a center frequency
which is slightly less tharf..

Although moderate frequency shift and attenuation is naiirdental to the estimation al-
gorithm (an underestimated notch will be fully compensdtedugh the following iterations),
an excessive notch bandwidth could lead to undesired eifa the final resonance spectrum.
Here is where parametgrcomes into play: if we dividg by p > 1, the new bandwidth specifi-
cation will produce a filter whose notch amplitude will bether reduced, allowing us to reach
a smaller bandwidth. Typically, in order to achieve a satigfry trade-off between the size of
and the number of iterations, we set it to 2.

Consequently, the parameters to be fed to the filte A&reD, fz/p), yielding coefficients
vectorsb") anda() for N\ We iterate the parameter search and notch filter constructi
procedures for allV,,¢, notches. In order to build the complete multi-notch filtgy,

bo + b1zt +byz2 Then
0T 2 =TI NG, (4.6)

J=1

N -
nen(2) ao+ a1zt +agz”

it is now sufficient to convolve all the coefficient vectorswauted during iteratior
b = [b()a bl, bQ] = b(l) * b(Q) $oeee ok b(Nnch) (47)

a=[ag,ar,as] = a® xa® % ... x gNoen) (4.8)

Finally, before considering the next iteration, we mustatpdhe global multi-notch filter
NGD - NO LN and compensate the PRTF by applyiNgs") = Nr(gs)/Nnch.

refl refl

4.1.5 Examples of algorithm evolution

Figurel4.4 illustrates the algorithm evolution for a partér PRTF in this example. The specific
choice of the initial parameters Wa&eps= 4, Dmin = 0.1 dB, andp = 2. The top left panel illus-
trates Subjecd10 PRTF for an elevation of45 degrees. The bottom left panel that interfering
spectral notches negatively influence the initial estimate

Consider the range where acoustic effects of the pinna asear, i.e. the range from
to 18 kHz approximately. Figure 4.4 shows that inside such rahgeltgorithm has produced a
realistic decomposition: the gain of the reflective compameunitary outside the notch regions,
while the peaks appearing in the resonant component haved gorespondence to Shaw's
modes (this point is further discussed in the next secti@uiside the relevant range for the
pinna, there is a sharp gain decrease in the resonant paftidher imperfections that appear
for different subjects and elevations. Nevertheless,i$hi®t a problem as long as one considers
the pinna contribution to the HRTF alone.

The behavior exemplified in Fig._4.4 is common to severalalens and subjects.
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Figure 4.4: An example of the algorithm evolution. The PRTF magnitudleariop left panel is
decomposed into resonances (top right panel) and frequeatches (bottom right panel). The
bottom left panel shows the evolution of the PRTF spectratlepe from the first iteration to
convergence.

4.1.6 Results

This section discusses the PRTF features identified thrthegtlecomposition carried out by the
proposed algorithm. In order to facilitate comparison vgtBvious works, this section reports
results of the reflection analysis for the same CIPIC subjbetisappear in (Raykar etlal., 2005)
and (Satarzadeh, 2006), specifically Subjects 010, 048,&1®116

Frequency peaks: resonances

The average magnitude spectrum for 45 left pinnae of CIPI@estgis shown in Fid. 416 and it
is computed by averagindl.4 over all subjects. Two brighter areas can be distinctly tified.
The first one, centered at around 4 kHz, spans all elevatiobeth plots and appears to be very
similar amongst all subjects in the CIPIC database. Giveh sbservation, it can be immedi-
ately noticed that this area contains Shaw's omnidireefiomode 1. Its bandwidth apparently
increases with elevation; however, inspection of the didtiecks reveals that a second resonance
is likely to interfere within this frequency range, in patlar Shaw’s resonant mode 2 which
appears at arouridkHz with a magnitude of0 dB.

The second bright area in the average response covers aamdéess defined region. Still,
it is most prominent at low elevations betwethand 18 kHz, a frequency range which is in
general agreement with Shaw’s horizontal modes 4, 5. Thel88 m Fig.[4.5 represent the
resonance contributions at all available elevations fdaj&s 010 and 165, respectively. Every

2Subject 165 is a KEMAR head with small pinnae.
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(a) Subjecd10. (b) Subjectl65.

Figure 4.5: Resonance plots of two subjects at all available elevati@uted tracks highlight
resonance center frequencies.
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Figure 4.6: Mean magnitude spectrum of the pinna resonant componeeataged on all45
CIPIC subjects (left-ear responses).

resonance’s center frequency was extracted through atifidation system based on a sixth-
order ARMA model (Esquef et al., 2003) and spatially trackietha all elevations, resulting in
the dotted tracks superposed on the plots. Note that the itndgrresponse aroun2 kHz
takes negative values at high elevations, especially fojegti010: such an incongruity may be
explained by phenomena other than reflections or resonaagediffraction around the pinna.
One may make the same observation for very low and very hggu&ncy zones; nevertheless,
these anomalies are most likely due to computational liioita and lie in any case fairly outside
the frequency range that interests the pinna.

Finally, note that the resonance-at2 kHz and the one at 7 kHz (associated to mode 2) are
excited in mutually exclusive elevation ranges. This dffedich appears for all the analyzed
subjects and is especially evident for Subject 165 in[Fig(), gives the impression of a smooth
transition from one resonance to the other. In light of thigg can consider and evaluate a two-
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Figure 4.7: Spectral notch plots of two subjects at all available elewatdi
or three-resonance filter design.

Frequency notches: reflections

As already mentioned, reflection patterns depend stronglglevation and pinna shape. In
general it can be stated that, while PRTFs generally expdut notch structures when the source
is above the head, as soon as elevation decreases the nurdlgaiaof frequency notches grows
to an extent that varies between subjects. These remarksedammediately verified in Fig. 4.7,
where the contribution of spectral notches for Subjects@1d048 are reported. In particular,
Subject 048 exhibits at low elevations a clear reflectioncstire with three prominent notches.

Straightforward comparison of Fig. 4.7(a) to the findingRaykar (Fig. 11(a) bal.
(@)) shows an encouraging correspondence between stoichures.

Since common trends cannot be identified in the evolutiompetsal notches, and follow-
ing the common idea that notches are of major relevance éwagbn detection in the frontal
region (lida et all., 2007; Moore et al., 1989; Wright etlal.749Hebrank and Wright, 1974b), a
statistical analysis of the reflective component is perfxifor 45 CIPIC subjects based on the
results provided by the structural decomposition algatith

Prominent notches are obtained through a simple notchrgcigorithm MEI.,

). In order to have a consistent labeling along sulese®RTFs, extracted notches need
to be grouped into tracks evolving through elevation. Te #nd, the McAulay-Quatieri partial
tracking algorithm|(McAulay and Quatie 86) is expémltand fit it to these needs. The orig-
inal formulation of the algorithm can be used to track the npoeminent notch patterns along
elevation, with elevation dependency conceptually reptatemporal evolution, and spectral
notches taking the role of sinusoidal partials. With respeds first formulation, it is sufficient
to add that the notch detection (originally “peak detecliatep simply locates all of the lo-
cal minima in the reflective component’s spectrum, and tmatatching interval for the notch
tracking procedure is set th = 3 kHz.
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Two post-processing steps are performed on the obtainekstraFirst, since it is conve-
nient to restrict attention to the frequency range wheregireflections are most likely seen
(Hebrank and Wright, 1974b), we delete the tracks which stadtterminate outside the range
4 - 16 kHz. Second, we delete the tracks that do not present a netgped thard dB, since
overall shallow notches are not likely to be associated withajor reflection. As a result, the
majorit;@ of the CIPIC subjects exhibits three notch tracks at a givevesion, which are defined
in increasing frequency order &%, 7> and7s.

Starting from the the gain and bandwidth of the three prontinetches, a first-order statisti-
cal analysis among all 45 left pinnae of CIPIC subjects, sutdd by notch track and elevation,
gives no systematic behavior nor evidence of correspordesitthh anthropometric quantities.
Figure[4.8 shows results of such an analysis:

« all plots exhibit high variance among tracks and elevatipn

* mean values remain approximately constant with respeeketation, except for a slight
decrease in notch gain (Tracks and73) and increase in bandwidth (Trak and73) as
elevation increases up to= 45°.

* in TrackT}, some box plots for higher elevations € 39°,45°) are abseﬁtindicating the
tendency of these notches to disappear.

Nevertheless, similarly to (Raykar et al., 2005), each nigtdheated as the result of a dis-
tinct reflection path. Also, similarly to previous works osflection modeling! (Raykar et al.,
2005; Satarzadeh etlal., 2007) central frequency is comesides the most relevant notch feature.
Inspection of different PRTF plots reveals that the notch@saontinuously along the frequency
axis depending on the elevation angle (Shaw and Terani868; Hebrank and Wright, 1974b)
to an extent that can definitely be detected by the humanaydiystem|(Moore et al., 1989).
Conversely, changes in notch bandwidth and amplitude altewvgtion are seen to be far less
systematic, and their perceptual relevance is little ustded in previous literature.

Average notch frequencies in the three tracks at each blaiklevation are reported in
Fig.[4.9, along with their standard deviation: frequenaike first two tracks7; and7;) mono-
tonically grow with elevation, while frequencies in therthtrack (/3) remain almost constant
up to¢ = -11.25°, then grow untilp = 28.125°, and decrease at higher elevations on average.
Despite the significant variance in the central frequenafdle three tracks1(; in particular),
these trends were seen to be consistent across subjectegddied in the figure is the number
of subjects that exhibit a notch for each track/elevaticordmate: for the sake of brevity, suffice
it to mention that all tracks begin ati5° except for three cases only, tH&t terminates earlier
thanT; on average, and the same applie$iavith respect td/;.

30nly subject)19 and020 lack of one track, the lowest and the highest in frequenqyeaetively.
4Less than the 40% of the CIPIC subjects has a notch in the P&TtRdt track and for those elevations.



74

Mixed Structural Models for 3D Audio in virtual environments

L 0 MSASAE 0 RS RARE 3 05 - AN 1800 =——————v v 7 * = T 7 7 T 3
RS BB b R
_10+ s T
10 H H H T 1200} \
= 1 L 1 -~ + -
I L] !
o : T Tl ¥ E s aTT !
e -20 roy o . 900+ T Lo : T
| : T R N i o @ o s 6z bae 01 g
= ! l L) : : + e ; [ R : : ot
o -30f | L [ | L I T T I R B |
I Loy 1 + 1 1 % 600 : : [ T O B B
1 + 1 % |
+ Pt |
-40F 3001 = [
* [
-50 - - - . . . . 4 - . . - . - - - . L . L - - - L L L - . . 4 L L L -
-45-39-33-28-22-17-11-6 0 6 11 1722 28 33 39 45 o -45-39-33-28-22-17-11-6 0 6 11 17 22 28 33 39 45
Elevation (deg) Elevation (deg)

(a) TrackTy, gain.

R T - 1500 ——————— "
|
' =
| |
-10F -H %H H H 1 1200+ [ —
- — - -~ 1
c] ! N
m _og Ty | i & ® + T T :
5 —201 | 1 o I [ 900F -~ - - - - -1
Z ro oL I & RERN L g m L g T ) Tl
a . i oot : b l by rg [ I : T N : 1 : !
o | ® Lo b L L | . Loy [ T 1
5% | 4 s 14 b ] § 600 N A
L L 1 © T
| m
-40} + 300} m
TR TR L Lk o [P PR &
ol s ol v v
-45-39-33-28-22-17-11-6 0 6 11 172228 33 39 45 -45-39-33-28-22-17-11-6 0 6 1117 22 28 33 39 45
Elevation (deg) Elevation (deg)
(c) TrackTy, gain. (d) TrackTy, bandwidth.
o— A T e 1500 ———r—r— . ,
= T -1 T ¥ T ---
|
-10f E 1 12001 + o+ 0!
o ] 2 + _ ;! = -
! T N b TT 5o | ;
i ' SRRRETY - EEREREEEES
g (U v Tl e I S A S I I I
P! N + A T [ T \ !
= e A N - - N A 1o
g -30F | | S B T % 600 1
O 11 + 1 [ t =]
I 1 * + o -
& m
1 : ® 4
—40+t . + 3001 I [
+ | | | |
LI L L1 L Ll Ll 1 Ll 111
0 1539332622 17.11-6 0 6 1117 22 28 33 39 45 -45-39-33-28-22-17-11-6 0 6 11172228 33 39 45

Elevation (deg)

(e) TrackTs, gain.

(b) TrackTy, bandwidth.

Elevation (deg)

(f) Track T3, bandwidth.

Figure 4.8: Box plot and mean of gain and bandwidth for the three promimench tracks
among 45 CIPIC subjects. Dotted lines are fifth-order polyiadsdependent on elevation fitted
to each of the mean sequences in order to approximate avéemgs.
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Figure 4.9: Mean and standard deviation of notch frequencies per elevaind track acros0
subjects.

4.2 Reflections and Anthropometry

Ray-tracing reflection models (Hebrank and Wright, 1974bymesray-like rather than wave-
like behaviour of sound, providing a crude approximatiorilef wave equation. Despite this,
the approach conveyed by such models is valid as long as thelemgth of the sound is small
when compared to the dimensions of the involved reflectiofasas. This is definitely the case
for higher frequencies of the audible spectrum, where spleabtches due to pinna reflections
appear. In this context, one can intuitively observe thatalevation-dependent temporal delay
t4(¢) between the direct and the reflected wave corresponds tqaithieof reflection at distance

do(¢) = —Ctdéd)), (4.9)

from the ear canal (whereis the speed of sound). Assuming the reflection coefficierteto
positive, then we will have destructive interference (igenotch) at all those frequencies where
the reflection’s phase shift equails

_2n+1  c(2n+1)

(0 = = , n=01,.... 4.10
)= 50,@) = T4dd) (449
Hence the first notch is located at frequency
C
fo() = (4.11)

The positive reflection assumption was also adopted by Rastkadr (2005). Given a notch
track fo(¢), the corresponding reflection surfa¢g ¢) is estimated using Eq._(4.11) and then
superimposed to the pinna image. Figure 4.10 reproducesaRayksults obtained using this
approach. Note that since the extracted notch tracks ar&ipaiin non-harmonic relationship,
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(a) Subject 010. (b) Subject 027. (c) Subject 134. (d) Subject 165.

Figure 4.10: The spectral notch frequencies for different elevatioamit5° to 90° extracted for
the right pinna for azimuthe of subject 10, 27, 134, and 165 in the CIPIC database, and ndarke
on the pinna corresponding side images with positive retiactioefficient (figure reproduced

from (Raykar et al., 2005)).

both on average (see again Hig.]4.9) and for every singlestlg single reflection path cannot
be assigned to any pair of tracks. Hence Raykar's assumitadreaich notch in the considered
frequency range is the result of a distinct reflection patheal-grounded.

Neverthelesi,_S_mai@UéL(zOOG) drew attention to théhfacalmosg80% of CIPIC subjects
exhibit a clear negative reflection in their HRIRs and proposgahysical explanation to this
phenomenon. In case of negative reflection, destructiwference would not appear at half-
wavelength delays anymore, but at full-wavelength deldygs. [4.10) and (4.11) would then
become

n+1l c(n+1)

(0= 708) = 2a0)

n=0,1,... (4.12)

and
C

fO(gb) = 2dc(¢)

Results for subject810, 027, 134, and 165 of the CIPIC HRTF database are reported in
Fig.[4.11 which shows the traced reflection surfaces condpusing Eqg.[(4.13), one for each
estimated notch track. For the sake of comparison, the safRECGubjects of Fig. 4.10 are
visualized. For all these subjects, the so-obtained mgpgiows a high degree of correspon-
dence between computed reflection points and pinna gean@tg/can immediately notice that
the track nearest to the ear canal very closely follows theclea wall of each subject for all
elevations, except for a couple of cases:

(4.13)

* at low elevations, displacement of points may be causetliittle extra distance needed
by the wave to pass over the crus helias;

» Subject010’s track disappears at around- 60° probably because of the insufficient space
between tragus and antitragus that causes the incomingtwasfect outside the concha.
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(a) Subject 010. (b) Subject 027. (c) Subject 134. (d) Subject 165.

Figure 4.11: The spectral notch frequencies for different elevatioomit5° to 90° extracted for
the right pinna for azimutbh° of subject 10, 27, 134, and 165 in the CIPIC database, and rdarke
on the pinna corresponding side images with negative refliectioefficient aI.,

20104).

The intermediate track falls upon the area between conctaian with variable length
among subjects:

* in the case of subjectd 0 and165 the track is faint and probably due to the antihelix;

» conversely, subject®7 and134 present a longer and deeper track, that we visually asso-
ciate to a reflection on the rim’s edge.

Finally, the furthest track follows the shape of the rim aadikely to be associated to a
reflection in the inner wall of it, except for Subjeiit0 whose reflection occurs at the rim’s edge.
A strong evidence that supports connection of this trackéorim structure lies in the fact that
the rim terminates in the vicinity of the point where the kaésappears.

The following subsection investigates the correspondeeteeen pinna anatomy and theo-
retical reflection points under different reflection sigmditions on a wide morphological variety
of CIPIC subjects’ pinnae.

4.2.1 Contour matching procedure

The basic assumption that drives the proposed analysigeguoe is that each notch track is
associated with a distinct reflection surface on the subjpatna. Since the available data for
each subject is a side-view of his/her head showing the leftght pinna, extraction of the
“candidate” reflection surfaces must be reduced to a twaedsional representation. We choose
to investigate as possible reflection surfaces a set of ttoeturs directly recognizeable from
the pinna image, together with two hidden surfaces appratimg the real inner back walls of
the concha and helix. Specifically, as Fig. 4.12 depictsfdhewing contours are considered:
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Triangular fossa Scaphoid fossa

Antihelix

Crus helias

Ear canal

Concha

Antitragus Lobule

Figure 4.12: Pinna anatomy and the five chosen contours for the matchimgggiure.C;: helix
border; Cy: helix wall; C5: concha border,C,: antihelix and concha wall(Cs: crus helias.

1. helix border (1), visible on picture;

2. helix inner wall (), estimated by following the jutting light surface at thdixepproxi-
mately halfway between the rim border and the rim outer wall;

3. concha outer borde€¥), visible on picture;

4. antihelix and concha inner wall’(), estimated by following the jutting light surface just
behind the concha outer border up to the shaded area belantitr@gus;

5. crus helias inferior surfac€’f), visible on picture.

The extraction procedure was performed by manual traciregitih a pen tablet (the topic of
automatic contour extraction is covered within Ch. 5). Piimages available from the CIPIC
HRTF database for 20 subjects were accurately resized tchraat: 1 scale based on the quan-
titative pinna height parameted;(in (Algazi et al. 2001d)) also available from the databsse’
anthropometric data, or based on the measuring tape visilbhee pinna images (only in those
cases wherds was not defined). Right pinna photographs were horizontailtyoned so that
all pinnae headed left, and contours were drawn and storedcqgences of pixels in the post-
processed image. Of all the contouf§, was the hardest to recognize due to the low resolution
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of the pictures; it is therefore necessary to point out thaddme cases the lower part of this
contour was almost blindly traced.

Before describing the contour matching procedure, let unddly state some useful defini-
tions.

» thefocusy = (¢,,v,) is the reference point where the direct and reflected waves, me
usually set at the entrance of the ear canal where the miongpis assumed to have been
placed during HRTF measurements;

* the rotatiorp is a tolerance on elevation that counterbalances possiglda mismatches
between the actual orientation of the subject’s ear anditterp’s x-axis;

« areflection sign configuration = [sy, s2, s3] (with s; = {0,1}), abbreviated asonfigura-
tion, is the combination of reflection coefficient signs attrémito the three notch tracks
{T1,T»,T5}. Heres; takes0 value if a negative sign is attributed 1o and1 otherwise;

* thedistanced(p, C;) between a poinp and a contourC; is defined as the Euclidean dis-
tance betweep and the nearest point 6f;.

Our goal is to discover which of titeconfigurationsZ x 2 x 2 possible combinations of the three
reflection signs;; = {0,1}, j = 1,2, 3) is the most likely according to an error measure between
extracted contours and ray-traced notch tracks.

First, in order to perform ray tracing for each configuration [s1, s, s3] the focus needs
to be known. Unfortunately, no documentation on the exacraphone position is provided
with the CIPIC database; hence, in order to avoid a wrong ehoidhe focus, its location is
estimated through an optimization procedure over a reatangearch ared of the pinna image
covering the whole ear canal entrance. Also, a rotatiomdaleep € [ = [-5°,5°] at 1-degree
steps is considered. More in detail, for each trégkhe corresponding notch frequenc'y%i(b),

J ={1,2,3}, are first translated into Euclidean distances (in pixéisdugh a sign-dependent
combination of Eqs[(4.11) and (4]113),

C

d’ = — 4.14
56 0 .

and subsequently projected onto the point
Py ,(9) = (Y + d(9) cos(d +p), v, + di(9) sin(¢ + p)) (4.15)

on the pinna image. The optimal focus and rotation of the gardition, (¥, p2*), are then

defined as those sastisfying the following minimizationibem:

3
min Zmind%p(Tj,Ci){ (4.16)

peA,pel i

whered, ,(T;,C;) is the distance between tradk and contourC;, which is defined as the
average of distance&p;, ,(¢),C;) across all the track points.
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Table 4.1: Contour Matching Procedure Results

Fitness, F
Subject || (0,0,0) | (0,0,1) | (0,1,0) | (0,1,1) | (1,0,0) | (1,0,1) | (1,1,0) | (1,1,1) S0Pt Nearest contourg
003 4.03 9.19 9.27 13.78 7.83 12.45 13.03 17.54 [0,0,0] 1,4,3
008 2.95 4.86 5.33 7.30 3.69 7.89 5.58 10.64 [0,0,0] 1,4,3
009 2.55 5.18 4.79 7.02 2.95 5.08 2.94 5.01 [0,0,0] 2,4,4
010 1.88 5.18 2.26 6.02 3.57 5.69 4.46 6.70 [0,0,0] 1,4,3
011 2.62 5.10 5.60 9.53 3.16 5.79 4.97 9.25 [0,0,0] 1,4,3
012 2.08 4.21 4.76 7.30 2.70 5.32 3.20 6.78 [0,0,0] 2,4,3
015 4.99 9.92 6.14 10.59 3.02 6.70 3.39 3.19 [1,0,0] 3,1,4
017 2.81 6.35 4.53 8.12 2.99 5.02 5.63 6.79 [0,0,0] 1,4,3
019 1.64 6.64 4.85 8.00 1.64 6.64 4.85 8.00 [*,0,0] -,4,3
020 1.15 1.15 5.27 5.27 1.85 1.85 5.45 5.45 [0,0, %] 2,4, -
021 2.90 6.40 4.06 8.44 3.30 8.97 6.25 11.54 [0,0,0] 2,4,3
027 2.07 6.53 5.04 8.56 2.32 5.27 2.80 4.25 [0,0,0] 2,4,3
028 1.71 3.54 4.21 5.57 3.79 4.02 5.62 6.10 [0,0,0] 2,4,3
033 2.51 4.73 6.66 6.61 3.42 7.68 9.08 9.98 [0,0,0] 1,4,3
040 1.74 5.48 2.59 5.35 2.57 5.86 3.30 5.96 [0,0,0] 1,4,3
044 1.88 2.84 5.33 4.81 2.86 2.49 4.13 3.74 [0,0,0] 2,4,3
048 2.02 5.33 5.45 7.86 3.70 5.06 5.27 6.97 [0,0,0] 1,4,3
050 3.25 6.29 7.68 10.52 4.37 7.59 7.57 11.23 [0,0,0] 2,4,3
134 1.64 6.11 5.18 8.56 3.38 6.31 4.56 7.37 [0,0,0] 2,4,3
165 1.09 5.35 3.08 5.93 3.43 3.89 3.00 2.99 [0,0,0] 2,4,3

Having fixed the eight optimal foci and rotations, one perfiguration, we now use a simple
scoring function to indicate thignessof each configuration. This is defined as

(15, 1)

4.17
S (4.17)

13 d
F(s) = 3 Zmiin v
=1

that is, the mean of all the (linear) distances between eagraced track;, j = 1,2, 3, and

its nearest contouf’;, « = 1,...,5. Note that the innermost quantity in EQ. (4.17) is scaled
by a factor of1/2 if the reflection sign is negative; this factor takes intoaot the halvened
resolution of the ray-traced negative reflection with respe a positive reflection. The smaller
the fitness value, the better the fit, clearly.

4.2.2 Results

The above contour matching procedure was run for alRth€IPIC subjects for which a pinna
image was available. Talile 4.1 summarizes the final scoteeg§ values) for all possible config-
urations, along with the resulting “best” configuratigft' and the corresponding best matching
contours. For subjects with two tracks only, the missingkiareflection sign is conventionally
labeled with %”. As an example, Fid. 4.13 shows the optimal ray-tracedksdor three sub-
jects: 027 (having a final score close to the mediabi)) (second worst subject), arid4 (third
best subject).

We can immediately notice that configuratisr: [0, 0, 0], i.e. negative coefficient sign for
all reflections, obtains the best score in all cases exce@ubjectd15. However, we noted that
for both this subject and Subje@®9 the optimal focus of the winning configuration is located
well outside the ear canal area, even when the search/tieavidened. Closer inspection
of the corresponding pinna pictures revealed that they waken from an angle which is far
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(a) Subjech?27. (b) SubjeciD50. (c) Subjecti34.

Figure 4.13: Optimal ray-tracing for three subjects. The light grey posurrounded by the
search areaA is the optimal focus of the winning configuratiefft = [0,0,0]. Black points
indicate the three projected tracks, and dark grey poinésttand-traced nearest contours to the
tracks.

from being approximately aligned to the interaural axisuteng in focus points much displaced
towards the back of the head. As an effect, the pinna imageeicbked with respect to all other
cases. Consequently, as no consistent matching can be defirtedse two pinna pictures, in
the following we regard Subje6t9 and Subjec015 as outliers.

All the remaining subjects exhibi°Pt = [0,0,0] as the best configuration. Quantitative
correspondence between tracks and contours varies frojacsub subject, e.g. a much lower
score is assigned to Subjects with respect to Subjecio3; still, scores were defined as above
with the aim to give an indication of the probability of a capnfration for a series of subjects
rather than an intersubjective fithess measure. Integhgtim all cases except one, scores for
s =[1,1, 1] are more than doubled with respect to the complementarygigations = [0, 0,0],

a result which makes the hypothesis of an overall positifleagon sign very unlikely. Also, note
that the second best configuration is generally[1,0,0]. Moreover, trackg, andT; always
best match withC); andC3, respectively, whilél; matches best with'; in 47% of subjects and
with C5 in 53% of subjects. These results enforce the hypothesis of mvegaflection sign for
T, andT3 while leaving a halo of uncertainty 6i’s actual reflection sign.

Nevertheless, the optimality aPPt = [0, 0,0] is further supported by the following observa-
tions. First, ifs; = 1, 77 would fall near to contouf’; just like T3 (see e.g. Fid. 4.13 for graphical
evidence), hence the hypothesis of two different signsdfbections onto the same surface seems
unlikely. Second, as mentioned in SEc. 4.I'6terminates on average earlier tha&nand 7.
This indicates that for elevations approaching 45° the incoming wave hardly finds a reflection
surface, and this is compatible with a reflection on the hethich normally ends just below the
eye level. Last but not least, if = 0, T} falls nearC;, for all those subjects having a protruding
ear; this would mean that reflections are most likely to hagpethe wide helix wall rather than
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Table 4.2: Notch Frequency Mismatch between Tracks and Contours

SUbjeCt m(Tl,C'l) m(Tl,C'g) m(T27C4) m(T3,C'3)
003 11.42% - 12.02% 18.25%
008 8.98% - 8.69% 14.07%
010 4.80% - 2.90% 18.74%
011 8.75% - 7.77% 12.20%
012 - 5.57% 8.98% 8.69%
017 7.80% - 3.44% 17.97%
019 - - 4.48% 5.92%
020 - 5.50% 4.27% -
021 - 9.18% 10.16% 11.73%
027 - 8.14% 2.09% 7.63%
028 - 7.39% 8.05% 14.79%
033 4.52% - 3.55% 16.44%
040 2.98% - 5.50% 12.92%
044 - 9.63% 6.49% 8.10%
048 4.01% - 3.18% 16.19%
050 - 8.62% 7.28% 18.95%
134 - 2.59% 5.10% 10.13%
165 - 3.91% 4.11% 6.44%

the borderC;, which conversely is the significant reflector for subjecitha narrow helix.

Another quantitative result that deserves to be commesttitkiscore per track, averaged on
the 18 “good” subjects:2.37 for T3, 1.84 for Ty, and2.57 for T3. Surprisingly, the best score
is obtained forC';, which was harder to trace in the preprocessing phase. Byastnone of
the clearest contourgs, is also the one that exhibits the greatest mismatch witheiedo its
relative track. This is mainly due to a number of track poistsund elevatiory = 0° being
projected nearer to the ear canal tliagon the pinna image, a common trend that is observed in
11 subjects ovet8 and is clearly detectable in the three cases depicted idHE§, Subjec050
showing the greatest mismatch. This point is further disedsiext.

Another error measure is introduced to show that, even ifatorextracted notch frequencies
are not exactly matched to their measured counterpartgftéetive frequency shift is almost
everywhere not likely to result in a perceptual differen&pecifically, themismatchbetween
a computed notch track; and its associated contodf; is defined as the percentual ratio be-
tween the aforementioned frequency shift and the measwteti frequency, averaged on all the
elevations where the notch is present:

1 111(¢) - Fi(9)]
T)) ; £3(9)

wheren(Tj) is the number of available notch frequencies in tragkf] (o) is estimated from
subject’'s PRTF using the structural decomposition aljoritescribed in Set. 4.1, whilg, (¢)

m(T;,Cy) = o -100%, (4.18)
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is estimated from the associated contéyusing Eq[(4.1B).

Table[4.2 shows frequency mismatches computed§aCIPIC subjects. These results can
be directly compared to the findings by Moore et al. (1989)o steady notches in the high-
frequency range (aroungl kHz) differing just in central frequency are not distingwable on
average if the mismatch is less than approximaiély regardless of notch bandwidth. Although
these results were found for just one high-frequency locatmismatches of; and 7, may
be informally compared with th@%-threshold and conclude that oriljtracks over35 exhibit
a mismatch greater than the threshold, suggesting thatelg@edncy shift caused by contour
extraction is not perceptually relevant on average.

4.2.3 Discussion

The above results provide a quantitative confirmation tai@atleh’s negative reflection hypoth-
esis. Three main notches apparently due to three diffeedtgctions on the concha border,
antihelix/concha wall, and helix are seen in most HRTFs. @ag think of the pinna seen from
the median plane as a sequence of three protruding bordersha border, antihelix, and helix
border. These are regarded by Satarzadeh as boundarieebetitin and air, that in a mechan-
ical wave transmission analogy would introduce an impeéatiscontinuityZ;/7, < 1 at the
reflection point/(Satarzadeh, 2006). Thus, a part of the waudd follow a straight path while
another with diminished amplitude and inverted phase wbeldeflected back to the ear canal.
Despite this intuition, there is no evidence of the fact thates are only reflected at borders and
not onto inner pinna walls.

A recent study by Takemoto etlal. (2009) on pressure digtabupatterns in median-plane
PRTFs reveals through FDTD simulations on four differeriijscts the existence of vast nega-
tive pressure anti-nodes inside pinna cavities at the fostmfrequency. Specifically, when the
source is below the horizontal plane, the cymba, triandoksa, and scaphoid fossa all resonate
in anti-phase with respect to the incoming wave, while whendource is placed in the antero-
superior direction the same phenomenon appears at the baélc& concha. The authors then
observe that these negative pressure zones cancel the méyvasaa consequence, a pressure
node appears at the ear canal entrance. Thus, one can $pexhtat the following genera-
tion mechanism for notches in tradk: a given frequency component of the incoming sound
wave forms a negative pressure area in the vicinity of thexvedll or border, reflects back
with inverted phase, and encounters the direct wave at theasal entrance after a full period
delay canceling that frequency component. Unfortunasehgjlar pressure distribution patterns
for notches in7T;, and73 have not been studied in (Takemoto etlal., 2009); still wethark of
analogous generation mechanisms for these tracks too.

Shifting our focus to actual pinna contours that are resptefor spectral notches, one fur-
ther clue confirms contour’; as most likely associated to tra¢k. The observed “anticipation”
of contourC; exhibited byT; at elevations close t¢ = 0° (see Fig[4.113) may be regarded as
a delay that affects the direct wave alone due to diffractioross the tragus. Evidence of this
phenomenon is also conjectured lin (Mokhtari et al., 2011 nd@ming trackli, these findings
seem to conflict with the common idea that the first notch istdug reflection on the concha
wall (Hebrank and Wright, 1974b; L opez-Poveda and Meddi@6iBaykar et &l., 2005). In two
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works by Mokhtariet al. (Mokhtari et al.| 2010, 2011), micro-perturbations to @rsurface ge-
ometry in the form o2-mm voxels are introduced at each possible point on a siediKEMAR
pinna. The authors observe that perturbations across thkewahea of the pinna, helix included,
introduce positive or negative shifts in the center freqyeof the first notch, especially at ele-
vations betweew = -45° and¢ = 0° in the median plane. Such shifts do not appear if voxels
are introduced over the helix area in higher order notchésse center frequency sensitively
varies for perturbations introduced within the concha, lognand triangular fossa only. This
result clearly indicates that the reflection path respdedir the first notch crosses the whole
pinna area, calling into question the above common beligfgring credit to the provided result
instead.

Admittedly, as/(Mokhtari et al., 2011) points out, the laesult also suggests that ray-tracing
models are based on a wrong assumption, i.e. that a singjlésgasponsible for a notch. Instead
multiple reflection paths concur in determining the didireeparameters of the notch. Nonethe-
less, thanks to the concave shape of the considered comparsay think of a specific time
delay for which the greatest portion of reflections courtetiae direct wave as an approxima-
tion to a single, direct ray.

Another objectionable point of the proposed approach isatfeguateness of using a 2D
representation for contour extraction. As a matter of fsicice in most cases the pinna structure
does not lie on a parallel plane with respect to the head’sanegalane, especially in subjects
with protruding ears, a 3D model of the pinna would be needethvtestigate its horizontal
section. Beside the unavailability of such kind of recongian for the considered subjects, the
original aim was to keep the contour extraction procedutewasost and accessible as possible;
furthermore, additional results in the following sectiomyi confirm that the 2D approximation
is, on a theoretical basis at least, already satisfactory.

It should be emphasized that the results of the ray-traaiadyais do not conclusively prove
that negative reflections effectively occur in reality. Brficular, it remains to be explained from
an acoustical point of view why negative reflection coeffitsaare likely to be produced. Clearly,
a negative reflection coefficient will not have unitary magnitude in real conditions because o
the soft reflective surfaces involved, hence it will alwagsisy -1 < ¢, < 0. This results in a
partial cancellation of the frequency where the notch fahe closer the reflection coefficient
to -1 is, the deeper the corresponding frequency notch will beortter to characterize the
magnitude of the coefficient, it could be therefore worthgtiady how notch gains change with
elevatiord

To conclude this discussion, tradk shows much greater mismatches, mostly due to the
anbove discussed “contour anticipation” effect. Besidesiixs improvements that may take
into account such an effect while manully extracting contoy and lower the mismatch, no
results are available in the literature about notch percen the region betweetd and15 kHz.
However, as already mentioned in Sec. 1.1.2, the third netohlesser importance than the first
two in elevation perception (lida etal., 2007), hence meestimation of its center frequency is
less critical from a perceptual viewpoint.

SUnfortunately, common HRTF recordings do not have a frequeesolution that allows detection of the exact
local minimum characterizing a notch, i.e. notch gain isalsvunderestimated.
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4.3 Non-individual head-related transfer function selection

This section investigates a novel approach to the seledfioron-individual HRTF sets from
an existing database, according to two criteria extrapdl&étom the pinna reflection model of
Sec.[4.2. The idea is that the two chosen HRTFs should reret@artspatial sounds than a
generic one (KEMAR) thanks to the closer relation betweemaigeometry and localization
cues, especially in the vertical dimension.

4.3.1 Previous works

The last decade saw a notable increase of the number of psy@hstic tests related to HRTF
selection techniques. The most common approach, whicls@saopted in this section, is to
use a specific criterion in order to choose the best HRTF setparticular user from a database.
Seeber and Fasil (2003) proposed a procedure accordingith whe HRTF set was selected
among 12 based on multiple criteria such as spatial pearepdirectional impression and exter-
nalization. Even though their selection minimized bottalaration error variance and inside-the-
head localization, it was only tested on the frontal hortabplane. Zotkin et al. (Zotkin et al.,
2004) selected the HRTF set that best matched an anthropomata vector of the pinnae (7
parameters), testing the45°, +45°] elevation range in the frontal hemisphere in dynamic con-
ditions. Results showed a general yet not universal decoddbe average elevation error.

Similarly, selection can be targeted at detecting a sudddRa Fs in a database that fit the
majority of a pool of listeners. Such an approach was pursugdby So et al. (So etial., 2010)
through cluster analysis and by Katz and Parseihian (Kaf ,£2012) through subjective ratings.
The choice of the personal best HRTF among this reduced, deivsver, left to the listener.

A different selection approach was undertaken by Hwang @tatang et al., 2008) and Shin
and Park|(Shin and Park, 2008). They modeled HRIRs on the methae as linear combina-
tions of basis functions whose weights were then interalstiself-tuned by the listeners them-
selves. Results of the respective tests on a few experimsmbgcts, although giving mixed
results, showed how this method generally reduces theizatian error with respect to generic
HRTFs, as well as the number of front/back reversals.

4.3.2 Selection criteria

Thanks to the physical connection between the uniquenesisedistener’'s pinna shape and
elevation cues in sound localization, this work exploits tise of the revised pinna reflection
model of Sed. 4]2 on a 2D image as a selection mechanism foFslR¥ccording to a ray-tracing
methodd the three main frequency notches of a specific median-pldRiERtan be extracted
with reasonable accuracy by calculating the distance ltwaegooint lying approximately at the
ear canal entrance (which is referred to asftieeispoint) and each point lying on the three pinna
contours thought to be responsible for pinna reflections:

®This is possible because in the frequency band where nosgipesar the wavelength is small enough compared
to the dimensions of the pinna.
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Figure 4.14: Side-face picture and pinna contours of one subject.

1. the helix border; in Fig.[4.13);
2. the antihelix and concha inner wadl'{);
3. the concha outer bordefy).

Specifically, given thé-th contourC;, an elevationp the distance between the pinna reflec-
tion point and the focus point i¢;(¢) = ct;(¢). Assuming each reflection to be negative and
responsible for a single notch, the corresponding notofuacy, fi(¢), is calculated using
Eq. (4.13).

These frequencies were found to closely approximate noécjuéncies appearing in the cor-
responding measured HRTFs of a number of CIPIC subjectsdgir@aalyzed in the previous
section. Given a subject whose personal HRTFs are not biajl&is consequently possible for
him to select the HRTF set in a database that has the minimsmatch between thg frequen-
cies extracted from his own pinna contours and&f@otch frequencies of the available median-
plane HRTF, extracted through a the structural decompasitigorithm (see Setc. 4.1.1). More
formally, the above mismatch is defined as a weighted sumeotihigle contour mismatches

given in Eq. [(4.1B):

(o)

wheren is the number of notches in the available HRTFs (typica)lyw; (with i = 1,4,3) is a
convex combination of weights ardspans all the frontal elevation angles available in the HRTF
database betweent5° and45°.

The relative importance of the pinna contours can be deteunby tuning thev;’s. Once
fixed, the HRTF set in the database whose mismatch is the tasveslected.

-3 5 ) Fi0) @19
i é
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Table 4.3: Global mean results of the localization task.

Sl (KEMAR) SQ (w1 = W4 =wW3 = %) 53 (w1 = 1,w4 =ws3 = 0)
Azimuth error (mean/SD) 20.0°+3.0° 21.7°+5.3° 21.3°+4.5°
Elevation error (mean/SD) || 31.6°+4.4° 29.9°+5.1° 26.2°+4.7°
Linear fit slope (elevation) 0.20 0.30 0.40
r? goodness-of-fit (elevation 0.10 0.17 0.31
Front/back reversal rate 36.6% 32.9% 34.3%
Up/down reversal rate 18.3% 14.7% 9.0%
Externalization rate 62.2% 64.7% 69.7%

4.3.3 Localization task

Eight subjectsp males and2 females, whose age varied frazg to 40 (mean27.4, SD 6.1),
took part to the localization task. All subjects reportedmnal hearing according to the adaptive
maximum likelihood procedure proposed in_(Green, 1993).

Apparatus

The listening tests were performed in a Sound Station Prdei® $ooth. Sennheiser HDA 200
headphones were plugged to a Roland Edirol AudioCapture Ulekternal audio card working
at44.1 kHz sampling rate.

Subjects entered localization judgments in a GUI design&diATLAB (see Fig[5.7). In the
GUI three different frames required judgments of elevatiogle, azimuth angle, and external-
ization. Perceived elevatiBwas entered by manipulating a vertical slider spanningedions
from -90° to 90° which interactively controlled a blue marker moving ontceac-shaped profile,
very similarly to the input interface described in (Hwan@kt2008). Perceived azimuth was
selected by placing a point in a circular ring surrounding@\ttiew of a stylized human head,
inspired by the GUI described in (Begault et al., 2001). Themrmalization judgment simply re-
quired the subject to select one of two answers to the questibere did you hear the sound?”,
i.e. “inside the head” or “outside the head”. More detailstlo@ software environment can be
found in Sec 5)2.

Stimuli

Stimuli used as sound source signal were a train of thde@s gaussian noise bursts withh ms

of silence between each burst, repeated three times. Tgesofysound has already been proved
to be more effective than a basic white noise burst (Katz.eP8ll2). The average measured
amplitude of the raw stimulus at the entrance of the ear caast0 dB(A).

"These dynamic closed circumaural headphones offer artigéfigzassive ambient noise attenuation and high-
definition reproduction of high frequencies.
8Azimuth and elevation are defined in this case accordingewétical polar coordinate system.
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Experimental stimuli were then created by filtering the sbsgource signal through dif-
ferent HRTF sets and a headphone compensation filter oltawita the algorithm presented
in (Lindau and Brinkmann, 2012) applied to measured respgooise& KEMAR mannequin with-
out pinnae. It has to be highlighted that compensation wasdovidual; however, such kind
of processing offers an effective equalization of the héade up t® — 10 kHz on average and
simulates a realistic application scenario where it is aasible to design personal compensation
filters. The HRTF sets were selected amongdthsubjects of the CIPIC database (Algazi €t al.,
2001d).

Procedure

Acquisition of pinna images was the first step performed iteorto compute the mismatch
defined in Sed. 4.3.2. An ad-hoc capture environment wasettéa order to acquire left side-
face pictures of the experimental subjects (see[Figl] 4.Ma post-processing phase pictures
were first rotated in order to horizontally align the traguthwhe nose tip; then, the maximum
protuberance of the tragus was chosen as the focus pointo@snt,, C; andCs; were manually
traced and then used to calculate scaled distances frona¢his point and consequently tlig
frequencies as previously described.

For each subject, a fixed HRTF set corresponding to the KEMéigest with large pinnae
(CIPIC ID 21) was included as control condition. Moreover, two diffdreglection criteria were
considered, corresponding to two different convex contimna of the weights in EqL(4.19). In
summary, for each subject three HRTF sets were selected badbe following criteria:

« criterionS;: KEMAR subject;
* criterion Sy: minimum mismatchn, with w; = wy = w3 = %;
 criterion S5 minimum mismatchn, with w; = 1, wy = ws = 0.

It was verified that for each of the tested subjessisind S5 select different HRTF sets, denoting
an adequate pool of subjects in the database and a reasdaiifédrientiation between the two
criteria. Subjec1is also excluded from the candidate selected HRTF sefs ahd Ss.

Eighty-five stimuli per HRTF set, each repeated twice, wess@nted to each experimen-
tal subject, for a total o085 x 3 x 2 = 510 trials. These were generated considering all of the
possible combinations df0 azimuth values (from-180° to 180° in 30°-steps, excluding90°)
and8 elevation values (fromr45° to 60° in 15°-steps), plu$ presentations of thg)°-elevation
point in order to balance the number of stimuli per elevatiSnbjects were instructed to enter
the elevation, azimuth, and externalization judgment$is $pecific order for each trial. Each
presentation of th&5 positions within a fixed HRTF set, proposed in random ordadeup one
block of trials, implying that each subject performed a ltofa6 blocks. The sequence of pre-
sentation of the blocks followed a latin-square design.rtteoto reduce fatigue of the subject,
a 3-minute pause was added between blocks.
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Table 4.4: Elevation results divided per subject.

ID Criterion S1 So S3
Mean elev. erron 34.7° | 37° 26.7°
SA || Slope 0.094 | 0.016| 0.281
r? 0.023| 0.001| 0.231
Mean elev. erron 25.4° | 20.4° | 21°
SB || Slope 0.444| 0.670| 0.606
r? 0.303| 0.534| 0.534
Mean elev. erron 34.9° | 31.8° | 30.4°
SC || Slope 0.162| 0.231| 0.252
2 0.184| 0.335| 0.341
Mean elev. erron 27.1° | 29.6° | 18°
SD || Slope 0.286| 0.231| 0.677
2 0.223| 0.143| 0.627
Mean elev. erron 32.5° | 30.5° | 29.3°
SE || Slope 0.077| 0.115| 0.159
r? 0.074| 0.073| 0.196
Mean elev. erron 29.3° | 27.6° | 29°
SF || Slope 0.309| 0.355| 0.317
r? 0.192| 0.249| 0.200
Mean elev. erron 37.4° | 32.4° | 28.3°
SG || Slope 0.026| 0.477| 0.500
r? 0.002| 0.208| 0.301

Results and discussion

Localization errors in azimuth and elevation were analyssgharately, ignoring front/back con-
fusions on perceived azimuth (with the exception 8bacone of confusion aroun€d0°). Fur-
thermore, linear fitting was performed on the front/back-ected polar-angle evaluations. One
subject who performed elevation judgments at chance pe#oce, corresponding to guessing
the direction of the sound (mean elevation ewdi°), for all three HRTF sets was treated as an
outlier and discarded from the analysis.

The mean and standard deviation of localization errorditlree different selections, along
with mean linear fit details, front/back and up/down cordusiated and perceived externaliza-
tion, are shown in Table 4.3. Note that the adopted critemaeliittle effect on azimuth localiza-
tion; this is reasonable as long as the selection is perfdonginna features only and not on the
optimization of interaural differences. Similarly, the amefront/back reversal rate is not greatly
affected by the HRTF choice, probably because of the nunflsroinant factors that contribute
to its resolution such as dynamic localization cues. HoweSsgeremarkably succeeds in signifi-
cantly improving both the mean externalization and up/dosuersal rates up/down reversals

9The up/down confusion rate is calculated with a toleranc3®bdin elevation angle around the horizontal plane,
and averaged over all target elevations exeeptd°.
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Figure 4.15: Elevation scatterplots of subject SG.

are more than halved with respect4p We now concentrate on a more detailed analysis of the
elevation results.

Table[4.4 illustrates the elevation-related scores ofyesabject, i.e. mean elevation error,
slope of the linear fit, and’> goodness-of-fit. Note thaf; has the average worst performance,
while S3 always scores better resultS; gives an average improvement bf.4% in elevation
error with a peak oB83.6% compared taS;, suggesting that the most external contdatir, has
high significance for elevation cues. Conversglyis found to be unreliable, as its performances
are sometimes the best and sometimes the worst among tleectitezia. This could be related
to the non-individual headphone compensation that inttedwspectral distortion starting from
arounds - 10 kHz, where the spectral notches due to the two inner pinntbaasnigenerally lie.
Consequently, weights assigned to the two inner contoursldtoe differentiated with respect
to that ofC';. More evidence of the benefits brought$iycan be appreciated in Fig. 4115, which
reports individual elevation scatterplots of subject SGti¢e the progressive improvement of
the elevation judgments along with the three criteria, coréd by the rise of both the linear fit
slope (red line) and the goodness of fit.

As a separate note, a deeper analysis of the results higgdighat the best elevation perfor-
mances 0fS; are achieved for sound sources coming from the back (withanrmaprovement
of the elevation error 028% compared tc5;). This finding highlights that the HRTF selection
criterion, even though developed in the front median plasbust and positively affects per-
ception in posterior listening space too. Finally, sindea®n was based on a picture of the left
pinna, the results for sources in the left and right hemigggheere compared. No significant
differences were found, allowing to conclude that for thetdd subjects the chosen ear did not
influence elevation judgments.

The average improvement can be compared to the results byunokkin et al.[(2004), where
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the increase of the elevation performance between a geH&Id~ and a HRTF selected on
anthropometric parameters was reported to be ar@asd% for 4 subjects out of. However,

a more careful calculation of the average performance asixaliubjects shows that the average
elevation error decrease is aboui%. Still, these results are not directly comparable to theirs
because of the different experimental conditions (e.gsgmee of head tracking, use of a hand
pointer for localization, different elevation range, shmaimber of stimuli).

4.4  Anthropometric parametrization of the pinna model

In this section, three set of parameters for the pinna pHRTiE®Iral model presented in Sec. 313.1
are objectively evaluated in terms of the spectral distarintroduced by their approximation of
target PRTFs. In the following sections, we refer to:

* H*¢, HRTFs given by the fully resynthesized model: all paramsetee directly extracted
from target responses using the structural decompositgmrithm;

» H¢, HRTFs resulting from the contour-parameterized modedicmoentral frequencies are
estimated from contours of pinna images, while parametarghe resonant component
and notch gains and bandwidth are estimated from the stalctecomposition algorithm;

* H<e HRTFs built through the fully synthetic model: notch cahfrequencies are estimated
from contours of pinna images, while parameters for themasoe component, and notch
gain and bandwidth are estimated as average values ovecssibj

The aforementioned parameters lead to three models inalogeorder of customization. The
last one might be probably the most suitable version for anagernial use in terms of handiness.

4.4.1 Fully resynthesized model

Section 4,16 has shown that a PRTF at one specific elevatatudies three main resonances.
Given a target PRTF, one can then deduce center frequenclgaartiividth of each resonance
directly from |V, estimated by the structural decomposition algorithm arelthese param-
eters to design three second-order bandpass filter whiatoxdppate them. An adequate filter
structure uses the three bandpass filters in parallel. Matethe higher resonance may be per-
ceptually irrelevant since it lies near the upper limit af trudible range. We could then consider
two resonances only and consequently simplify this blodh wie filter realization of SeE. 3.3.1;
nevertheless, psycho-acoustical criteria are neededtifyjsuch simplification.

For what concerns the reflection block, the same analysieonpeed by the structural de-
composition algorithm oveV,eq| was followed and proceed as in Sec. 4.1.3[and1.1.4 in order
to produce a multi-notch filter. A stricter amplitude threkhfor notches is considered, and no
reduction factor is uset (= 1). Each notch in the spectrum df.q is then characterized by its
central frequency, gain, and 3dB bandwidth, which are fethiéomulti-notch filter construction
procedure. Thus, the order of the resulting filter is twice tlkmber of considered notches and
the amplitude threshold specification is ses @B.
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Figure 4.16: The structural pinna pHRTF model.

Finally, since the effects of the PRTF are limited to the frexocy range - 18 kHz, one can
cascade a bandpass filter to the whole structure in ordett tinciesired frequencies.

4.4.2 Contour-parameterized model

With reference to Fid. 4.16, the only independent paramested by the pinna block is the source
elevationg, which drives the evaluation of the analytic functions digsog resonances’ center
frequenciesr;(¢), 3dB bandwidthsB/(¢), and gainsGi(¢), i = 1,2, as well as the corre-
sponding notch parameterg(¢), Bi(4), G4(¢), j = 1,2,3). Only the center frequencigs:
are customized on the individual pinna shape, hence a fittergzolynomialP;, or PJ, where
P e {F,B,G}, is best fitted to the corresponding sequence of paramdtersygielding a com-
plete parametrization of the filters. All the polynomials shbe computed offline previous to
the rendering process and can be extracted by means of tictusal decomposition algorithm,
exceptF, leading to the/l/¢ model. These functions will be used in the model to contirslyou
control the evolution of the reflection/resonant componehén the sound source is moving
along elevation.

FunctionsE} (¢) can be extracted from the subject’s anthropometry (in the fof a pinna
picture): contourg’; or C; (depending on whether the subject’s ear is respectiveliryming
or not), Cy, and C5 are converted into distances with respect to the ear canednee, and
then translated into sequences of frequencies througdE®)( thus assuming overall negative
reflection coefficients. Again, a fifth order polynomial issbétted to these sequences, resulting
in functionsF7(¢), j = 1,2, 3.
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The resonant part is modeled with a parallel of two differsgtond-order peak filters, fol-
lowing Egs. [[3.1b) and (3.18). The notch filter implememtathas the same form as the first
peak filter with the only difference in thieparameter description, see Hq. (3.20).

4.4.3 Fully synthetic model

It had been shown in Se¢. (4.1..6) that there are no cleartalavdependent patterns for gains
and bandwidths of notches. Moreover, no anthropometriarmpatrization is available for these
parameters yet. Therefore, the mean of both gains and bdtitfor all tracks and elevations
¢ among all subjects is computed, and again a fifth-order poiyal dependent on elevation
is fitted to each of these sequences of points, yielding fonst?, (¢) and Bj,(¢), j = 1,2, 3.
These statistically derived polynomials are fed to strtadtmodel .

Similarly, the mean magnitude spectrum of the resonant coeqt in the median plane
among CIPIC subjects (see Fig.14.6) is considered for thesppakameter extraction dfe.
More in detail, a neve procedure is applied: extracting for every availabevalion angle the
two maxima of the mean magnitude spectrum, which outputgaire, and central frequency
F. of each resonance peakr 1,2, and the corresponding 3DB bandwidtty. Then, a fifth-
order polynomial (with the elevatiop as independent variable) was fitted to each of the former
three parameters, yielding the functiafi$(¢), F}/(¢), andB;(¢),i = 1,2.

4.4.4 Evaluation

In order to objectively evaluate the first two models agatinstoriginal measured HRTFs in the
CIPIC database we consider an error measure based on suhistoation (D) between the
original responseH, and the reconstructed responsk(see Sed.3.1.2 for more details). The
frequency range is limit to5p0,16000] kHz.

Fig.[4.1T reportsS D values, averaged across tttenon-outlier CIPIC subjects, of five dif-
ferent median-plane reconstructed responses:

1. the all-round response of the contour-parameterizecemaiy,;
2. the reflective component of the contour-parameterizedietngiven by notch filtersi ¢ ;

3. the resonant component of the model (either contoumpeterized or resynthesized) given
by peak filters Hs.o, Héo

4. the all-round response of the fully resynthesized mafdg);

5. the reflective component of the fully resynthesized mgadedn by notch filters 73

refl*

Resonant and reflective components are compared to theitezparts extracted by the separa-
tion algorithm.

As expectedH, is the response with the highest aver&ge. As a matter of fact, errors in
the resynthesized resonaiif{) and contour-parameterized reflectivé () components com-
bine together yielding th&' D for Hg;, which ranges fromi to 6 dB on average and is worse
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Figure 4.17: Spectral distortion between reconstructed and measuredamgdane HRTFs
(mean and standard deviation ovis CIPIC subjects).

at negative elevations. This fact can be explained by theroecce of very deep notches at
these elevations, that causes large errors irtthevhen a notch extracted from a contour is not
perfectly reconstructed at its proper frequency.

In proof of this note that, as notches become fainter anddaimith increasing elevation, the
meanS D of Hg, tends to decrease except for a new rise at the last elevatgdesa which is con-
versely due to greater errors in the resonant compaoHlgatAn informal inspection of resonant
components at higher elevations revealed indeed that tedenodeled high-frequency peak
(horizontal mode) disappears, gradually letting non-nhediewer-frequency vertical modes in.
The appearance of such modes also brings a significant ribe 61D variance in the all-round
responses at the highest elevation angles.

As a further confirmation of the criticality of the exact nlottequency location irs D com-
putation, note that when frequencies are extracted frolmHBaFs theSD of the reflective
componentH ., distinctly decreases both in meah B or less) and variance, resulting in a
noticeably lower averagéD (about4 dB) in the total responsH;.

On the other hand, modél* was tested on different CIPIC subjects; in the following, the
results for two of them, Subject 020 and Subject 048, areepted. In both cases, the tracing
procedure marks the rim border, concha wall and border, atideix. Since the concha back
wall is not fully visible from the picture’s lateral view ohé head, a tentative contour for this
surface was drawn (see Sec.]5.4 for details about the coextnaiction procedure).

Having fed the model with all polynomial functions evaluhed half-degree elevation step,
we are now ready to compare the original versus synthesiEltFHnagnitude plots, shown in
Fig.[4.18. We focus on the frequency range upidkHz where all the relevant informations are
included, spanning elevations betweetb and45 degrees in the median plane.

Besides the different elevation resolution in the originadl aynthetic HRTF plots, similar
features can be observed:

1. The first resonance, being omnidirectional and havinglmoest common behavior in all
subjects, is well approximated in both cases;

2. The extracted notch tracks, although much smoother tieartginal ones, closely follow
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Figure 4.18: (a) Contour extraction on Subje€u8’s pinna. (b) Original and (c) synthetic
HRTF magnitudef ¢|, plots for Subject48. (d) Contour extraction on Subje@20’s pinna. (e)
Original and (f) synthetic HRTF magnitud&|, plots for Subjec20.

the measured patterns, attesting fithess of the contowratxn and mapping procedure;

3. Gains, even in the intermediate frequency areas betwaehas and resonances, are over-
all preserved.

On a closer inspection, it can be noted that Subject 020r@dlgi exhibits a wide dip around
¢ = 40° in the highest frequency range which is not correctly repoed; this may be due
to the superposition of two or more notches that cannot bectet when tracing the pinna
contours. As for Subject 048, comparison of his pinna petwith the original HRTF plots
suggests a relationship between the shorter antihelix amcha wall reflection surfaces and two
distinct notch tracks, the first located arouhkHz at negative elevation and the second around
10 kHz at positive elevation. Since three contours are modéhesge two notches are collapsed

in one continuous track, see Hig. 4.18(f). A further notchesps around5 kHz, yet it is likely
associated with a mild pinna contour.
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4.4.5 Discussion

As a conclusion to the presented results, if one assumeshthatforementioned mismatches
are in most cases not perceptually relevant, one can thesidssrthe meais' D of 4 dB in H,

as a satisfactory result, being comparableSto values found in similar works that deal with
HRTF resynthesis by means of HRIR decomposition (Faller &l .ei2010) or anthropometric
parametrization through multiple regression analysis &TH decomposition_(Nishino et al.,
2007). Furthermore, the proposed model is composed of &rst-second-order filters only:
given that many responses exhibit sharp notches whose shapet be reproduced by a second-
order filter, increasing the order of notch filters in part@wvould further improve th&' D score.
However, low-order filters allow cheap and fast real-tinmaiwdation, which is a valuable merit
of the model.

In synthesized models of the Subject 020 and 048, the seesotance is clearly overesti-
mated and its shape does not find a strong visual correspoaadth its original counterpart.
Such mismatch highlights a complex spectrum evolution teepresence of two or more res-
onances interacting in the higher frequency range for @@v&in proximity of the horizontal
plane Shaw (1997). However, following the choice of limgtithe number of resonances to two,
and assuming the first resonance to be omnipresent, thedssgothetic resonance has to cover
multiple contributions.

Further analysis is required toward a detailed model tHastanto account the individual
differences among subjects and their psychoacousticataete besides the observed objective
dissimilarities. Synthetic notches bear a smoother magaiaind bandwidth evolution compared
to the original ones; in particular, magnitude irregolastin the original notches could arise from
superposition of multiple reflections and, in addition,nfra strong sensitivity of the subject’s
spatial position during the HRTF recording session. Furntizee, the CIPIC HRTF database
used in this study does not include elevation data belddr. Alternative HRTF data sets or
BEM simulations should be considered in order to extend théreacing procedure to the range
-90° < ¢ < —45°.

Psychoacoustical evaluations in the context of virtuairemvments are needed to assess the
effectiveness of this approach in improving user's senspreéence and immersion, together
with perceptive relevance of using such homogeneous noidip@ak shapes.

4.5 Future perspectives

In this chapter, a mixed structural approach for estimatingdeling and selecting the pinna
pHRTF was presented. An algorithm that separates the rasand reflective parts of the PRTF
spectrum was firstly implemented and then such decompositas used to resynthesize the
original PRTF through a low-order filter model. Results shdaa overall suitable approxima-
tion to the original PRTFs.

Ongoing and future work in order to extend the structurabdguosition algorithm includes:

» improvements in the analysis algorithm: in particulaotigh the use of a better multi-
notch filter design and extending the analysis in sagita@hgs;
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» enhance the tracking of frequency notches through the NesAQuatieri partial tracking
algorithm, in order to obtain a robust and continuous regregion of frequency notches
along elevation;

» performing regression of PRTF data over anthropometrz@dsurements towards func-
tional representation of resonances and notches.

An analysis of real HRTF data in order to study the relatioiwleen HRTF features and
anthropometry in the frontal median plane supports the tingsis that reflections occurring on
pinna surfaces can be reduced for the sake of design to thageaontributions, each carrying
a negative reflection coefficient. Based on this observatioapgroach to HRTF customization,
mainly based on structural modeling of the pinna contrdoutivas proposed. Spectral distortion
and notch frequency mismatch measures indicate that thi®=ipnation is objectively satisfac-
tory.

The pinna model as it was integrated in the structural motiSes.[3.3.2 represents a no-
table extension of the one in (Satarzadeh et al.,[2007) aslitdes a large portion of the frontal
hemispace, and could thus be suitable for real-time cowfreirtual sources in a number of
applications involving frontal auditory displays, sucheasonified screen (Walker and Brewster,
2000). Further extensions of the model, such as to includecegositions behind, above, and
below the listener and also in sagittal planes, may be obddimdifferent ways.

Furthermore, the exploitation of the pinna reflection mddelHRTF selection is promis-
ing and the reported experiment confirms these expectat©ospared to the use of a generic
HRTF with average antropometric data, the pinna reflectppr@ach increases the average el-
evation performances afr%, significantly enhancing both the externalization and thown
confusion rates. The selection criterion assigning thelaviv@ight to contour”; gives the best
results. Indeed, pinna contours may have different weightscould play different roles in the
selection. As future work, one can exploit the three corgauia tuning process: whil€; will
be used to prune the candidate HRTF sets, the remainingusniall select the “best” HRTF
set among the remaining.

Subjective evaluations that take into account both strattaodel and selection criteria will
allow to understand the influence of notch gain and bandwid#ievation perception as well
as the relation between the resonant component of the PRI Ehanshape of pinna cavities.
All these information are essential requirements in ordehdve a complete anthropometric
parametrization of the pinna model. It will be necessaryadgym listening tests on subjects
for which individual recorded HRTFs are available, in orttehave a “ground-thruth” for the
evaluation of structural models obtained with the MSM apgto

Finally, it is worthwhile to mention that the the listeningtgp comes closely to a feasible
scenario for practical applications (e.g. no individual TR for comparison, non-individual
headphone compensation); in light of this, the next chaptesents a tool that automatically
extracts pinna contours from a set of 2D images (Spagnol,&2@13c). An extension of the
reflection model to three dimensions, e.g. applied to 3D eesiihuman pinna, would greatly
improve the accuracy of the extraction, modeling and sielegirocesses, provided that handi-
ness of the system is not reduced too drastically.






Chapter 5

Personalized 3D audio environments

Headphone-based reproduction systems driven by headrtgesdvices- if properly designed
allow tailoring immersive and realistic auditory sceneany user without the need of expensive
and cumbersome loudspeaker-based systems.

This chapter gives an overview of a number of tools for thdymmaand synthesis of HRTFs
that we have developed in the past four years at the Departofidnformation Engineering,
University of Padova, Italy. The main objective of our studythis context is the progressive
development of a collection of algorithms for the constiutf a totally synthetic customized
HRTF set for a personalized 3D audio environment, replaboty time consuming and expen-
sive individual HRTF measurements and the use of inaccu@teindividual HRTF sets. The
research methodology is highlighted, along with the mldtjossibilities of present and future
research offered by such tools.

A system for customized binaural audio delivery based orexteaction of the relevant fea-
tures from a 2D representation of the listener’s pinna is {i@sented. Particular attention is
given to the contribution of the external ear to the HRTF tiedvily depends on the listener’s
unique anthropometry. An automatic procedure estimatesattation of pinna edges starting
from a set of pictures produced by a multi-flash imaging devienage processing algorithms
designed to obtain the principal edges and their distara®a the ear canal entrance are de-
scribed.

In particular, the shape of the most prominent contours efpimna defines the frequency
location of the HRTF spectral notches along the elevatiothefsound source as described in
Sec[4.2. The resulting contours drive the parametrizaifom mixed structural HRTF model
that performs in real time the spatialization of a desiredi@stream according to the listener’s
position with respect to the virtual sound source, trackeddnsor-equipped headphones. The
low complexity of the model allows smooth implementatiowl @elivery on any mobile device.
The purpose of the developed system is to provide low-testoou binaural audio to any user
without the need of subjective measurements. Design gnetefor hardware and software
requirements are discussed and the effectiveness of arbitstype is preliminarily evaluated on
a small number of test subjects.

This chapter is partially based an (Geronazzo et al., 2088agnol et &ll, 2013c).

99
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5.1 System architecture guidelines

Given an arbitrary sound scene and room by placing an arreyabphones in a specific loca-
tion, it is ideally possible to reproduce the recorded sdigld on a fixed array configuration of
loudspeakers; moreover, one can virtually render virtaahsl sources on top of it. The virtual
acoustic installation built in this way can be used by anydisvever the listener's movements
are restricted to a small sweet-spot.

Among the diverse possibilities offered by spatial audmhtelogies, binaural headphone-
based reproduction systems - if properly designed - allodriag immersive and realistic au-
ditory scenes to any user everywhere without the need ofsjpemker-based systems. These
technologies integrate well with mobile devices in pataci{Fig.[5.1 schematizes such kind of
system): no integrated loudspeaker can guarantee the satieecpality as a pair of common
earbuds or headphones; additionally, headphones arealypicsed on the move without the
need to hold anything in hand. However, the next generatiggodable audio device has to
overcome several limitations. Generally speaking, the-lang) term of these studies relies on
the following goals:

« fully integrate 3D audios engine in mobile devices, ermsyian“everywhere” playback;

» make the devices be capable of analyzing and synthezingisive sound fieldsevery
time” it is needed, on demand;

» develop adaptive technologies that are able to fit the iddal listening experiencdor
everyone’

The research framework presented in the above sectionseehdeth the requirements of
structural modularity and systematic HRTF model evalumatithe modus operandi, defined with
the aim of designing new synthetic filter models and HRIR/pHR&R&ion processes is ex-
pected to progressively set the bar closer and closer to @letanindividual structural HRTF
model suitable for real-time auralization. Models, whostads can be found in Chl 3, are de-
signed so as to avoid expensive computational and tempies such as HRTF interpolation
on different spatial locations, psychoacoustic seleaiodRTFs, or the addition of further arti-
ficial localization cues, allowing implementation and exslon in a real-time audio processing
environment.

5.1.1 Mobile & portable devices

Listeners can experience being surrounded by realistigatincoustic scenes anywhere they de-
sire. This idea is characterized by the use of portable dsvicobile computers (e.g. smart
phones, tablets, etc.) as control and computational ukitre@adphones (e.g. ear-buds, bone-
phones, etc.) as playback unit. The key features of suclteeveside on the following require-
ments:

 being confortable for extended use;
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Figure 5.1: A simplified scheme of the system’s architecture and softvneken line arrows
refer to offline data exchange, solid line arrows to real-tidata exchange.

* providing different degrees of acoustic isolation froralrenvironments.

The first aspect deals with the system invasiveness in aeswof daily living introduced by its
regular usage. Several distinctions can be addressed épeading on the application domain
and resulting requirements; for instance, motor rehabilatsee Sed. 6.1 for a case study) or
navigation aids for visually impaired people (see $ed. @rafcase study) need special equip-
ments and devices. Generally speaking, the system becowasvie if no useful information
counterbalances its physical presence and management.

On the other hand, the latter aspect controls the degreepefgosition of virtual acoustic
scenes on the surrounding audio reality. According to[S&¢iddividual headphones character-
ization able to adapt to listener anthropometry will stigrapntribute to externalization and thus
to the degree of immersion. Moreover, the devices mightrpm@te external acoustic knowl-
edge through real-time recordings made by binaural miaopk located on the headphone cups
(Harma et al., 2004; Christensen et al., 2013). Once properly cosgted, these information
acts as noise cancellation, otherwise it might contribatéhe acoustic transparency of head-
phones allowing the superposition of virtual sound souate®p of the recorded soundscape.

5.1.2 Real listening scenarios and virtual acoustic scene

The “every time” requirements regards real-time constsaamd, specifically, technologies that
ensure different degree of complexity and immersion in tine&l scenarios.

In order to fully exploit the potential of mixed structurabitels in both static and dynamic
listening scenarios, an appropriate audio device equippgdsensors able to detect the rele-
vant parameters to fine tune the model both before and dustening is needed. Head pose
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estimation (head position and orientation) and body tragkvith respect to the device local co-
ordinate system and absolute positioning systems inselectl world are essential components
in determining the degree of immersion and realism of theialfaugmented acoustic scene.

Applications that require the device to be anchored toWheld Reference Fram@VRF)
can consider the use of GPS for outdoor environment and Wighials, radio-frequency iden-
tification (RFID), Bluetooth or hybrid approaches for indoovegonment; nowadays, position
errors are still higher thahm (see Liu et al. (2007) for an extensive review) limiting gpatial
precision and distance estimations.

Rendering of high realistic acoustic scenes is intringycalllti-source, thus VADs require
audio engines that are able to handle complex acousticamagnts in terms of number of
sources and their interaction with the virtual room. The hppsmising technologies to date are
based on the increasingly ubiquitogeneral purpose computing on graphics processing units
(GP-GPU) (Savioja et al., 2011; Belloch et al., 2018bRr et al., 2007). HRTF convolution is
parallelized on GP-GPU speeding up the computation wherpaoed with CPUs. As a recent
example, Belloch et al. (2013) are able to simultaneouslgeen240 virtual sound sources, i.e.
parallel convolution with multiple measured HRTFs at défiet source positions.

Nothing prevents to apply these technologies to binaunadlegng over headphones for
sound field recordings acquired with microphones arrayg (Eigenmiké @). In this research
direction, the main challenges deal with:

* how to measure the sound field with an adequate spatiautesolZotkin et al., 2010);

* how to handle perceptual audio artifacts introduced byraomimal HRTF spatial grid;
this issue mainly regards the number of rendered virtualdpeakers (Laitinen and Pulkki,
2009; Nishimura and Sonada, 2013).

5.1.3 Why customize spatial audio?

One of the main limitations of binaural audio through heaw@s that cause its exclusion from
commercial applications in virtual and augmented realéy In the lack of individualization of
the entire rendering process. Everyone should be able &fibéom a personal (in an acoustic
point of view) portable VAD: it has to manage listeners aoffumetry and psycho-acoustical
sensitivities that exhibit high variance across subjects.

A common practice employs the trivial selection of an unigliRTF set for all listeners (i.e.
recorded on a dummy head). However, as attested in the pge@Gbapters, anthropometric
features of the human body have a key role in HRTF shapinghisnviork, MSM approach is
investigated in order to select non-individual HRTF setsrfran existing database and model
synthetic individual HRTF sets, according to anthroporoetriteria extrapolated by easy to
manage (handiness) geometrical information. The reseaethodology drives to the best MSM
with similar individual HRTF localization performance tikes to the closer relation between
listener’'s geometry and localization cues.

http://www.mhacoustics.com/products#eigenmikel
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It is worthwhile to notice that acquisition procedures feogietrical information have differ-
ent handiness and precision, for instance an updated refi8® scanning methods of pinnae
can be found in Reichinger et al. (2013). Recent trends in HRdkidualization involve rapid
numerical simulation (via boundary element methods) oividdal 3D mesh models, far from
finding an acceptable balance between handiness and agclineccontinuing growth of avail-
able computing power (e.g. parallelism, cloud computingargqum computing, etc.) suggests
that this kind of approach will become feasible in the nexrgealthough the time when it will
be embedded in a portable device is unpredictable.

5.1.4 Multimodal integration

The modular approach described in this thesis merits a breftion also in the multimodal
domain where the integration of a 3D audio rendering engiitle @ther sensory cues such as
video and haptics requires new tools for the evaluationtefyration, cross-augmentation and/or
substitution of different modalities. Thus, all the prawsoguidelines have to be extended in a
multimodal scenario with particular attention on the specnodality being studied.

A recent example is provided by Stamm and Altinsoy (2013)emelthe localization mech-
anism was investigated as a multimodal process (they cen&hring, haptics and propriocep-
tion). Localization prediction of binaural models were lexgied in a multimodal scenario in
order to assess to which extent auditory cues contributbanman perception. Novel interfaces
could surely benefit from such kind of studies, e.g synthegiauditory localization cues that
guide and assist proprioceptive space perception eslyecidarge virtual workspaces. More-
over, the authors highlighted the relevance of employimlvidual HRTF in their future studies
in order to determine the positive influence of spatial auglicues. To this regard, the MSM
approach can help to identify and quantify the contributioaach spatial dimension.

5.2 The research framework

This section gives a brief overview of a number of tools fa #malysis and synthesis of HRTFs,
highlighting in particular the mixed structural model rasgh methodology proposed in Ch.]2.1
along with the diverse possibilities of present and futesearch offered by the mentioned tools.
The main objective of these studies in this context is thg@ssive development of a collection
of algorithms for the construction of a totally synthetic HRset suitable for real-time rendering
of custom spatial audio, taking the listener’s anthropoimg@arameters as the sole input to the
audio chain. Such a modeling philosophy descends from thetatal approach by Brown and
Duda (Brown and Duda, 1998): the global contribution of teteler’s body to the HRTF is split
into smaller blocks or modules, and each module containsasuned, reconstructed or synthetic
response, as will be made clearer throughout the follow&agyens. This approach differentiates
from recent trends in HRTF customization because no selfifuof parameters or selection of
responses from databases will be required in principle byistener.

For the sake of clarity, the discussion follows this logidistinction among the fundamental
components of the presented framework at file system leveld@tabasdolder acts as the main
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Figure 5.2: UML-like representation of the research framework struetur

data container, while all of the algorithms that extracévaht features in the available data are
stored in theanalysisfolder. Thesynthesidolder contains the tools for spatial audio rendering
designed and developed with an eye to real-time constrdtmsilly, the experimental tools for
subjective evaluation of models and the related data a@nargd in theevaluationfolder. The
UML-like diagram in Fig[ 5.2 depicts all the components & framework.

5.2.1 HRIR and HpIR databases

The included data is under the form of several sets of HRIRsrdecofor a high number of
subjects in different spatial locations, and sets of HplRstlie characterization of different
headphone models used for compensation in the reprodustamess. Beside the full-body
HRIR repository, a similar container includes the partial RRli.e. pHRIRS, recorded by iso-
lating specific body parts (e.g. pinna-related impulseaasps measured on the isolated pinna,
or impulse responses measured on a pinnaless mannequesuttirg from the decomposition



Chapter 5. Personalized 3D audio environments 105

carried on by the algorithms mentioned in Secl 4.1.

HRIR and pHRIR databases

As already discussed, a number of publicly available HRIRaliages exist, the most nota-
bles of which are the CIPIC HRTF database (Algazi et al., Zﬁ)add the LISTEN HRIR
database (Eckel, 20@1) The main differences among these and other databasesricdhee
type of stimulus used, the spatial grid of the measured HRIRbtlze microphone configuration
(blocked- or open-ear-canal, distance from the eardruer), et

An attempt to unify the aforementioned variability in HRIRtalaases gave birth to the
MARL-NYU data format(Andreopoulou and Roginska, 2011); CIRISTEN, FIU (Gupta et al.,
201()@ and KEMAR-MIT (Gardner and Martin, 19®)jatabases were stored in this format,
which organizes the information into data and specificasiections. The described repository
takes the MARL-NYU format as a starting point towards theadtrction of some additional
relevant information:

 the raw HRIR data in addition to the already available corsp&ed version;
» the HRIR’s onset sample;

* the coordinate system adopted for the measurements amdl@tiee management of the
measurement space.

Furthermore, four more databases were stored and fitte@ t@gository:

1. the Aalto HRIR database ez Boldos and Pulkki, ZOJ.ﬁwhich includes actual source
direction data;

2. the ARI HRTF databaé?(ecollecting both in-ear and behind-the-ear measurements;

3. the PKU&IOA HRTF database (Qu et al., ZOQ)Qntaining near-field recordings from a
KEMAR dummy head;

4. the Aalto PRTF database (Spagnol et al., :ZMDl,ich collects pinna-related impulse re-
sponses in the mid-sagittal plane as pHRIRs.

As Fig.[5.3 sketches, each single measured subject can beiassl toN different HRIR
sets. Each set corresponds to a different measuremenorsedsr instance, open-ear canal

2http://interface.cipic.ucdavis.edu/
Shttp://recherche.ircam.fr/equipes/salles/listen/
“http://dsp.eng.fiu.edu/HRTFDB/main.htm
Shttp://sound.media.mit.edu/resources/KEMAR.htm|
Shttp://www.acoustics.hut.fi/go/aes133-hrtf/

http://www.kfs.oeaw.ac.at
8http://www.cis.pku.edu.cn/auditory/Staff/Dr.Qu.fil€si-HRTF-Database.html
Shttp://www.dei.unipd.it*spagnols/PRTHlb.zip
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Figure 5.3: HRIR/pHRIR repository structure.

and closed-ear canal recordings of a given subject make oglifferent sets. Each HRIR set
is in turn associated to a data structure composed of twa géoting raw and compensated
information. Both raw and compensated datasets are storedadasand .wav files. The .mat
structure is divided intepecsanddatasections.

The first section reports all the required information aldbatsubject, to whom a unique 1D
number is assigned, and the adopted measurement techmltgitollowing details are included:

 coordinate systemnteraural polar or vertical polar;

sampling frequencgin Hz) of the HRIRS;

stimulus typeexcitation signal used for measurements;

filter type(in compensated version only): filter used in the compeosatf the HRIR (e.g.
minimum-phase or fixed filter);

microphone positione.g. at the entrance of the blocked/open ear canal, at tdeuea,
etc.;

databasdoptional): name of the database to which the responseadpelo

A crucial issue with respect to the first point is how to intetghe polar ranges for azimuth
6 = [-180°,180°) and elevatior = [-90°,90°] of the MARL-NYU database container, because
the inclusion of a database likely implies a conversion efdhgular ranges. This is the main
reason why the information about the coordinate systentlsded.



Chapter 5. Personalized 3D audio environments 107

The data section defines the details of each different HRIRsoreaent. Three fields uni-
vocally determine the spatial position of the sound souazmuth and elevation angles (in
degrees), andistance(in meters) from the center of the subject’s head.

Depending on the coordinate system, azimuth and elevatwe Hifferent definition and
range (see SeC. 1.2.1 for more details). Such a differ@miabuld cause confusion and am-
biguity (as it happens in the MARL data format); this is marthgethe repository by calling
the two anglesingle; andangles: angle; is the one with rangé-90, +90], while angle,; has
[-180,+180) range. Points with equalngle; describe a circle which is parallel to the median
plane (interaural polar case) or parallel to the horizoplahe (vertical polar case).

The remaining fields of the data section are dedicated tcehdtrof the measurement:

* HRIR pair of vectors relative to the left and right ears contagnihe HRIR samples;

* onset pair of indices indicating the onset sample of each HRIRaedalculated as the
sample which precedes the last zero-crossing before theimpulse of the HRIR;

« |ITD: difference between the left- and right-HRIR onsets; if thargl source is on the left
(right) the ITD is negative (positive).

Finally, the subject’s anthropometric data is saved iratfitaropometryolder and associated
to a single set of HRIRs. As a matter of fact, each HRIR set has teeba as a still frame
of the subject’'s anthropometry during those measuremuitiish is not guaranteed to remain
unchanged in a future measurement session. The data famat defined at the moment, yet
it is desirable to uniform heterogeneous anthropometfarmation in a coherent data format in
line with biometrical standards (Abaza et al., 2010).

The pHRIRs are organized in the same manner as the HRIRs; it iot#re one who in-
cludes the partial responses to keep track eaoamenfield of which structural component is
associated to those signals. The HRIR and pHRIR repositosediiferent subject ID enu-
merations with the constraint that a subject whose paesponses are included in the pHRIR
repository is linked to a corresponding subject in the HRIpository through theelated D
field. Such a subject always exists, possibly with a corredjpgy HRIR data structure contain-
ing his/her anthropometric data only.

The resulting effort towards a standardization proposal gigen birth to BTDEI format,
schematized in Fig. 5.4. This data exchange format perntig;aparent usage of HRTF/pHRTF
data independently from original formats (passing throagtonversion layer) and a modular
approach aiming to easily add any required functionalitiethier it is an analysis algorithm
and/or a 3D audio application.

HpIR databases

The proposed standardization of HpIR databases followsgan@&zation similar to the one intro-
duced in the previous section for HRIR/pHRIR databases. Theksgrvations (also identified
in Sec[1.2.P) that guide the design of such structure (sp&H) are:

* HplIRs are highly sensitive to the positioning of headphpnes
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» both closed- and open-ear canal measurements are redoirgae evalution of binaural
reproduction;

* how the headphones interact with the external ear isIgtsabject-dependent.

Intersubjective variability is particularly marked in theh-frequency range, where important
elevation cues generally lie. Thus, an inaccurate compiendikely leads to spectral colorations
that affect both source elevation perception and soundreteation (Masiero and Fels, 2011).

A new file-system level is inserted on top of thigbjectfolder: for each pair of headphones,
a collection of individual HpIRs and equalization filters atered. Indeed, one of the purposes
of this archive is to compute the equalization filter that pemsates the headphone starting from
the raw HpIR@ Everysubjectfolder contains three subfoldersaw, compensatedndeqg The
raw subfolder contain raw data from the recordings in both .mdt.s&vav formats. The second
subfolder contains the compensated impulse responsds,tiviatter stores the equalization fil-
ter (under the form of an impulse response) obtained fronmthese HpIR through one or more
techniques, e.g. considering the mean HpIR measureméntagpect to all the repositionments
of that devicel(Nishimura et al., 2010).

The .mat structure is divided intspecsand data sections. The former section includes,
additionally to thesampling frequencystimulus typefilter type andmicrophone positiofields
(defined in the same way as in the HRIR repository), the folgwnformation:

* headphone modgbroducer included;

Although various techniques have been proposed in ordexc® the equalization issue modeling the correct
equalization filter is still a hot open research theme.
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 eq algorithm(in eqversion only): equalization algorithm used (e.g. prepssed inversion
transfer function, least-squares minimization of invemserror , etc.).

Furthermore, similarly to the HRIR / pHRIR repository, it isgsthle to include generic HpIRs
measured in other laboratories and keep track of this irdition in thedatabasdield.

The datasection is made of an array of structures of lengtk= number of repositionings
for that pair of headphones) with each cell containing thea é@m a single recording:

» HpIR: pair of vectors containing the HpIR samples, relative &ldit and right ear/headphone
respectively;

* onset pair of indices indicating the left and right HpIR’s onsetrgae.

Finally, specific characteristics of the headphones suttaasducer type, acoustic coupling,
and design are stored in their data sheet. This informageites in the root directory of that
device and no re-organization has been made until now.

5.2.2 Signal analysis tools

The analysisfolder (see again Fid. 5.2) contains all the Matlab scripid data structures ex-
ploitable for HRTF analysis. The typical work flow follows analysis-by-synthesis paradigm
where the step-by-step modeling of salient features plagigraficant role in the analysis of
the acoustic signal. A notable instance of such paradigrepeesented by the PRTF structural
decomposition algorithm (see Séc.14.1), which iteratiwtirapolates the reflective component



110 Mixed Structural Models for 3D Audio in virtual environments

of a PRTF while keeping its resonant structure intact byatiseibtraction of multi-notch filter
structures. A similar algorithm, used in Sec. 3.1.2, separthe near- and far-field contributions
of a rigid sphere approximating the head, allowing to moklelttvo contributions independently
through different filter structures.

Many other tools are included in order to support these amalyethods. For instance, an
image processing algorithm that extracts the relevantraptimetric parameters from a picture
of the pinna will be presented in Séc.]5.4. A script for PCA niiogeof HRTF data that helps
understanding the degree of variability of the transfecfioms with respect to specific features
is available|(Spagnol and Avanzini, 2009). Last but nottldasadphone equalization algorithms
implementing various inverse filtering techniques areuded.

5.2.3 Synthesized audio rendering

The audio engine, stored in tteynthesisfolder (see again Fid. 5.2), includes four modules
organized in separate subfolders:

» model real-time realizations of the synthetic structural comgts;

» componentscollection of tools that perform real-time convolutionstiveen audio files
and HRIRs/pHRIRS;

» headphonesmanagement tool for headphone compensation filters;
* extra utility bundle for I/O operations, sensors and basic biabprocessing tools.

Various combinations of one or more instances for each neoald possible in order to realize
a candidate version of the 3D audio engine. All instancescareently implemented in Pure
Datdd a graphical programming environment for audio processimthe form of C/C++ exter-
nals. All the tentative prototypes are catalogued in a @&rrtblder (therenderingfolder), each
accompanied by a descriptor file including the list of the med used in that instance.

The intrinsic modularity of our approach leads to the impdaation of one structural filter
block for each relevant body part:

* a pinna filter realization that acts as a synthetic PRTFsisting of a peak and notch filter
structure (see Selc. 3.8.1) where each filter is fed by thresnpters (peak/notch central
frequency, bandwidth, and gain) each stored in a configurdifie indexed by the current
elevation angle;

* a spherical model of the head that takes into account flat-fird near-field scattering
effects around its rigid body. The parametrization is maa® the sphere radius selected
as a weighed combination of the listener’'s head dimensialyati et al.) 2001a) and the
near-field contribution is reduced down to a first-order @ihef filter (see Se¢. 3.1.2);

YPuckette!(1996), http://puredata.info/
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Figure 5.6: (a) A high-level technical description of a typical expesimal scenario. (b) Head-
phones augmented with a head pose tracker.

* aspherical torso approximation (as in the snowman modgbiA et al., 2002b)) that mod-
els elevation cues at low frequencies.

The extrafolder deserves a more detailed description. In this foldegollection of third-
party utility tools is kept updated and integrated in ourtptgping environment mainly devel-
oped in Matlab, Pure Data and C/C++ libraries. A basic exteiaralne rendering process is
CW_binaurat (Doukhan and &&ks, 2009) that implements real-time convolution of sound in
puts with selected HRIRs (an antropometry-driven selectiger@ is proposed and discussed
in Sec[4.B). It has the peculiar feature of being able to bvadrbitrary discrete set of HRIRs in
.wav format and realize different kinds of interpolatiortveeen adjacent spatial positions. This
tool is at the basis of our dynamic 3D audio rendering systenere the successful transposition
of dynamic sources into a virtual world not only depends andhcuracy of the interpolation
scheme but is also heavily conditioned by the quality of thetiom tracking system. In de-
creasing order of degree of immersion, a PhaseSpace Impld€ap systemd a head-pose
estimation system via webcam with the faceAPI softwarealjtd and a Trivisio Colibri wire-
less inertial motion trackéd mounted on top of a pair of headphones are already integnated
our environment.

5.2.4 Experimental environment

An environment for subjective localization tests is stonedhe evaluationfolder (see again
Fig.[5.2). A collection of GUIs in Matlab offers the main eraiment for the playback and

12 http://www.phasespace.com/impuls®tion capture.html
13 http://www.seeingmachines.com/product/faceapi/
14 http:/iwww.trivisio.com/products/inertial-motionatcker/
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evaluation of HRTF data and models (screenshot of [Eid. Spictdean example of available
GUI). The subject listens to the sound stimulus, interatyigelects the perceived sound location
and/or other properties, and switches to the next soundiktsn

The basic features for the experimenter such as subjectessios management are also
available. Subjects’ records and their personal inforomatan be manipulated on demand.
Each experimental session is stored in an independent iéddd by a session number id. The
taskinfo struct contains the descriptive information of the task #edtimestamps for each trial
conducted within the session. The latter field operates asrepy key to read and understand
the experimental data stored in a table specifically desidoethe purpose of the experiment.
Common statistical analysis software can directly impcgtahieady organized data.

From a technical point of view, the data exchange betweenaklanvironment and audio
engine is granted by the OSC (Open Sound Control) procruhning on top of UDP.

Figured5.6(a) reports a technical description of a typiggkeiment. A pair of common head-
phones augmented through motion sensors, as the one giaifig).[5.6(b) (AKG K240 MKII),
easily fits the most common applications. The Trivisio Colareless motion tracker installed
on top of the headphones incorporates indeed a number afrsei@s-axis accelerometer, &
axis gyroscope, and&axis digital compass) able to track the 3D orientation eftlser’'s head
thanks to th&-DoF motion processing they convey.

Data from the motion sensors (pitch, roll, and yaw rotatiohshe head) are sent in real
time by radio transmission to the audio processing moduletiaamslated into a couple of polar
coordinateq#, ¢) of a fixed or moving sound source. These coordinates finafiyesent the
input to the structural HRTF model that performs the contiofubetween a desired sound file
and the user’s customized synthetic HRTFs. In this way,idem/that the center of rotation of the
head does not excessively translate during the rotatierysbr will ideally perceive the position
of the virtual sound source as being independent from higomovement. For what concerns
distance tracking between the user and the sound sours®ak head tracking device, e.g.
deepth cameras, might be able to estimate the position disteaer within the local coordinate
system of the device.

5.3 Modus operandi

The research process aims at building a completely custdmeizstructural model through subse-
guent refinements, starting from a selection of recorded HRiRgotally synthetic filter model.
The intermediate steps are balanced mixtures of select@®dRéH4and synthetic structural com-
ponents (see S€c. 2.2 for the MSM formalism).

A candidate mixed structural model is described by a set @frpaters and components; the
evaluation step guides the exclusion of certain combinataf such components. The obtained
3D audio engine shall maximize both handiness and locaizg@ierformances: this means that
synthetic partial HRTF with a low handiness, e.g. high codtation degree with cumbersome

BIn the Fig[5.6(a), pnetlibrary and thedumpOSCexternal are responsible for communication on the Matlab
side and on the Pure Data side respectively.
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Figure 5.8: Typical research workflow towards a complete structural model

procedure in order to acquire parameters, but poor lodaliz@erformance compel us to con-

ceive a different or modified submodel. In such a case, a guewersion of that submodel,

whether it be synthetic, directly recorded or extracted hglygsis, remains the best option for
the component’s acoustic contribution up to that point. dasas the partial selection process is
optimized, the best solution for the complete structuratiedds provided. The typical research
workflow is now described in more detalil, referring to Fig throughout the whole section.

5.3.1 HRTF Selection

The simplest possible HRTF selection procedure is realigechoosing the same set of HRTFs
for all of the listeners. Whether it is the best available lzea or a mannequin with mean

anatomical features, no prediction can be made on the mat@in performance of a specific
listener. An insight knowledge of the relation between lzedion cues and anthropometric fea-
tures can guide the selection process as in_(Middlebro®89)1 If measurements of pinna di-
mensions for each subject in the considered HRTF databaswaitable, a simple “best match”
with directly measured pinna dimensions of a common listezen be exploited. Eq.(5.1) de-
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scribes a similarity functions(/, 7), on the left pinna applied to the CIPIC HRTF database:
N i i i
s(1,j) = min (dy +dj+dj-p'), (5.1)

where N is the number of subjects in the databageis the vector associated to theth an-
thropometric feature of the pinna, i.e. cavum concha h€ight cymba concha heighti{) and
fossa heightd,) respectively, ang' is the distance from the superior internal helix border to
the intertragic incisure of theth listener. At the end of this procedure tjih database subject
which has the minimum pinna mismatch with thth listener, is selected as the best-matching
elevation localizer and this correspondence is saved iexperimental environment.

5.3.2 Structural HRTF selection & modeling

The keen reader shall criticize the restriction of the fagtdection procedure to the sole contri-
bution of the pinna. Of course, there exists no guarantethéaccuracy in azimuth localization.
However, the former procedure can be applied to the AaltoRFP@atabase or alternatively to a
collection of mid-sagittal PRTFs extracted in the analgseép. On the other side, the selection
of a best matching contribution from the head by means ofrdszbimpulse responses (such as
the pinnaless KEMAR HRIRS) or of extracted ITD (interauraldictifference) / ILD (interau-
ral level difference) information may adopt the same pptei Such an alternative leads to a
finer selection of each structural component and is at the bathe progression of our mixed
structural modeling approach.

HRTF sets resulting from further refinements of selectigtega should now be compared to
our candidate synthetic filter models, the parameters oflwaie strictly related to the anthropo-
metric quantities used for HRTF selection. The simplestrgda is the head radius optimization
for the spherical model in Selc. 3.11.1. EQ. (5.2) describe®ialtsimilarity measure between
optimal head radii that is based on the application of Ed) (& a listener and all the database
subjects:

S(laj) = 1£I11H]1V a:)pt - aépta (52)
whereagpt is the optimal sphere radius for theh database subject anf;lpt is the optimal sphere
radius of thel-th listener. At the end of this procedure we obtain two aki¢ives to test and
compare: (i) a parameterized spherical filter model Withusldgpt and (ii) a set of real ITDs
extracted from the HRTFs of the selectgth database subject.

Restricting our attention to the cited structural composé€néad and pinnaj,x 3 instances
of mixed structural models already arise from the combamatif the following alternatives:

 pinna structural block: measured KEMAR PRTFs, Aalto PR&Fabase selection, selec-
tion of extracted PRTFs from HRTF databases;

* head structural block: measured pinnaless KEMAR HRTHggcten of extracted ITDs,
parameterized spherical filter model.

Further combinations can be also taken into account; féamee, if a pinna contour extrac-
tion procedure is performed instead of a simple pinna hetggdsurement, the structural model
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discussed in Sel. 4.4 or the HRTF selection criterion in&&ocan be counted with the previous
alternatives.

5.3.3 Evaluation

The candidate models are subjected to three complementaagions:

* objective evaluation signal-related error metrics such as spectral distodiuh spectral
cross-correlation;

 auditory model evaluation: auditory filterbanks and statistical prediction mo@ls;
* subjective evaluation listening tests of localization and realism.

The space of possible structural model instances is reducadwo-stage evaluation proce-
dure, made by a single-component and a full-model evalnalibe single-component evaluation
focuses on the minimization of the ertby,,q.; in Fig.[5.8, defined as the mean localization error
of the best synthetic version available. A dimensionallyueed localization space (e.g. mid-
sagittal plane data only) supports this early s@g@.he full-model evaluation takes the best
representative solutions for each structural componeatder to test the combined effects and
the orthogonality of the models within full-space 3D vittsaenes. The minimization df,,;,,
defined as the mean localization error of the mixed struttnoalel, leads the mixing process.

Once the best MSM currently available is found in term#gf,, one can analyze its handi-
ness and try to design a device that covers those hardwasoéadre requirements. Otherwise,
two other directions are contemplated in the MSM approach:

« find a more technologically handy procedure to acquire #mesparameters;

* discover a new instance of MSM that exhibits the same oebkttalization performances
and higher handiness;

5.4 Automatic extraction of pinna edges

As stated in previous Chapters, HRTFs are strictly persaméltlae pinna plays a fundamental
role in the shaping of HRTFs and in the vertical localizatafra sound source. Sec. B.3 has
presented the following analysis: while resonance peatkeduaced by the pinna are similar
among different subjects, frequency notch locations aitecalty subject-dependent. A ray-

tracing law has strengthened the hypothesis that in from¢alian-plane HRTFs the frequency of

160ne valuable tools is the Auditory Modeling Toolbox, AMTbok (http://amtoolbox.sourceforge.net/), a Mat-
lab/Octave toolbox for developing and exploiting auditpsrceptual models (such [as Langendijk and Bronkhorst
(2002)) which gives a particular attention on binaural miede

Y7A partial example of such a modus operandi at this stage cappeeciated in the external ear’s case studi of
ch.[4
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spectral notches, each assumed to be caused by a singléoaffeth, is related to the distance
of the most prominent pinna edges to the ear canal (or meattsgnce.

Such hypothesis allows for a very attractive approach tg#rametrization or selection of
the HRTF based on individual anthropometry, i.e. extrajpudethe most relevant parameters that
characterize the HRTF spectral shape from a representaititve principal pinna edges, which
need to be in turn estimated from a picture. Having outlifesl basic yet unexplored idea, the
challenge addressed in this section concerns computhtioage processing side and may be
summarized by the following questions:

* how to automatically derive a robust representation ofrtfuest prominent pinna edges
from one or more side face pictures of a person?

* how to develop a handy procedure from both the design anghatational points of view?

5.4.1 Previous works

It is commonly accepted that no two human beings have idargionae, and that the structure
of the pinna does not change radically over time (lannargdB9). These two simple state-
ments are at the basis of a recently growing interest in the digbiometrics in using the pinna
as an alternative to face-, eye- or fingerprint-based stibgeognition. A multitude of works
addressing ear biometrics has surfaced in thellastears starting from Burge and Burger's
rediscovery|(Burge and Burger, 2000) of the work of lannafgdinnarelli, 1989), the pioneer
of ear recognition systems. These new works generally addhe study and design of all the
building blocks making up a complete recognition systeroluiding ear localization in images
or video, feature extraction and matching. A comprehensview of the state-of-the-art in ear
biometrics up t®010 can be found in(Abaza etal., 2010).

Radically different approaches to the definition of a feataoelel that uniquely and robustly
defines the pinna morphology from 2D or 3D images in ear reitiogrsystems have been pro-
posed/(Chen and Bhanu, 2005). Some of these directly trarthponput ear image to a different
domain, e.g. using a 3D elliptic Fourier transform (Hethgton et al., 2003) that compactly rep-
resents the pinna shape or a force field transformation édti al., 2005) that treats pixels as an
array of mutually attracting particles acting as the soof@Gaussian force field. Others extract
an edge map from the original image containing the pinnajkh@o such map either the pinna
is localized into the image or distinctive features areawoterd. Since the focus of this research
is in the extraction of pinna contours from 2D images, a neefew of these latter approaches
are presented.

The most obvious way of extracting edges from a generic intagées the use of standard
intensity edge detection techniques such as the Canny mé@mthy,l 1986). This method
was exploited by Burge and Burger (Burge and Burger, 2000) tarobt&oronoi diagram of
the pinna edges, from which an adjacency graph was built faiching. Ansari and Gupta
(Ansari and Gupte, 2007) also used the Canny method as thmgtpoint towards extraction
of the outer pinna edge for localization of the ear in sidesfpictures. However, in neither of
the two works the effectiveness of the Canny method in theaettem of all pinna edges was
analyzed in detail.
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An analogous approach was adopted by Morenolet al. (1999prder to obtain a profile
of an ear picture, Sobel filters were applied both in the lomtial and vertical directions of a
grayscale image. Then the most marked intensity discatiBsuvere derived from each re-
sulting image by standard thresholding, and the sum of tteskiolded images gave the profile.
This was used either to automatically extract a biometratareof feature points of the pinna or
to compute a morphology vector capturing its shape; thesworewere the input for a percep-
tron performing classification. Thanks to such heuristocpdure 90% of feature points were
reported to be correctly found.

An alternative to the Canny and Sobel methods was proposed byeg&C(Chor&, 2005).
Edge detection in a grayscale image of the pinna was perfbthreugh a pixelwise method
which examined illumination changes within eatk 3 pixel window. Based on the minimum
and maximum values of pixel intensities in such window an@woadaptive threshold value, the
center pixel was either labeled as edge or background. feesttraction from the edge map was
then fulfilled by tracing concentric circles around the edggp’s centroid and computing the
intersections between circles and edges. Still, no qudivetresults were given for the accuracy
of both the edge map computation and the final classification.

Jeges and Mte (2007) proposed a very similar method, where the obtaidged enap was
used in conjunction with an orientation index image to detiee position of the ear in a video
frame sequence and adapt a deformable template modek(aotiwour method) to the ear itself.
Similarly, in a very recent work Go@atez et al.|(2012) used adaptation of an active contour model
and ovoid fitting to localize the ear in side face pictures estiimate features under the form of
distances between the outer and inner pinna edges and #recitige centroid. No detail on how
these edges were extracted is provided.

Jeges’ edge extraction algorithm was also a critical corapbaf the reconstruction method
by|Dellepiane et al! (2008) which interactively adapted ah&2ad model to a specific user start-
ing from a set of pictures of the head and pinna. Following mmementary approach to an
anthropometry-based HRTF customization techniques,ab@ting model was fed to a simpli-
fied boundary element method solver in order to simulateoou$iRTFs for that user. Regret-
tably, few data supported the accuracy of this method for HRmulation.

5.5 Multi-flash camera-based approach to pinna edge extrac-
tion

Even though edge detection through intensity-based mstbeems to be a valid choice in the
extraction of pinna edges from 2D images, it is not the soletin® most efficient option. One
can initially try to process pictures with the Canny methodt i turned out that it fails in
low-contrast areas such as the pinna, and especially irs eglsere shadows are not projected
below the considered edge. Hig.|5.9 shows an example of Calygyextraction (with standard
deviation of the Gaussian filter = 2, lower hysteresis threshotd = 0.2, and upper hysteresis
thresholdt;, = 0.5) on four pictures of the same pinna taken with differenttlighurces. It can
be clearly noticed that while in some cases the extractiacegptable (rightmost image), in all
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Figure 5.9: Canny methodA = 2, ¢, = 0.2, t;, = 0.5) applied to four different pictures of the same
pinna taken with different light sources.

other cases either some important depth edges are lost @ samor depth edges or specular
highlights are extracted.

A more robust depth edge extraction can instead be achiéwedgh a technique known
asmulti-flash imagingRaskar et al., 2004). The central concept to multi-flash ingggvhich
was born as a technical solution to non-photorealistic enadering, is the exploitation of a
camera with\V flashes strategically positioned around the lens to castostmalong depth dis-
continuities in the scene. For each of tNdlashes a picture is taken; the location of the shadows
abutting depth discontinuities, appearing only for a ssidset of theV pictures, represents a
robust cue to create a depth edge map. Thus, thanks to tiptesimd computationally efficient
method, one can robustly distinguish depth edges from itexddges due to reflectance changes
or material discontinuities.

To the best of the author’ knowledge, the method has nevan bgstematically applied
to pinna edge detection before. Since the pinna has a unifextare, the main purpose of
multi-flash imaging would reduce to the extraction of thest markedlepth discontinuities, that
usually correspond to the outer helix border, inner helirdeg concha wall/antitragus border,
and tragus border (see Séc. 5.5.3 for definitions of thesmizal components). We now
describe the hardware and software components that impletine multi-flash camera-based
pinna edge extractor.

5.5.1 Multi-flash camera prototype

A multi-flash camera prototype was built and the main elegttr@omponents of the device,
pictured in Fig[5.10, are:

* a battery-powered Arduino UNO microcontroller boAdld:;

* an Arduino data logging shield;

8http://arduino.cc/en/Main/arduinoBoardUno
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Figure 5.10: The multi-flash device: full prototype and electronic parts

* aTTL serial JPEG camera;
» four Super Bright White LEDs;
¢ a common SD card.

The data logging shield manages data transmission fromaimei@ to the SD card. The four
LEDs, which represent the four flashes of our multi-flash qama&re symmetrically positioned
around the camera lens along@anme-radius circumference and can be turned on independently
by the microcontroller. As we will later see, their positsowith respect to the pictured scene,
i.e. in the up, down, left, and right directions, allow sifiphation of the post-processing phase.
Since the light emitted by each LED has a high directional ponent that clearly appears in
pictures, the application of a punched and reversed papss dlottom right above the LEDs
allows projection of a more diffuse light field.

The electronic components are secured to a rigid board bylémg pins and enclosed in
a hemi-cylindrical PVC foil, whose shape affords corredeotation as referred to the pinna.
The height of the half-cylinderlf cm) was chosen so as to entirely fit a big-sized pirtheng
height) in the pictured frame. Furthermore, the fixed distabetween the lens and the pinna
allows to maintain consistency among the dimensions o¢ifit pinnae. Lastly, because a dark
environment is desirable to better project shadows, the spie of the hemi-cylinder is closed
by a square of dark cloth with Velcro fastening strips befiata acquisition.

Acquisition of the required data is managed as follows. Bynemting the battery to the
Arduino board, an Arduino sketch performing the followingeoations is run:

whil e no notion detected do
wait; {wait for notion detection}
end while
delay 10 s;
for k=1 to 4 do
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Figure 5.11: Subject during acquisition of pinna images.

ledk < turn on;

take picture;

led k < turn off;

ingk.jpg < picture; {save to SD card}
end for

When the cap is removed from the lens, motion detection igérigd. During the following
10s pause, the subject presses the open top side of the dewizedanis/her left or right ear
trying to avoid hair occlusion and aligning the hemi-cykndvith the pinna (see Fi@. 5.11).
Afterwards, four pictures each synchronized with a different flash ligh&re acquired. Because
of the required storage time of the current prototype, thisibprocedure takes approximately
30 seconds, during which the subject tries to hold the devicgith®s possible with respect to
the pinna. The four pictures, stored in the SD card2s240 pixel JPEG files, are then passed
to a PC for processing.

5.5.2 Depth edge map computation

After having associated each picture to the position of threesponding flash lighti{ = left,
19 = right, i3 = up, 74 = down) depending on whether the left or right pinna has begniesd,
the picture set is fed to a MATLAB processing script. The iempénted procedure is divided
into a pre-processing phase and an automatic depth map tatopuphase, whose core is the

algorithm described in (Raskar et al., 2004).

The pre-processing phase consists of the following steps:

1. grayscale conversiarthe four images are converted to grayscale;

2. intensity normalization the four grayscale images are normalized with respectdo th
mean intensity;
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3. motion correctionimages are first rotated and then translated for the bestipeselative
alignment according to a standard 2D correlation function;

4. low-pass filtering each motion-corrected image is median-filtered usiftgbg-7 neigh-
bourhood.

Motion correction is critical in those cases where the stthjeoved during image acquisition.
The best rotation is first calculated by rotating each imageé = 2,3,4 in 1° increments, crop-
ping the rotated image to fit the original image size, and figdhe rotation of, that maximizes
the correlation coefficient with respectia The best translation is instead calculated by con-
sidering each possibig20 — w,.)x(240 — w,.) pixel window ofi,, wherew, is an even positive
user-defined parameter that one can typically settc 20, and by finding the window that
maximizes the correlation coefficient with respect to theti@dly (320 — w.)x(240 — w,.) pixel
cropped section of;. Finally, low-pass filtering was introducexdposteriorito remove the in-
herent noise introduced by hair in depth maps.

Shadows are now detected by taking a ratiof each image with the pixelwise maximum of
all images. Sharp transitionsi along the epipolar ray, i.e. the ray connecting the lighpela
(defined as the position of the flash light with respect to #iesm picture) to the shadowed
area, are then marked as depth edges. In our case, sinceuthigafh lights are in the plane
parallel to the image plane that contains the camera lems, lgght epipole is at infinity and
the corresponding epipolar rays are parallel and alignel the pixel grid. This reduces the
problem to the detection of sharp transitions along thezibatal and vertical directions of the
ratio images, that can be managed by standard Sobel filters.

More in detail, the depth edge map is calculated as follows:

for all pixelsz, create€i, . (r) = maxy(ix(x)), k=1,...,4;

for eachk, create ratio image,(x) = ix () /ima(2);

calculatee,, k = 1,...,4 by applying a horizontal Sobel filter tg andr, and a vertical
Sobel filter tors andry;

keep only the negative transitionsdnandes and the positive transitions #3 andey;

extract the main depth edges frem k£ = 1,. .., 4 through a Canny-like hysteresis thresh-
olding, with upper threshold, defined by the user and lower threshole 0.4t;;

combine all the edges into a single depth edge map.

The final depth edge map iga20 — w,.)x(240 — w,.) binary matrix whose black pixels represent
the most prominent depth discontinuities of the pictureshsc As we will later see, the choice
of t;, has a non-negligible impact on the extracted edges and dimtieesults. Fig. 5.12 reports
an example of depth edge map extraction for two subjectspatametersg, = 0.35 andw, = 20.
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Figure 5.12: Depth edge maps of two subjects. The outer helix/lobule,(aibgr helix (c),
concha wall/antitragus (d/e), and tragus (f) borders arehfighted in blue, red, green, and
yellow respectively.

5.5.3 Pinna edge extraction algorithm

The depth edge map of the subject’s pinna allows extractidheorelevant features that char-
acterize an individual acoustic response. The informatmmained in the depth edge map that
reflects such characterization is included in the Euclidisiance from the points that form the
outer helix, inner helix, and concha wall/antitragus bosde a point approximately situated at
the meatus entrance, that one can conventionally assurmeeltzdted in the upper segment of
the tragus border (definitions of all borders are given in[Bi@2).

In order to compute distance values, a second MATLAB schigt sequentially executes the
following steps is run:

1. map refinementhe connected components containing less tli@rpixels, i.e. the small-
est blobs that usually correspond to spurious hair edgesledeted;

2. tragus detection the tragus edge is heuristically identified as the conmlecteanponent
lying in the centraR00 x 150 pixel section of the depth edge map whose distance to the
bottom left corner (left pinna) or bottom right corner (righinna) of the map is the least;

3. meatus point the tragus component is subtracted pixelwise to its comdkand the
northwestern/northeastern (left/right pinna) pixel isdked as the meatus entrance point;

4. radial sweep for each elevation angle € [-90°,90°] in 1° steps, all the transitions to a
depth edge along the ray originating from the meatus poitteading towards the pinna
edges with-¢ inclination are stored as distances (in pixels);

5. edge trackinga partial tracking algorithm (McAulay and Quatieri, 1986)iginally used

in audio signal processing to temporally group sinusoidatials, is exploited to group
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Figure 5.14: Edge extraction of right pinna images of four test subjects.

distances (i.e. edges) along consecutive frames intcagpiacks, where each frame cor-
responds to an elevation an

6. pinna edge detectiorthe two longest tracks in increasing order of distancee/alsiiden-
tified by the edge tracking algorithm, that we céllandds, correspond to the concha wall
and outer helix border respectively, and the longest traltikng between these two tracks
is calledd; and corresponds to the inner helix border.

Fig.[5.13 depicts the results of the edge extraction algorias track points superimposed to
the refined pinna depth edge maps of the multi-flash cameaotse This is achieved by simply
projecting each point at distandg¢), i = 1,2, 3 from the yellow meatus point aip inclination.

5.5.4 Evaluation

The multi-flash-based approach to pinna edge extractionessd on a small number of sub-
jects. Right pinna images &b volunteers (agedS to 60, 12 female andl8 male, caucasian)
were acquired with the multi-flash device and then proced3achmetet. was set ta20 for all
subjects except fa¥ of them who required a more substantial motion correctiorii{ése cases,

1°The maximum difference between two distances to allow grauglong consecutive frames is setitpixels,
while the maximum number of frames before a track being dedldead is set t0.



124 Mixed Structural Models for 3D Audio in virtual environments

Table 5.1: Pinna Edge Extraction: Results.

subject|| t,range | # tracks| bad tracks
01 0.29 -0.33 3
02 0.43-0.47
03 0.43 - 0.56
04 0.37-0.58
05 0.23-0.34
06 0.21-0.43
07 0.27 - 0.60
08 0.24-0.40
09 0.27-0.49
10 0.23-0.31
11 0.27-0.38
12 0.25-0.51
13 0.25-0.32
14 0.28 -0.33
15 0.40 - 0.60
16 0.29 - 0.40
17 0.28 - 0.39
18 0.28 - 0.46
19 0.37-0.43
20 0.22-0.45
21 0.24 - 0.50
22 0.38 -0.41

d3 missing
dy interrupted

ds missing
dy interrupted

23 0.33-0.40 ds missing
24 0.19-0.38
25 0.36 - 0.44
26 0.45-0.55 do missing

27 0.20 - 0.57
28 0.30-0.48
29 0.31-0.40
30 0.27-0.32

W W W WHhN W Wh WWWWwhhhhWWwwWwwWwWwWwhhhNnwwwwww
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w, = 40). Parametet;, was set fron.1 t0 0.7 in 0.01 steps in order to look for the range where
edge extraction visually outputs the best results. Talleéports this information along with
the number of correctly extracted edge tracks for each subJdis means that, in the reported
t, range,

» the meatus point is correctly placed in correspondenck thi¢ tragus edge and always
falls in the same point;

* the three tracks follow the corresponding depth edge ierntsety.

If no ¢, value satisfies the latter condition, the reportedange refers to two correctly extracted
tracks out of three.

One can immediately notice that ranges#pare significantly different from subject to sub-
ject. The variability among pinna shapes is a first obviousseaf this finding: as an example,
Subjectl7 has a helix that folds into itself almost coming into contaith the antihelix, thus
failing to project a consistent shadow. This results intceay\shallow depth edge that is not
recognized in the reporteg range. Outside this range, either the number of edges isigho h
to discriminate the real depth edges from any artifact (lgjvor some relevant depth edges
are lost or broken (highy). Another factor that contributes to the determinationref tower
t;, bound is the possible connection between the tragus andhaadyges, that does not allow
correct detection of the meatus point.

Two additional examples of how pinna morphology affectsfthal results are Subject®
(see Fig[5.14) and8, whose concha wall is not fully-extracted. This is due to shape of
the concha itself, resulting in two or more separate andintaisecting edges (as in the pinna
of Fig.[5.9). Since the grouping conditions of the edge firaglalgorithm are not satisfied, no
interpolation between these edges is performed and ontiapextraction of the concha edge
occurs.

Motion correction also plays an important role in the deieation of thet; range. As
a matter of fact, often linear correction does not perfeatlgn the four pinna images. This
causes the same edge to be considered twice or thrice in gieléipth map in slightly different
yet overlapping positions, resulting in thicker depth eslgét the same time, a non-perfect
alignment allows extraction of the outer helix border whies back of the ear is surrounded by
hair, as shadows on hair are only rarely detected by the 4ftagh setup. The second pinna in
Fig.[5.14 shows a case (Subj&s) for which a very good alignment is reached yet part of the
outer helix border fails to be extracted.

However, if we consider g, value included in the reported range for each subject, tretuse
point is correctly identified for all subjects, afd out of 90 edge tracks are correctly extracted
(success rate93.3%). Statistically, the,, value that guarantees a correct extraction of the edge
tracks for the highest number of subjectgjs= 0.31. These findings are conditioned by the
fixed relationt;/t;, = 0.4, hence further work is needed to check whether a differemtttupper
threshold ratio improves the above success rate.

The described edge extraction procedure also seems to bstiolthose cases where ear-
rings, glasses or other objects appear in pictures (e.gje&uly in Fig.[5.14). Even small
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amounts of hair occlusion causing the detection of deptledige to hair (e.g. subje2s in
Fig.[5.14) do not corrupt the extracted tracks.

The above results refer to a preliminary study. An extensinalysis on a wide variety
of subjects with different pinna sizes, shapes, and albedlees is required to robustly assess
the effectiveness of the edge extraction procedure andutty stow thet;, parameter can be
automatically defined prior to the image post-processingime. Nevertheless, a more robust
motion correction is required before: possible solutianghis issue, whose feasibility still has
to be investigated, include

* the exploitation of more complex feature-based imagenalignt {(mage registratioh al-
gorithms;

» fast shootingf pictures, in order to reduce the duration of the acquisitbutine down to
a few seconds and make motion correction become much I¢issicri

* single-shot multi-flasiphotography/ (Raskar etlal., 2004; Vaguero et al., 2009)tle &k-
plored idea according to which four different flash colouas ®e used to take a single
picture of the scene so that the Bayer filter of the camera dhoeilable to decode the
separate light wavelenghts and thus derive four differétupes each related to a single
flash.

5.6 Future developments

The HRIR and HpIR repository described in this chapter reprissa further step towards both
a binaural impulse response database standardization lbasiatool for the analysis, synthe-
sis and rendering of 3D audio. The mixed structural moddlmmulation introduced in CH.] 2
requires a well-defined repository in order to support theyesis and design of novel synthetic
filter models and HRIR/pHRIR selection processes. Thanks tg@tbposed solution, a flex-
ible mixture of acoustic responses and synthetic modelsnpially increases possible pHRIR
combinations together with their psychoacoustic accuracy

The inclusion of computer-simulated HRIRs / pHRIRs calculatedifmesh models of hu-
man heads (Katz, 2001b,a) and spatially discretized so be tlded to our repository would
raise the number of available subjects in a limited amouninoé. The unification of heteroge-
neous datasets also facilitates normalization and clastalysis of impulse response data (e.g.
through principal component analysis). Moreover, theagjerof individual headphone compen-
sation filters promotes the personal use of headphones.isTagpecially true in experimental
environments, yet HpIR modeling and cluster analysis wallilalv the exploitation of this ap-
proach for commercial application.

The proposed technology was designed so as to be applieddmatic measurements of
pinna anthropometry for binaural audio rendering, andesgnts a low-cost alternative to tech-
nologies involving 3D image acquisition (e.g. laser scagneStill, the multi-flash device and
head tracker are currently being used for anthropometsgd& RTF selection tests.
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The presented real-time system is however currently lgckisolid implementation of the
theorized components of the structural HRTF model, whi¢hestopic of ongoing works. Once
this fundamental component is integrated, extensivenlistesessions will assess the degree of
accuracy and realism of the presented 3D audio scenes wittvthstage optimization procedure
described in Se€. 5.3. Many improvements can be developbd design level for such a system
in order to increase its handiness and accuracy in paraesiaration:

» a completely wireless system may be developed throughgheiwireless headphones;

» fast shooting is also desired to reduce the duration of ittene acquisition routine down
to a few seconds and make motion correction become muchriésalg

» a smaller and more compact version of the multi-flash camevece may be slotted inside
one of the two headphones’ cups, if space (both inside theandbetween the lens and
the ear of the user wearing the headphones) permits; a @asatompromise would be
proposing the multi-flash as a separate yet wearable device;

* in-place sensing and processing on a mobile device havinbearequired motion and
image sensors represents in perspective the optimal@oiatterms of cost and flexibility.

The resulting hardware/software package will hopefullpv@lan easy and low-tech fruition of
custom spatial audio to any user.

In particular, other improvements need to be introducetéaulti-flash edge extractor, es-
pecially at hardware level. For instance, the four flashesbeaplaced farther from the lens in
order to project broader shadows and thus improve depth @dgaction. A similar result can
be achieved by a configuration with more flash lights, &.gOther working ideas include the
improvement of the outer shell of the device and the use ofrtbgram imagery to robustly de-
tect the meatus location as well as to remove partially atotyhair (Burge and Burger, 2000).
Furthermore, at software level, a combination of depth atehsity edge detection techniques
will greatly improve extraction of the outer helix border.

Finally, ear biometrics represents a natural applicatiea or the multi-flash edge extractor,
as the feature vectors (distance tracks) it produces sheegies with those used in recent
systems, especially (Goalez et al., 2012). A deeper study of the applicability of teichnology
to a complete biometric system will disclose its real pasnt






Chapter 6

Spatial sonification of movements

The traditional approach to perception investigates omsesat time | (Fechner, 1889). This
approach is useful to understand how single senses worlt, thos not take into account that
perception is intimately a multimodal process: sensattamse all simultaneously, so that while
touching an object we perceive its size with our eyes and$iand

The immersion in the environment is ecologically multimioalad in particular sound inter-
actions are implicitly multimodal in their physical cre@mii The measurement of how relevant
sound might be in a behavioral variable and how it can inflegrerformances in complex and
delicate tasks (e.g. walking, rehabilitation activitiexldearning of mobility and orientation
cues), are crucial issues especially when activities arengically multimodal and, thus, be-
comes more difficult to assess the accuracy and exploitabiithe information carried by each
modality (Gibson and Pick, 2000), and to determine how pldtmodalities interact through
integration and combination (Ernst andlBhoff, 2004). As an example, vision estimates geo-
metrical properties (e.g., size) better than audition. rétoge, audition has only a limited pos-
sibility to modulate size-information carried by eyes. Bamy, audition outperforms vision in
temporal tasks, and vision has limited possibilities to mate temporal information carried by
our ears/(Shams etlal., 2002). These estimates guide peaud@pt subjective combinations of
rules that balance and calibrate the information arrivhegtreliable and unreliable cues. In the
design process of human computer interfaces, measures effétt of multimodal congruence
can be exploited to enhance user perception and to mergeatiffsingle modality presentations
into a multisensory interactive display.

Positioned at the crossroads of ecological acoustics, atengcience, experimental psy-
chology, design, and music, sonic interaction design ($$0Qhe discipline which studies and
exploits intentionally implemented auditory and vibrdiiecfeedback to convey abstract mean-
ings, specific information about the state of a process dariggior the inherent expressiveness
of human-computer interaction (Franinovic and Serafin,220Physics-based sound synthesis
approaches potentially provide an intrinsically naturethdéwvior, since the sound feedback is en-
ergetically consistent with the action performed (Delleridohe et al., 2010). The synthesized
sound, described in terms of configurations, materialspgioes and interacting forces of vir-

This chapter is partially based on (Spagnol et al., 2012b).

129
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Figure 6.1: Proportions of auditory mapping strategies normalized iagamain sonification
categories (figure reproduced from (Dubus and Bresin, 2013)

tual objects, embodies audible affordances and as suchldpsownformation about the interaction
with the virtual environment.

In a systematic review of the literature about the sonificatof physical quantities,
Dubus and Bresin (2013) summarized the main mapping stestegid their relation with phys-
ical world (see Fid. 611). In particular, they verified thia spatial auditory dimension is mostly
used to sonify kinematic quantities. To this regard, thigpthr investigates the behavioral im-
portance of spatial attributes of sound and how continuatesaction with a virtual environment
can benefit from using spatial audio rendering algorithrinsas to be mentioned that the ecolog-
ical link between movement and perception represents afurdtal aspect in the understanding
of which sonic features predominate, if any, in a specifik taxd how these features affect other
auditory and multimodal components (Hendrix and Barfiel®5)9

Two two case studies related to the above concept are repoetd: one involving lower
limbs in the complex task of walking and a second one implytimg use of upper limb in a
reaching activity. Users movements within a virtual enmireent are continuously sonified in
conjunction with other modalities (vision and touch).

The first application investigates the effect of spatialiscetion of a moving target on the
user’s performance during the execution of a target folhgaiask with the upper limb. The
starting hypothesis is that a properly designed multimedatinuous feedback could be used
to represent temporal and spatial information that canrin ilmprove performance and motor
learning of simple target following tasks. Sixteen sulgjesere asked to track the horizontal
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movement of a circular visual target by controlling an ingavice with their hand. Two differ-
ent continuous task-related auditory feedback modahtiese considered, both simulating the
sound of a rolling ball, the only difference between thermbedhe presence or absence of bin-
aural spatialization of the target’s position. Spatialitargt feedback significantly decreases the
average tracking error with respect to visual feedbackeloantrarily to monophonic feedback.
It was thus found how spatial information provided throughbrsd in addition to visual feedback
helps subjects improving their performance.

The second sonic interaction scenario described in thiptehas the localization of foot-
step sounds interactively generated during walking andigea through headphones. A pair of
sandals enhanced with pressure sensors and a footstegsyethare capable to simulate two
typologies of surface materials: solid (e.g. wood) and egate (e.g. gravel). Different sound
delivery methods (mono, stereo, binaural) as well as skseréace materials, in presence or
absence of concurrent contextual auditory informatiovigied as soundscapes, were evaluated.
Three distinct experiments were conducted in which thasmeand naturalness of the walking
experience as well as the degree of disorientation of th&ewalere analyzed. Solid surfaces
were localized significantly farther from the walker’s féledn aggregate ones. This effect was
independent of the used rendering technique, of the presehsoundscapes, and of merely
temporal or spectral attributes of sound. The effect is bygsized to be due to a semantic con-
flict between auditory and haptic information such that tighér the semantic incongruence the
greater the distance of the perceived sound source froneéte f

The presented results contribute to the development dfduknowledge towards a basis for
the design of continuous multimodal feedback in virtualitgapplications with high degree of
immersion.

6.1 Auditory feedback in rehabilitation

Understanding how the human central neural system combliffesent kinds of simultaneous
information such as proprioceptive, visual, or auditorgdieack is today an open issue. The
main goal of these researches in this first case study is &stigate the role of sound in motor
learning and motor control as an additional or substitusgasory information to the visual
and proprioceptive modalities, with the final aim of incaming optimized real-time auditory
displays related to one or more variables (e.g., targetitglor position error) in augmented-
feedback robotic rehabilitation systems.

Unfortunately, the consistent use of auditory feedbackoiot-assisted rehabilitation has
been largely overlooked in recent related literature. Respe evidence that a proper sound may
help individuals in learning a motor task (Rath and Rocche23@5; Lemaitre et al., 2009), the
precise ways in which mental engagement, repetition, katenerror and sensory information in
general translate into a pattern of recovery is not well e@efinfor rehabilitation
(Reinkensmeyer and Galvez, 2007; Rosati, 2010). Audio is usedany rehabilitation sys-
tems with the purpose of motivating patients in their parfance; nevertheless, in the majority
of these systems the audio component plays mostly a mangilealfor instance by offering a
positive or negative feedback if the patient completesits &task, or by reinforcing the realism
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of a virtual reality environment (Rosati et al., 2013).

However, the use of auditory feedback could contribute terceme some of the current
main limitations of rehabilitation systems in terms of usegagement, acute phase rehabil-
itation, standardization of the rehabilitation process] development of home rehabilitation
devices|(Franinovic and Serafin, 2013). In particular, sasrthought to be effective in the re-
covery of activities of daily living (ADLs). As a matter of ¢4 ADLs rely on an essentially
continuous and multimodal interaction with the world, whiavolves visual, kinesthetic, hap-
tic, and auditory cues. To this regard, in order to effetyivepresent the environment and/or the
user’s movements, continuous forms of auditory feedbagjhbto be used in conjunction with
other sensory modalities. An incentive to the present casdyss offered by the observation
that audio, just like video, is more direct and requires &ssntion than proprioception as input
modality (Seizova-Cajic and Azzi, 2010). Hence, auditosdigack can be potentially relevant
not only as a stimulation to augment patient's engagemeahnaotivation, but also as an addi-
tional or substitutive straightforward information towarthe improvement of performance and
learning.

A previous work on robot-assisted upper limb tracking moseta revealed that providing
subjects with auditory feedback of tracking error coulaefively increase subjects’ effort and
reduce the effects of visual distraction (Secoli et al.,2)0Similarly, in a group of related ex-
periments performed on healthy subjects and with no rolastsistance the authors argued that
auditory feedback can also be effective in reducing traglkimor (Rosati et al., 2012). In partic-
ular, continuous task-related information provided tigiogound in addition to visual feedback
can improve not only performance but also the learning oheehasuomotor perturbation. As
a new work along this research thread, the experiment prex$@m the following sections can
be seen as a further missing tile towards the definition offeacteve auditory display for con-
veying informative content to the user during target foilogvexercises. In particular, the aim of
the experiment is to investigate whether the informatiaegito the user by spatial task-related
auditory feedback helps the subject improving his or hefgoerance more than monophonic
task-related feedback, or not.

6.1.1 Experimental setup

As pictured in FigL6.2, each participant was provided witha&r of common headphones that
presented auditory feedback and a Wacom pen Eaatetontroller. During the whole experi-
ment, the subject was sitting in front of a Full HD screen atudt suitably calibrated in order
to match the screen size, positioned as depicted in the figinescreen was backed by a blank
wall.

A simplified scheme of the system’s architecture is repoiriefeig.[6.3. The graphical user
interface for the experiment was implemented in MATLAB andasists of two color-filled25-
pixel-radius dots displayed on the screen, one repreggtitencontroller’s position (green dot)
and one the target’s position (red dot). The target perfarosntinuous horizontal movement
(left to right andvice versawith a minimum-jerk velocity profile. Each task has a speddrget

LA stylus on a sensor board.
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Figure 6.2: Subject performing a trial of the experiment.

motion profile, which can be either

+ afixed-lengthprofile, where the length of every left-to-right or rightieft segment is set
to 60% of the screen width (corresponding to a range of motion fersihbject’'s hand of
approximately30 cm) at each iteration; or

» arandom-lengtrprofile, where the length of each segment pseudo-randomigs/aom
20% to 90% of the screen width. At the end of the task, the total distapamned by the
target is equal to that travelled in the former case.

Auditory feedback was developed in Pure Data (RD) (Puck&#fi86). Target motion data
(i.e., velocity in ther direction) is sent in real time to PD through the OSC (Openn8dDon-
trol) protocol. Auditory feedback was designed aask-relatedsonification of the target roughly
simulating the sound of a rolling ball. In order to efficigntlbtain such feedback, the instanta-
neous velocity of the target was applied as a gain factor thetoutput of a pink noise generator
filtered through a bandpass filter with center frequeficy 300 Hz and Q-factor equal t@ = 10,
as Fig[6.4 sketches.

Two audio modalities were used. In the first modality, auglifeedback was provided mono-
phonically through headphones, while in the second one KHRiéte exploited for sound spa-
tialization. To this end, the previously described taditesl audio signal was fed to a binaural
spatialization filter (provided by thear pl ug~ PD external) which renders the angular position
of the sound source relative to the subject in the horizquigaie by convolving the incoming
signal with left and right HRTFs of a KEMAR manikin. In ordery minimize inconsistencies
arising from the absence of a head tracking system duringgspadio listening, subjects were
told to keep their head towards the center of the screen amy twot to move it during the
exercise.
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Figure 6.4: Auditory feedback generation process. The switch, coetidily the experiment
manager, selects one of the two audio modalities, i.e. dpatiditory feedback or monophonic
feedback.
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6.1.2 Experimental protocol

A total of 16 healthy subjects participated to the experiment. They wgel19 to 42 (mean
age26.31 + 6.46), 50% male and0% female, caucasian, and right-handed. All the participants
self-reported normal vision, no color blindness, and naihggroblems.

Each participant was asked to complete six different taSkising each task, the subject had
to draw a trajectory onto the tablet with the pen in order tmWas closely as possible the target
presented on the screen. The six tasks, presented in a raoxdemwere:

* task A: fixed-length trajectory, no auditory feedback;

task Br: random-length trajectory, no auditory feedback;

task C: fixed-length trajectory, monophonic feedback;

task Dr: random-length trajectory, monophonic feedback;

task E: fixed-length trajectory, spatial auditory feedhac

task Fr: random-length trajectory, spatial auditory fessk.

Each task laste8) seconds and consistediof repetitions of the left-right-left cycle. During
each task, target position, target velocityv, ;, and 2D subject positio(z,, y;) were sampled
at a frequency, = 50 Hz. After a first warm-up task showing no target, during whioé subject
could get acquainted with the tablet, she or he executedxhasks in a random order. During
the three seconds preceding the beginning of each task,radooun was simulated through a
sequence of three tonal beeps.

6.1.3 Data analysis

All the task data mentioned above was recorded in real tinteséored in a matrix. Hence,
the full dataset comprise@b matrices ¢ tasks perl6 subjects). Prior to the analysis of such
dataset, the subject’s velocities in the two akes;, v, ;) were first calculated on the basis of the
difference between the currefit,(k),ys(k)) and the previougz,(k - 1),y,(k — 1)) indicator
positions, and then smoothed with a fifth-order moving ayeffdter.

For each task, the integral of relative velocity (i.e., thitedence between subject’s and tar-
get’s velocities) and the weighted position error alonga:tkexis were measured. Each measure
was calculated for every left-to-right and right-to-ledgsnent, and then averaged over the whole
task. A small number of segmentsl(over all subjects and tasks, i.¢1 over2688) in which
the participant clearly failed to follow the task, suddenigpving to the opposite direction (due
to losing control of the pen or occasional distraction),evexcluded from the analysis.

Theintegral of relative velocitjor the k*» segment is formally defined as

]_ lt1 .
Ro(k) = - ft 15, |dt, 6.1)
k
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where|v,| = |0s — ;] is the norm of the relative velocity vectaky, is the length of segmerit,
whereag, andt,,; are the start and end times of the segment, respectiy&lyvas calculated
using the classical rectangle method:

N\ (s (1) = 0 () + (0 (h) — vy ()7 -t
>

)
h=1 Ly

(6.2)

whereN is the number of samples in the segment. Fhgarameter measures the extra distance
travelled by the subject while following the target, accign for the movements made to correct
tracking errors. A null value of this metric indicates thia¢ tvelocity profile of the target was
exactly reproduced by the subject, even though the aver@gggn error (in terms of a constant
offset) may have been not null.

The position error along the-axis was weighted with the target velocity sign and norpeali
to the target radiu®. Theaverage weighted position erréor segment is formally defined as

e, (k) = %}; (zs(h) — 2y (h);% sign (Vg (h)) (6.3)

This equation takes into account the direction of motiorheftarget, thus showing whether the
subject leads (positive error) or lags (negative error}jdinget during the exercise. To this regard,
lead error can be defined as the tracking error when the subject indieaticipates the target
(i.e., leads the target motion), whilag error is the tracking error when the subject indicator
follows the target. Formally, positive terms in the summiaiin Eq. (6.8) contribute to lead error
calculation, while negative terms contribute to lag ermcalation. A null value in the position
error metric indicates that the subject had an average etldlydwvith respect to target motion,
even though the distance travelled around the target magy Ieen not null.

A comparison between paired data (D’Agostino and Pearsonibas normality test
(D’Agosting, 1986)) was performed, resulting in a Gaussatribution for tasks Br-C-Dr-E-
Fr (integral of relative velocity), A-Br-Dr-E-Fr (weightegosition error and lead error), and
A-Br-Dr-E (lag error). Consequently, either parametric onsparametric (Wilcoxon) paired t-
tests were performed in order to compare performance paeasn@mong different tasks. The
significance level for the statistical analysis was set +1).05.

6.1.4 Results and discussion

The only relevant result of the statistical analysis on tttegral of relative velocity, reported in
Figure[6.5, is that - as one may expect - the fixed-length tasktways much better executed
than the corresponding random-length task: subjects mgddisantly greater corrections in
the latter, independently of the audio modality. This resahfirms those found in_(Rosati et al.,
2011).

Conversely, no significant difference between fixed- andoamtength tasks within the same
audio modality is evidenced by the statistical analysish@naverage weighted position error, as
Fig.[6.6 points out. In this case, it is the auditory feedbadality that makes the difference.
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Figure 6.5: Statistical analysis on the integral of relative velocity.

Both the fixed-length audio tasks C and E present a smalletimegaror with respect to task A,

and the same applies to random-length audio tasks Dr andtkrregpect to task Br. However,
only the spatial audio tasks report significant differend wespect to the no-audio tasks, while
monophonic ones do not. In other words, only spatial tatMed auditory feedback (tasks E
and Fr) helps subjects to significantly reduce average ittgakelay with respect to having no
auditory feedback, both in the fixed-length and in the randiemgth tasks.

Monophonic feedback lies between the other two modalitiesich terms, even though not
reporting significant statistical differences with redpedooth. It has however to be pointed out
that, for fixed-length tasks, the number of outlier cyclegh{wespect to the weighted position
error metric) in the executions of task C is much larger tlnet of the executions of tasks A and
E: this could indicate that the sensory integration of vidad audio was more difficult in the
monophonic audio condition, especially during the veryt figxles of the task.

When comparing these results to the related ones report&®bsati et al., 2012), the keen
observer will note that Fid. 6.6 exhibits smaller differeadn average tracking error values
between tasks A-E and Br-Fr with respect to the equivalertlfeek couples A-C and Br-Dr
in (Rosati et al., 2012). This may be partly due to the sliglifferent settings of the rolling
sound. However, the statistically significant upgrade wjilg the spatial task-related auditory
feedback is preserved.

While the analysis of lag error does not add much with respethé previous measure
(means, standard deviations, and significance levels anéasito those reported in Fif. 6.6),
lead error (reported in Fig. 6.7) is found to be statisticdilfferent both between fixed-length
and equivalent random-length tasks and among fixed-leaghts themselves. In particular, lead
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Figure 6.6: Statistical analysis on weighted position error.

error in task A is significantly lower than in tasks C and E.sThesult is harder to interpret
than the previous ones; still, it could be suggested thatethé error component is greater in
random-length tasks because of the sudden, unpredictatddedation phase for short segments,
whereas in fixed-length tasks lead error is lower but tendsd@ase in presence of consistent
auditory feedback. Probably, the additional informatiioveed subjects to feel more confident
while executing the task, tending sometimes to lead thetargnovement. It is thus found that
task-related auditory feedback involves actions that dimaeasing lead error.

To sum up, the effect of spatialization applied to taskteslaauditory feedback is found to
be overall beneficial in the performance of tracking movetsigdowever, the use of generalized
HRTFs together with the absence of headphone compensatiemesberation could surely have
limited the realism of the spatialization in a number of galg, psychoacoustically resulting in
a trivially panned, non-externalized version of the mormpb feedback (Begault et/al., 2001).
It has indeed to be mentioned that half of the subjegteut of 16) informally reported no
significant difference between the two audio modalitiesl #rat4 among them explicitly felt
that the rolling auditory feedback was confusing, prefgyrihe condition with no audio. Still,
the other half peremptorily affirmed that spatializatiomled useful information to the task, by
helping in particular during the most sudden acceleratrmhdeceleration phases and by letting
the subject better concentrate on the task.
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Figure 6.7: Statistical analysis on lead error.

6.2 Sonification of self generated footsteps

Recent research in the field of multimodal virtual environtsdras focused on the simulation
of foot-floor interactions| (Steinicke etal., 2013; Visdilkad,|2009) by addressing the problem
of enhancing their realism at auditory and haptic levelsradeoto achieve higher level of pres-
ence (Slater et al., 2009).

In particular, several results have indicated that the lygyoof the surface onto which we
walk is processed very consistently in both the auditory laaptic modalities. The excellent
somato-sensory capacities of the human feet have been daated to be capable of discrim-
inating with high accuracy different types of surfaces (Kgdshi et al., 2008; Giordano et al.,
2012). Similarly, studies on the ability to identify grounthterials simulated either with audi-
tory or with haptic information (Serafin etlal., 2010; Nortlahall,|2010a) revealed that material
typology is consistently recognized by using both modssiti

Turchetet al. have proposed a footstep sound synthesis engine, based/sisgdhmodels,
which allows the simulation of two typologies of ground m&ks: solid (i.e. homogeneous
floors like wood or metal) and aggregate (i.e. grounds psgsga granular structure like gravel
or snow) (Turchet et al., 2010b). The ecological validitysath simulations was assessed with
experiments in which subjects were asked to recognize tbagized materials (Nordahl et al.,
2010b). Results showed that subjects were able to recogrose ahthe synthesized surfaces
with high accuracy. Similar accuracy was noticed in the gattoon of real recorded footstep
sounds, which was an indication of the success of the prdpalgerithms and their control.

A complicating factor is that various sound reproductiorthods can be used to deliver the



140 Mixed Structural Models for 3D Audio in virtual environments

synthesized sounds to the walker: loudspeakers direatepl on top of the shoes (Papetti et al.,
2010), on their soles (Papetti et al., 2011), or embeddetienntalking surfacel (Visell et al.,
2008). Also, the interactive delivery of footstep sounds lba achieved by means of a surround
sound systems composed of loudspeakers, as illustratdaiiohet and Serafin, 2011), and no
extensive research has been conducted into headphorelegseduction of interactive loco-
motion sounds.

The main goal in this second case study is to investigatedleeof auditory information in
modulating the localization of self generated footstepnsisi and to test whether differences
in perceived localization of footstep sounds affect thdiseaand naturalness of the walking
experience as well as the sense of disorientation assd¢@tifferent layers of auditory infor-
mation. To this end, different techniques for footstep stsurendering by means of headphones
are considered, allowing the delivery of stimuli with diéat degrees of spatiality, e.g. mono
(= 0 dimensions), steree: (1 dimension), and binaurat (2/3 dimensions) reproduction by means
of HRTFs. Furthermore, we assess the relative importaneaditory spatial cues with respect
to semantic information such as walking surface and comrtextell as to signal-level features.

Three pychophysical experiments were conducted. Expaetiinieas the main goal of inves-
tigating whether different sound rendering techniqueshav influence on the localization of
solid and aggregate footstep sounds. The role of contextiommation (soundscapes) is instead
explored in experimer. The final experiment exploits a larger sonic palette to wdstther
signal-level features affect the results found in the presitwo experiments.

6.2.1 Experiment #1: rendering techniques

This first experiment was designed so as to explore whettifreht audio rendering tech-
niques over headphones (mono, stereo, binaural) affeglization judgments of synthetic self-
generated footstep sounds on four different surface naddesimulating two different surface
typologies, i.e. aggregate and solid. Such a distinctiomasivated by a previous work by
Turchet and Serafin (2011) that highlighted significantedéhces (in terms of localization, re-
alism, naturalness of the interaction, and sense of dist@atien) between the perception of dy-
namically generated footsteps sounds on aggregate axdssolaces provided via loudspeakers.

The starting hypothesis is that if the footstep sound hdigrit duration and high-frequency
content|(Vliegen and Van Opstal, 2004; Hebrank and Wrighi4b9 in order to enable vertical
localization mechanisms, which is the case for aggregatacisounds as opposed to solid sur-
face sounds, then different rendering techniques shosidtra different localization ratings. In
particular, binaural techniques should allow the walkepéoceive synthesized aggregate foot-
step sounds as coming from below, despite the known difficaliocalizing virtual sources near
the median plane, with an accuracy that shall depend on treel®f customization of the used
HRTFs. Different localization ratings should in turn moakel the perception of the realism,
naturalness and sense of disorientation of the walkingrexpee.
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Participants

Twelve participants, seven males and five females, agedeketi$¥ and31 (M = 22.41, SD
= 4.23), took part in the experiment. All participants reportedmal hearing and no impairment
in locomotion.

Apparatus

The experiment was carried out in a quiet room where the seagoinstalled, and the walking
area was3.2 x 2.9 m wide. It consisted of a MacBook Pro laptop, running the sasyrdhesis
engine described in_(Turchet et al., 2010b); a pair of sd# sandals enhanced with pressure
sensors (placed in correspondence with the heel); an AoduiNO board, managing the sensors’
data acquisition; a Fireface 800 soundcard; a pair of Sesehd DA 200 headphones.

These headphones were chosen for three basic reasons.thénstclosed form facilitates
isolation from external noise. Second, as Eigl 6.8 depibesheadphones’ frequency response
has a regular shape with no major peaks or notches betii@drz and10 kHz that does not in-
terfere with vertical localization cues (Masiero and F2311); this allows a non-compensated
headphone rendering. Last but not least, the headphorgsdnse is almost independent of
positioning on the head (see again Fig] 6.8), which is a dlelsifeature while walking for main-
taining a coherent audio rendering.

Footstep sound synthesis was interactively driven duegrhotion of the subject wearing
the shoes. The description of the control algorithms basethe analysis of the values of the
pressure sensors, implemented in Max/MSP, can be foundincli€t et al., 2010a). The gener-
ated audio stream was then sent in real time to a Pure Data r@jgonsible for the different au-
dio rendering techniques. In particular, binaural syngwss supported by trew bi naur al ~
externall(Doukhan andéges, 2009), for real-time dynamic HRTF interpolation andvodution
with any sound stimulus.

Stimuli

The used hardware allowed real-time control of the soundhegis engine, which was set so
as to synthesize footstep sounds on four surface matemaissolid (wood and metal) and two
aggregate (snow and gravel).

Solid materials were simulated using an impact model (Ava@nd Rocchesso, 2001). In
the simulation of impact with solids, the contact was modddg a Hunt-Crossley-type inter-
action where the forcg between two bodies combines hardening elasticity and @pdissn
term (Hunt and Crossley, 1975):

flz, @) =-kz® - z*¢ if x>0, 0 otherwise.

where z represents contact interpenetration (when 0 the two objects are in contactj,

is compression velocityk accounts for material stiffness, represents the force dissipation
due to internal friction during the impact, andis a coefficient which depends on the lo-
cal geometry around the contact surface. The describedlm@dediscretized as proposed in
(Avanzini and Rocchesso, 2001).
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Figure 6.8: Top: headphone impulse responses of Sennheiser HDA20pln@aes measured
on a KEMAR mannequin_ (Burkhard and Sachs, 1975) for ten difteepositionings; the right
channel is shifted down B30 dB for convenience. Bottom: standard deviation among the te
repositionings’ magnitude responses, left channel (doie) and right channel (dashed line).

To simulate aggregate surfaces, the physically informaatsnodeling algorithm was adopted
(Cook, 19977). This algorithm simulates particle interaasidy using a stochastic parametriza-
tion, thereby avoiding modeling each of the many particlqdieitly. Instead, particles are as-
signed a probability to create an acoustic waveform. In #se©f many particles, the interaction
can be represented using a simple Poisson distributionrenthe sound probability is constant
at each time step. This gives rise to an exponential prabakikighing time between events.
The four signals had different features in terms of durateonplitude, temporal evolution, and
spectrum (see Fig. 8.9).

Since both males and females were involved in the experirfeotstep sounds were synthe-
sized in order to avoid any specific cue about the gender oivdiker, i.e. trying to simulate
a sound which could generally be accepted as genderless.wHsi achieved by modeling the
contribution of a type of shoe which fitted for both males agmhéles, as ascertained in a gender
recognition experiment reported in (Turchet and Serafid 320

Three different sound reproduction techniques were censdi monophonic (mono, M),
stereophonic (stereo panning, S) and binaural reprodu@h In the mono condition, the peak
level of the sounds was set16.4, 57.8, 54.2 and61.5 dB(A) for snow, gravel, wood and metal
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Figure 6.9: Typical waveforms and spectrograms of the four simulatecrads: (a) metal, (b)
gravel, (c) wood, (d) snow.

respectivel)B these sound levels were taken as reference for the oth@dwegiron conditions (S
and B).

The stereo signals were obtained by adding half the mearalnt Level Difference (ILD)
of a KEMAR mannequin (Burkhard and Sachs, 1975} %t azimuth to the ipsilateral channel
and subtracting the same half-ILD from the contralaterainciell The 5° value qualitatively
corresponds to the displacement of each foot from the medigital plane, allowing differen-
tiation of left foot from right foot.

Binaural reproduction was provided by a generic or seleat¢dSHRTFs from the CIPIC
database (Algazi et al., 2001d) with the optional additiéraspherical torso approximation
accounting for shadowing effects on sources coming froroviog)Algazi et al., 2002a). The
combination of such choices gave rise to four more repreoiucionditions:

1. non parametric binaural reproduction (B-NP): HRTFs of a##R mannequin;

2Such values were chosen according to the results of a peeiqeriment whose goal was to find the appropri-
ate level of amplitude for those synthesized sounds (Ttene Serafin, 2013). Measurements were conducted by
inserting the microphone of an SPL meter in a hole, havingdtae diameter, created in a piece of hardwood which
was subsequently sealed against one of the two headphohesanplitude peak value of the footstep sound was
considered.

3The mean ILDs were extracted from the CIPIC HRTF databasgailet al.,. 2001d).
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2. parametric binaural reproduction (B-P): HRTF selectibthe best CIPIC subject accord-
ing to an anthropometry-based distance metric (detailsvigj

3. non parametric binaural reproduction with torso (B-NPBJNP plus a spherical torso
approximation;

4. parametric binaural reproduction with torso (B-PT): B-B5m spherical torso approxima-
tion.

A previous study/(Middlebrooks, 1999) highlighted the highrelation between the pinna
cavity height, i.e. the distance from the superior intetredix border to the intertragic incisure,
and an optimal frequency scaling factor aligning spectridllH features between subjects and
thus minimizing inter-subject spectral differences. Oae gsed such insight knowledge to guide
the selection of the optimal HRTF set in the CIPIC databasa fgrecific subject. Following the
CIPIC database anthropometric parameters, the pinna deiytp,, is given by the sum of;
(cavum concha height)z (cymba concha height), an (fossa height). A simple “best match”
of the mean measureg between the left and right pinnae detected the best sulgecbhdition
B-P.

Considering the impulsive nature of the footstep sound, omggesspatial position for the left
and right HRTFs is sufficient. Since no HRTF data for very Idevations is generally available
in any public HRTF database, the lowest-elevation HRTFsveensidered in all conditions.
These correspond in the CIPIC database to the interaural gudadinateg6;, ¢;) = (-5°, -45°)
and(6,,¢,.) = (5°,-45°) for the left and right foot respectively, whefedenotes azimuth angd
denotes elevation.

It has to be recognized that since the used HRTFs were mekastkaee height the elevation
impression given to the listener might not be accurate. Kewdollowing the simplified geom-
etry of the spherical torso approximation (Algazi et/al.028), we assumed that the sound wave
coming from below travels around the sphere spanning are@pgl= 135° before reaching the
ear(s) at approximately45° elevation. This approximation was considered in the B-NRIBn
PT conditions, where the theoretical solution for diffrantaround a rigid sphere (Strutt, 1904)
with 6;,. = 135° was used to design a FIR filter reproducing its magnitude \aehaTlhe only
independent variable of the spherical model, i.e. the spragtius, was adapted to the maximum
circumference, of the subject’s torso.

In order to maximize localization accuracy, even to theidwint of perceived realism, no
reverberation was applied to the sound stimuli. The contl@mnaf the six rendering techniques
and the four surface materials gave ris4astimuli, each repeated twice for a total4# trials.
Trials were randomized across participants.

Procedure

Participants were first subjected to a short anthropometeasurement session where parame-
tersp,, andt. were acquired. Then, each subject wore the pair of shoes el \&hich allowed
the wires from shoes and headphones to be fixed to the useksabd to then be directed to the
Arduino board. In addition, wires were attached to the sttlsj@¢rousers with Velcro tape and
secured to the waist. The wires were long enougim) to allow free motion in the experimental



Chapter 6. Spatial sonification of movements 145

Figure 6.10: Figure for questionnaire item Q1.

space. The experiment was conducted in a laboratory whosevilas covered with carpet in

order to mask the footstep sounds resulting from the interaof sandals with the floor. Such a
masking was further enhanced by the use of the closed headsit, in addition to the softness
of the sandals’ sole.

Participants, who were never informed about which matevid simulated at each trial,
were instructed to walk freely inside the walking area angegience the trial as much as they
wanted before concluding it. At the end of each trial, pgstiats had to fill in the following
guestionnaire:

Q1: indicate in Fig. 3 the circlet corresponding to the point vehine sound comes from;
Q2: evaluate the degree of realism of the sounds you have prdguce
Q3: evaluate to what extent your way of walking seems naturabtg y

Q4: evaluate to what extent you feel confused or disorientedewtalking.

The circlets in Figl.6.10 aré0° equally spaced because of the high localization unceytaint
in the median vertical plane (Blauert, 1983). Questions (&,dnd Q4 were instead evaluated
on a visual analogue scale (VAS) [0 = not at all, 10 = very mu@jch questions were moti-
vated by the necessity of having additional informationaaning the subjective experience of
interacting with the provided virtual world. Specificaltiley were chosen because the realism
of the provided sounds, the naturalness of the walking éxpee, and the sense of confusion or
disorientation while walking are factors related to thesgeof presence (Slater et al., 2009). Be-
fore performing the task, subjects were presented withrsigtice trials (one for each rendering
technique) in order to become familiar with the system. e flurpose, the forest underbrush
material was chosen (delivered®5 dB(A)). This material was not among those involved in
the experiment.
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Figure 6.11: Results of experiment 1: graphical representation of theamend standard de-
viation for questionnaire items Q1 (top-left), Q2 (tophty Q3 (bottom-left), and Q4 (bottom-
right). Legend: * represents p 0.05 and *** p < 0.001.

Results and discussion

Data corresponding to questionnaire item Q1 were first aedlyith respect to scores corre-
sponding to the circlets placed in the front and back hatftchferences (FHC and BHC) in
Fig.[6.10 (i.e. the points in which the sound was perceivedoasing from the front and from
the back respectively). Such an analysis was performeddardo verify the presence of a
preference for localization of the sound at the front or &t black. The number of scores in
FHC and BHC was counted for each technique and each matepaiagely, and subsequently
analyzed by means of an exact binomial test. This statisdialysis revealed that in all cases
the difference between the counts in FHC and BHC was not signifi Localization scores in
the two half-circumferences were then subjected to a tiveerepeated measures ANOVA hav-
ing two levels of group (negative scorpsl8, 0] anticlockwise in the BHC and positive scores
[0, 18] anticlockwise in the FHC, whefeis the lowest point in Fig. 6.10), six levels of rendering
technique and four levels of material. A significant maireeffwas found only for material,
F(3,33) = 125.3, p < 0.001.

As a consequence, the localization scores correspondBig @were normalized in absolute
value and added to those in FHC for further analyses. Thédtirgguata were subjected to a
two-way repeated measures ANOVA having six levels of reingeechnique and four levels of
material. The main effect of rendering technique was ngniicant. The main effect of material
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was significantf'(3,33) = 21.4, p < 0.001. The interaction was non-significant.

As illustrated in the top-left panel of Fig. 6]11, the posttanalysis, performed by using
Tukey’s procedure, revealed that localization scorestferfour materials were all significantly
different except between the gravel and snow conditionpatlticular, localization scores for the
snow and gravel conditions were both significantly lowes.(towards the foot of the avatar in
Fig.[6.10) than the metal and wood conditions.

Figure[6.11 also shows the evaluations expressed as VABsstmrquestions Q2 (realism),
Q3 (naturalness), and Q4 (disorientation) consideringdtita grouped by material. The three
guestionnaire items were subjected to a two-way repeatedgunes ANOVA having six levels
of rendering technique and four levels of material. Concgy1®2, the main effect of rendering
technigue was non-significant, while the main effect of matevas 7'(3,33) = 19.1, p < 0.001,
and the interaction effect was also significaft((5,165) = 2.38, p < 0.01). Tukey’s post-
hoc test indicated that realism scores were significanffgr@int among all conditions and in
ascending order for the metal, wood, gravel, and snow comngit As regards Q3 and Q4, a
significant main effect was again found only for material {@33,33) = 4.45, p < 0.01, Q4:
F(3,33) = 5.09, p < 0.01). For the sake of brevity, results of the respective postiests are
reported in the figure.

In addition, linear mixed-effects model analyses wereqgrened in order to search for cor-
relations between each localization score (in absoluigeyand each VAS evaluation expressed
for Q2, Q3, and Q4. Such analyses revealed that the lodalizstores were not linearly related
to either perceived realism, naturalness, or disoriesati

The four questionnaire items were subjected to a furtheiveaerepeated measures ANOVA
having two levels of surface typology (solid and aggregdteall cases a significant main effect
was found, showing that localization and disorientaticsres were higher for the solid typology
compared to the aggregate orfé((,11) = 25.73, p < 0.001 and F(1,11) = 10.81, p < 0.01
respectively), and realism and naturalness scores weex lmwvthe solid typology compared to
the aggregate ond(1,11) =29.67, p < 0.001 andF'(1,11) = 6.69, p < 0.05 respectively).

No significant differences among the six rendering techesquere found. This is in accor-
dance with the initial hypothesis for solid surfaces, whassociated sounds do not have enough
energy at high frequencies to enable vertical localizatiechanisms (Hebrank and Wright,
1974b). As Fig[6.9 shows, the frequency content of solidsiep sounds (wood and metal)
only overshoots thd-5 kHz threshold that enables vertical localization by thenpimn very
short temporal windows. For footstep sounds in particulee,presence of high-frequency en-
ergy is needed to trigger not only pinna-related elevatisgsdi.e., frequency notches), but also
torso-related ones (i.e., shadowing effects).

However, binaural techniques were all unexpectedly foortineffective also for aggregate
surfaces, independently of the degree of customizatiodedd, the interaction effect between
material and rendering technique was not significant. &usteesults showed that materials
belonging to the aggregate surface typology were alwayalifoed significantly lower than the
solid ones. Therefore, taken together these results sutpgesurface typology has an influence
on the localization judgments, and that such an influendeasg enough to mask the differences
between the involved rendering techniques.

Coherently, significant differences were also found betweeluations of aggregate and
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solid surfaces as far as the perceived realism of the simokis concerned, as well as the
naturalness of the walk and the degree of confusion or distaiion. Figuré 6.11 shows that
those judgments scale monotonically with the localizatioores.

6.2.2 Experiment #2. contextual information

In order to test the strength of the surface typology effetdcalization perception and to confirm
the results of the first experiment concerning the absenddéfefences in localization judgments
between the rendering techniques, a second experimeniesagdd. Specifically, the direction-
ality of footstep sounds was studied in presence of sogisathulated virtual environments, i.e.
adding a soundscape.

The role of contextual information, sonically provided asiisdscape, on the perception of
footstep sounds was studied in (Turchet et al., 2010c). &mapes sonically simulated either
the environment typically associated with the surface nedteynthesized (i.e. coherently), or
with a totally different one (i.e. incoherently). Result®gled that adding a coherent soundscape
significantly improved both recognition of surface matisrend realism evaluations when com-
pared to both footstep sounds alone and with footstep sowitdn accompanying incoherent
soundscape.

In this second experiment, adding auditory informationauowrent to the footstep sounds
might decrease the accuracy of their localization, and sudbcrement could be greater when
incoherent soundscapes are provided compared to the casécim coherent ones are involved.
However, if the effect is still present in such conditions thvould mean that the effect is strong
and that its causes might not only be due to the auditory agam se but should be searched in
the multimodal perceptual mechanisms involved in locooroti

Participants

Twelve participants, six males and six females, aged betweéand26 (M = 22.66, SD = 2.49),
not one of whom was involved in the previous experiment, tpak in the experiment. All
participants reported normal hearing and no impairmerdg¢omnotion.

Stimuli and procedure

The same apparatus was used as in the first experiment. Itoadti footstep sounds, the
soundscapes of the following four environments were useduayard of a farm during summer;

a ski slope; a house interior; a submarine. Such ad-hocdmiltdscapes were the same adopted
in (Turchet et al., 2010c) and were chosen in order to coligrignwith the synthesized footstep
sounds (gravel, snow, wood, and metal respectively). Wheohierently provided, they were
coupled with metal, wood, snow, and gravel respectivelye Uied soundscapes were designed
so as to provide a clear indication of the designed environsnafter the first few seconds.

The RMS amplitudes of the soundscapes were sét.tg 67.2, 62.7 and63 dB(A) for the

house, the submarine, the courtyard, and the ski slope asgdg. Such values were again
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chosen according to the results of (Turchet and Serafin,)20d8se goal was to find the ap-
propriate sound level for those soundscapes in presengatbfesized footstep sounds set to the
amplitudes indicated in S€c. 6.2.1 .

The experimental protocol was analogous to that of the figeement. The familiarization
phase consisted of presenting the footstep sounds of fonekgrbrush alone, with a coherent
soundscape corresponding to a forest, and with an incohsoemdscape corresponding to a
beach seaside in summer. Both the material and the two scapesevere not among those
involved in the experiment.

Footstep sounds were rendered using the M and B-PT technaqigs This choice was
made in order to check whether the delivery method affe@gytrality of the results as far as
the aggregate surfaces are concerned in presence of an@atgng soundscape. Results were
expected to confirm those of the first experiment, i.e. noiggmt differences between M
and B-PT. The combination of the two rendering techniquesfabr surface materials, and the
three soundscape conditions (coherent, incoherent, nudsoape) gave rise @l stimuli, each
repeated twice for a total @R trials. Trials were randomized across subjects.

Results and discussion

Results of the second experiment are illustrated in[Fig.l@.b2alization scores were analyzed
by means of a three-way repeated measures ANOVA having kveks of background context
(footstep sounds alone, with coherent soundscape, wittharent soundscape), two levels of
rendering technique and four levels of material. Neitherrttain effect of rendering technique
nor of stimulus type were significant. The main effect of mate/ielded an F ratio of’(3,33) =
10.32, p < 0.001. The interaction effects were non-significant. The post-twalysis revealed
that localization scores were significantly lower for bdtle snow and gravel conditions when
compared to both the metal and wood conditions.

The evaluations of Q2, Q3 and Q4 were subjected to the same-ttey ANOVA. As regards
Q2, the main effect of stimulus type yielded an F ratiakaR2, 22) = 12.6, p < 0.001, the main
effect of material yielded an F ratio df(3,33) = 17.29, p < 0.001, and the interaction effect
between stimulus type and material was significai{;, 66) = 2.57, p < 0.05. The first post-hoc
test indicated that realism scores were all significantfiedént except between the gravel and
snow conditions; in particular, scores for the snow andgreonditions were both significantly
higher than the metal and wood conditions. The second pmstést indicated that realism
scores were significantly higher for coherent soundscagesiwompared to footstep sounds
alone, which in turn were significantly higher than for ineoént soundscapes. Concerning Q3,
the main effect of stimulus type yielded an F ratiofof2, 22) = 8.96, p < 0.01, the main effect
of material yielded an F ratio af'(3,33) = 6.53, p < 0.01, and the interaction effect between
stimulus type and material was significaht(6,66) = 2.37, p < 0.05. The two post-hoc tests
gave analogous results to those of Q2. Regarding Q4, the rfiact ef stimulus type yielded
an F ratio of (2,22) = 11.82, p < 0.01, the main effect of material yielded an F ratio of
F(3,33) = 6.72, p < 0.01, while the interaction effects were non-significant. Thstfprost-hoc
test indicated that disorientation scores were signiflgamgher for the metal condition when
compared to all of the other conditions. The second posttésicindicated that disorientation
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Figure 6.12: Results of experiment 2: graphical representation of theamend standard de-
viation for questionnaire items Q1, Q2, Q3, and Q4 analyzgdniaterial (left) and by type of
stimulus (right). Legend: ** represents$0.01 and *** p < 0.001.

scores were significantly lower for coherent soundscapesnvdompared to footstep sounds
alone, which in turn were significantly lower than for incodret soundscapes.
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Moreover, linear mixed-effects model analyses were peréatin order to search for corre-
lations between each localization score (in absolute yand each VAS evaluation expressed
for Q2, Q3, and Q4. Such analyses revealed that localizatiores were not linearly related to
either perceived realism, naturalness, or disorientation

The four questionnaire items were subjected to a furthewvaamerepeated measures ANOVA
having two levels of surface typology (solid and aggregdteall cases a significant main effect
was found, showing that localization and disorientaticsres were higher for the solid typology
compared to the aggregate oné({,11) = 14.38, p < 0.01 and F'(1,11) = 7.64, p < 0.05
respectively), and realism and naturalness scores weex lmwvthe solid typology compared to
the aggregate ond(1,11) = 22.81, p < 0.001 andF'(1,11) = 7.73, p < 0.05 respectively).

The results of this second experiment confirm, as expedtegyrevalence of the information
related to surface typology over the spatial renderingriegle as far as perceived localization
is concerned. Localization scores were not affected by teegmce of the soundscapes pro-
vided, and analogously to the findings of the previous expent, localization scores were not
linearly related to judgments of realism, naturalness aadréntation. Moreover, concerning
localization judgments, no significant differences wenanid between conditions in which foot-
step sounds were provided alone or with an accompanyingiscape. These results, therefore,
would indicate that localization of footstep sounds is ettéel by the simulated surface typology
and that this effect is independent of the presence of a scapé, coherently or incoherently
provided.

Concerning the perceived realism of footstep sounds, areimfkel of the presence of con-
textual information was noticed: footstep sounds acconggliny a coherent soundscape were
judged significantly more realistic than when provided alon with an incoherent soundscape.
These findings confirm the results reported.in (Turchet /gl 0c).

The results of both the first and second experiment thus stitjgeet the influence of surface
typology on localization judgments is a robust effect, siités independent of the used rendering
technique and of the presence of contextual information.

6.2.3 Experiment #3 signal-level features

The set of surface materials involved in the previous twceexpents was relatively small. Only
four synthesized materials were used, and no comparisansagacordings of real footstep

sounds was conducted. Another critical point arising frow first two experiments is that at
signal level aggregate sounds are significantly longernte tand significantly richer in high-

frequency content than solid sounds, hence the found eftedtl be merely dependent on tem-
poral or spectral factors.

From all these considerations, a third experiment was dedigvith the goal of i) replicating
the results of the first two experiments using a larger palettsurface materials; ii) test the
effectiveness of synthesized footsteps sounds companetdoded samples; and iii) assessing
whether the found effect could be due to signal-level festwf the involved sound stimulus.
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Participants

Twelve participants, three males and nine females, agetieeetl9 and39 (M = 25.75, SD
= 6.09), all of whom were not involved in the previous experimetask part in this experiment.
All participants reported normal hearing and no impairmemdcomotion.

Stimuli and procedure

The same apparatus was used as in the first two experimentsrddoirdings of real and synthe-
sized footstep sounds were used, for a totallofurface material9(solid, 10 aggregate, angl
control conditions). In particular, the solid materialsrev@/ood, concrete and metal all provided
as real and synthesizei(2, 56.3 and61.5 dB(A) respectively) sounds. Moreover, three sounds
were created by coupling the synthesized materials witlverberation tail corresponding to a
room of size9 x 9 x 2.5 m (T, = 0.505 s). Concerning the aggregate materials, the following
surfaces were used (all provided as real and synthesizeol, gravel, dry leaves, dirt pebbles,
and forest underbrushi.4, 57.8, 54.4, 53.5, 53.5 dB(A) respectively). The same amplitude for
the corresponding real and synthesized materials wasediapt set according to the amplitude
indicated in|(Turchet and Serafin, 2013). The recordingeal surfaces were the same as those
used in a recognition experiment described in (Nordahl.ePall0b).

The recordings of real footstep sounds were used to inctbassonic palette and to search
for possible differences with the synthesized sounds infélie questionnaire items. Analo-
gously, the addition of reverberation to synthesized sslifaces was used in order to verify
possible differences in participants’ evaluations coragdao synthesized solid surfaces without
reverberation: indeed, the duration of the reverberateadu$itlasted for a time long enough
to cover the average duration of real footsteps, i.e. thelevtemporal duration of the haptic
stimulus, as opposed to the drier un-reverbed sounds.

Moreover, two control conditions were considered. Theystsied of white noise bursts,
lasting80 and420 milliseconds respectively, both providedsatdB(A). The two durations were
set to the minimum and maximum duration of the involved sahd aggregate surface sounds
respectively, while amplitudes were set to the average itudpl of all sounds. These control
conditions were chosen to verify possible localizatiorsbgdue to the stimulus’ duration or
frequency content. As a matter of fact, one of the salieriedihces between footstep sounds
on aggregate and solid surfaces is the duration, which igelofor the first compared to the
second. Furthermore, noise bursts have more high-fregquematent than aggregate surface
sounds; hence if frequency content were responsible fotatedization bias then the noise
bursts would be localized even lower.

Since the previous experiments revealed no significangrgiffces between the techniques
used for sound delivery, only one technique, M, was usedh Bathe21 stimuli was repeated
twice for a total o2 trials. Trials were randomized across subjects. The pruoreadas identical
to that of the first two experiments, anthropometric measergs excluded. The familiarization
phase consisted of presenting recordings of both real amthesized footstep sounds on sand
delivered ab1.9 dB(A). These stimuli were not among those involved in the expent.
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Results and discussion
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Figure 6.13: Results of experiment 3: graphical representation of theamend standard de-
viation for questionnaire items Q1, Q2, Q3, and Q4 analyzgdurface typology. Legend: **
represents g 0.01 and *** p< 0.001.

Figure[6.18 shows the results of the third experiment. Lipatbn scores were analyzed by
means of a one-way repeated measures ANOVA having threls levsurface typology (control,
solid, aggregate). The ANOVA showed a significant main effé€2,22) = 11.78, p < 0.001.
The post hoc comparisons indicated that the localizationescwere significantly higher for the
control condition when compared to solid and aggregateitond and significantly higher for
the solid condition when compared to the aggregate comdiAdurther one-way repeated mea-
sures ANOVA showed no significant differences between Ipatibn scores of the synthesized
surfaces and the real ones. Similarly, a one-way repeatesunes ANOVA showed no signif-
icant differences between localization scores of the ®gifled solid surfaces with and without
reverberation. Also, a one-way repeated measures ANOVAvetiano significant differences
between localization scores of the two noise bursts.

The evaluations of Q2, Q3 and Q4 were subjected to the santgsasaThe main effect of
surface typology yielded an F ratio @f(2,22) = 28.68, p < 0.001 for Q2, F(2,22) = 15.77,

p < 0.001 for Q3, andF'(2,22) = 12.26, p < 0.001 for Q4. The post-hoc test indicated that
realism and naturalness (disorientation) scores weréfisigmntly lower (higher) for the control
condition when compared to solid and aggregate conditidniewo significant differences were
found either between the synthesized surfaces and therrealar the synthesized solid surfaces
with and without reverberation.

As before, linear mixed-effects model analyses were perdéorin order to search for corre-
lations between each localization score (in absolute yalnd each VAS evaluation expressed
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for Q2, Q3, and Q4. Such analyses revealed that localizatiores were not linearly related to
either perceived realism, naturalness, or disorientation

A further one-way repeated measures ANOVA was conductedeofour questionnaire items
to compare the two control conditions. In none of the analysatistical significance was no-
ticed.

Taken together, results of the third experiment confirmfibaiistep sounds on aggregate sur-
faces are localized nearer to the feet than those on solidcas: Furthermore, both the noise
bursts were localized in positions higher than those cpoeding to the real and synthesized
solid surfaces, and their localization scores did not difignificantly. Last but not least, no
significant localization difference was found betweendsslirfaces with and without reverbera-
tion. Therefore these findings exclude any explanation@t#use of the found effect due to the
duration or frequency content of the sound stimulus.

Contrarily to the previous two experiments, realism, ndhass, and disorientation scores
were not significantly different for the solid and aggregatgace typologies, while as expected
control conditions were judged as the least realistic. Haurhore, similar ratings were given
for the real and synthesized sounds for all the questioant@ms; this suggests the success of
the synthesis algorithms in mimicking real footsteps ssunéinalogously, in each of the four
guestionnaire items no significant difference was foundfiersynthesized solid surfaces with
and without reverberation. This finding parallels the cgpanding localization results.

6.3 General discussion and conclusions

The influence of auditory feedback was studied on healthjestgofirst to characterize the nor-
mative response of the human motor system to auditory irdtam, yet the experiment is ready
to be adapted to a rehabilitative scenario in order to attestbsolute effectiveness of spatial
sonification in target-following tasks. However, the résuh Sec[6.11 definitely provide a ba-
sis for a future comparison with impaired subjects. Wheretisrences between spatial and
monophonic task-related auditory feedback were not foarmktparticularly marked, spatial au-
ditory feedback led to a statistically significant improvarhin performance with respect to the
no-audio condition. Such improvement was not observed fmrophonic auditory feedback.

On the other hand, the main result common to the three expatsin Sed. 62 is that solid
surfaces are localized significantly farther from the wetkéeet than aggregate ones indepen-
dently of rendering technique (including spatial audiadfegck), presence or absence of contex-
tual information, duration and frequency content of thergbstimulus. Such an effect could be
explained by the presence of a semantic conflict betweenapechand auditory sensory chan-
nels, coupled with the hypothesis that the auditory systees the information coming from the
haptic channel to enhance sensitivity in the localizatibsaunds apparently coming from the
walker’s feet.

Semantic content of a multisensory stimulus plays a ctiticke in determining how it is
processed by the nervous system (Laurienti et al.,|2004uaVisystem could make use of au-
ditory cues during visual analysis of human action whenghgrm meaningful match between
the auditory and visual cues (Thomas and Shiffrar, 2010hédse case studies the source of the
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auditory and visual (i.e., the movement of a rolling ball)sypeerceived from most of the subjects
as unique and the two sensory channels rely on coherenmafmn; otherwise, auditory and

haptic (i.e., the foot-shoe contacts while walking) stimuds not unique, and therefore the two
sensory channels received conflicting information.

Still, this interpretation is supported by the evidence thalio-tactile interactions can happen
independently of spatial coincidence in the region clostéochead (see (Kitagawa and Spence,
2006) for a review). Several studies in the literature atiew information presented on one sen-
sory modality can influence information processing in aap#ensory modality (e.g. the ventril-
oquism illusion |(Howard and Templeton, 1966) and the “pareht-skin” illusion
(Jousnaki and Hari, 1998)). In (Laurienti et al., 2004) the authmighlighted how the semantic
content of a multisensory stimulus plays a critical role @etmining how it is processed by the
nervous system.

The information provided by spatial audio feedback usingegalized HRTFs was found
to reduce tracking errors only for a subgroup of subjectsthinfirst case study, along with
improvements in the monophonic signal, a required steprisva better rendering of the used
feedback is the exploitation of customized HRTEs (Mglleslet1996). The use of customized
HRTFs is expected increase the improvement in performaeteden the no-audio and spatial
audio conditions, strengthening congruence between ntiedain terms of spatial width and
externalization.

In the second case study, technological limitations evesefibthe rendering of solid surfaces
to be semantically incongruent: although the impact soundyced by hard sole shoes with a
solid surface was realistically rendered, haptic stimduiced by the actuators were not effective
in masking the haptic sensation due to the softness of theéatsirsole and the presence of a
carpeted floor. To this regard, the haptic sensation arshen walking with sandals over a floor
covered with carpet is more semantically incongruent with gimultaneous presentation of an
impact sound between a hard sole and a solid surface thathgigimultaneous presentation of a
footstep sound on an aggregate surface. The differentizatiain ratings reported in the present
study could be attributable to the different levels of seticazongruence between auditory and
haptic information: the lower the semantic congruence,gitgater the distance of the sound
source from the feet. On a separate note, realism, natsslaed disorientation scores were
found to be unaffected by semantic congruence and by thec@uiocalization bias, which
consequently did not modulate the perception of the own viayatking.

In addition, it is worthwhile to notice that the present sésdnvolved auditory stimuli that are
both valid and not valid from the ecological point of view.gdresence of non-ecological stimuli
(e.g. noise in the second case study), behavioral/per@egtantities (e.g. location of the sound
source) were worst rated than the corresponding congruehingongruent ecologically valid
stimuli. This is a further indication that when the assaorabetween the information arriving to
different modalities is not meaningful, interaction beémesensory channels produces percepts
which are not reliable.

The design process of audio-visual rehabilitation and@bdiptic locomotion interfaces for
virtual reality contexts should take care of providing wsaith feedback fully valid from the eco-
logical point of view, and capable to produce a meaningfabamtion between the two sensory
modalities. This aspect has received scarce attention éragmeers in tools for rehabilitation



156 Mixed Structural Models for 3D Audio in virtual environments

protocols and designers of synthetic footstep sounds dmdtectile feedbacks. Furthermore,
the use of spatial sound reproduction techniques (throwgtdphones) is an essential work-
bench where testing whether a performance improvementtéctgel or cue integration might
effect human multimodal perception.

This research workflow contributes to the development ofemrtitical framework applied
to perceptual mechanisms involved in sonically augmemnacking/reaching tasks and simu-
lated foot-floor interactions mediated by interactive ifgees. Ultimately, future researches will
allow investigation of how audio-video-haptic interactsoin humans contribute to the internal
multisensory representation of the body.



Chapter 7

Auditory feedback for exploration tasks

In recent years spatial sound has become increasingly targoin a plethora of application
domains. Spatial rendering of sound is especially recegiiia greatly enhance the effectiveness
of auditory human-computer interfaces (Begault, 1994)ti@adarly in those cases where the
visual interface is limited in extension and/or resolutidrurthermore, it aids improving the
sense of presence in augmented/virtual reality systemadaislengagement to computer games
(see Sed._1.31 for a VAD taxonomy). Among these ever-grgveipplication domains, this
Chapter focuses on the design and development of a real thgsically informed audio-tactile
interactive system able to aid navigation in virtual 3D mappecial emphasis on spatial audio
models motivates the use of innovative binaural techniqae8€D audio rendering based on
headphone reproduction, and their influence in spatialitiogn

In particular, design and prototypes of sensory substituiystems for visually impaired
people aim to assess whether the acquisition of spatialnrd#on through non-visual modali-
ties, i.e auditory and haptic, includes any properties t&rimal representations build upon visual
cues |(Cattaneo etlal., 2008). The degree of dependency fiunspatial nature of images de-
termines to which extent spatial knowledge should be cemsitlas a more general property.

An effective Orientation & Mobility (O&M) educational pragm for visually impaired peo-
ple based on real/virtual environments, should involveeoband obstacle recognition, reliance
on global landmarks, route and/or survey knowledge (Wienat., 2009). Active exploration
of virtual environments might lead to the acquisition of s spatial knowledge. Available
idiothetic and allothetiBl.information during exploration tasks interact with attentand work-
ing memory according to different weights (Afonso et al.1@)) affecting the spatial learning
process.

The pinna reflection model, exhaustively described in S&t;. &pplied to user’'s ear image
might be used in order to extract prominent anthropomegiatures that capture relevant eleva-
tion cues for binaural audio synthesis through headphohas.selection mechanism described

This chapter is partially based on (Geronazzo et al., 2013a)
Lidiothetic information refer to motor commands determipimcomotion decisions, proprioception and vestibu-

lar (inertial) information for self-motion (Mittelstaedind Mittelstaedt, 2001) Otherwise, allothetic informatiefer
to external environment and include sensory cues.

157
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in Sec[4.B used manually traced geometrical contours argéegdinna picture so as to match the
extracted elevation cues within the best HRTF for the cpoeding listener. The selected HRTF
set is integrated in a virtual multimodal environment tdgetwith the haptic TActile MOuse
(TAMO) devicel2 exploiting the contribution of audio feedback to spatiagjeition and O&M
education/training of visually impaired people. Reachingvéties, object reconstruction and
displacement/size estimation of virtual objects in spaeetlaree experimental scenario where
these technologies were preliminarily tested in simpléugirmaps incorporating a virtual ob-
ject and a spatialized beacon sound. The promising resoittBrimis the effectiveness of the
proposed research methodology towards an effective satiificof movements and multimodal
cross-augmentation in navigation tasks.

A closing preliminary experiment has the aim at investiggthe influence of auditory feed-
back on haptic estimation of size. This work was motivatedhgyidea of developing an audio
augmented minimalist tactile device, answering the follmwesearch questions: “Which is the
more semantically congruent feedback for audio-haptimesion of spatial height?” “Can audio
modulate local perception of height?”. Experimental sotsjevere instructed to explore a vir-
tual 3D object (a stair-step) with a haptic device, and tarrea verbal estimate of the step riser
height. Haptic exploration was accompanied with a reaétgenerated sinusoid whose pitch
varied as a function of the object’s interaction point’sdgiiwithin two different ranges. Ex-
perimental results show that haptic estimation is robudtaanturate regardless of the frequency
range of the accompanying sound, leading to other kinds dit@y feedback and mapping
strategies in future researches.

7.1 Motivation and open issues

3D audio has been increasingly applied to multimodal systetime last twenty years (Morlnder,
2007; Hale and Stanney, 2002) as demostrated by the intioduaf the word “auralization”
back to the early 1990s. Along with already existing appia (see Se€. 1.3 for a detailed tax-
onomy), many unexplored scenarios exist, based eitheravarnrental improvement of existing
systems or on totally new approaches (Begault, 1994).

However, ensuring coherent sound generation, sound tiasiem and sound reproduction in
virtual acoustic environments becomes crucial espediatlyose applications where the auditory
modality is more than just a useful addition to vision in artteincrease user immersion: in
particular, auralized systems can aid blind people on tlygmition and exploration of spatial
maps. ldentification of unknown obstacles and reliable daesctual positions in space are
required skills for people totally or partially without $ig particularly for late blinds (e.g. aged
and diseased people).

The issue of sensory integration/combination related atiapknowledge becomes more
challenging considering dependencies of spatial learfiorg previous and current visual abil-
ities (Cattaneo et al., 2008), i.e. late blind (or late-orditdness) and congenitally blind (or

2http://www.iit.it/en/component/content/article/1 piatforms/505-digeye.html, last access: December 10th
2013
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early-onset blindness). To this regard, a growing body adeswe suggests that spatial infor-
mation is partially independent from encoding modaliteespecially vision, suggesting amodal
representations in the learning process (Klatzky et aD320Such an hypothesis on a common
spatial substrate supports sensory substitution resesmectploiting similarities between learning
modalities.

Experimental protocols should emphasize interoperghalitd interdependency of modali-
ties (Chrastil and Warren, 2011) keeping in mind the ecohldglcstinction between near and far
field. Furthermore, the exploration of large environmeetguires locomotion, on the contrary
exploration of small objects (compared to human body dinogis$ within a simple grasping
action does not require a person to move and walk.

Consider the following application scenario: a detailetinl map is available for download
in order to help visually impaired people to learn the areangnt of a public space before ac-
tually going there. It has been suggested that recognitidir@construction of cognitive spatial
maps are more effective for those people who have benefibed firactice in virtual environ-
ments than for those who need to explore a real space. Limdavioral strategies are intrinsic
in real space exploration while virtual environments carirbely handled, varying the starting
point, scale factor and then moving in a three dimensioreteslong all the allowed directions,
exploiting the vast combinations of multi-sensory feedb@@hav and Mioduser, 2008).

More in detail, the main challenges to be faced in order toigethe user with effective ways
of navigating and learning virtual spatial maps are: (igrabling reliable real spatial knowledge
(i) complying with individual cognitive abilities and eahcing them, and (iii) providing an
efficient system in terms of usability, scalability and teglogical resources.

7.2 Orientation and mobility aids

Sighted people predominantly rely on vision to perform naigheir everyday tasks, and most
technological devices convey visual information as prantrand essential feature. Thus, easy
and natural tasks for sighted people become challenginghaady impossible for blind users
due to design issues that are inadequate for their specéitsne

A simple classification of tactile displays for sensory gitb8on separates pictorial from
encoded rendering approaches (Wall and Brewster,! 2006). fildtanethodology consists in
translating images/objects to high fidelity tactile onelilethe latter is based on a more abstract
representation guided by affordances and limitations of ak a communication medium, and
by technological constraints imposed by design (e.g. Brélhguage).

In the domain of O&M activities, the most used navigation faidvisually impaired people
is the white cane (see Fig. 7.1(a) for an augmented white)caihés tool is simple, lightweight
and exhibits the following features:

* users have to be immersed in the exploration space (sersor components);

* it provides mainly local information, collected by usensdugh a continuous interaction
with the environment (haptic modality);
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(d)

Figure 7.1: Examples of orientation & mobility aids: (a) Tom Pouce dewd-arcy et al. 2006,
(b) HOMERE system - Lecuyer et al. 2003, (c) BlindAid systé&uhoerb et al. 2010, (d)
DIGEYE system - Brayda et al. 2013.

« global information emerge implicitly in the propagatiohcontinuous impact sounds (au-
ditory modality).

Tactile-vision substitution systems were conceptually finst to be developed, thanks to
their low invasiveness and relatively low costs (Bujnowskile|2008). Several alternative tech-
nological solutions have been proposed over time, alth@ififgitcted by counterproductive side
effects, e.g. excessive spatial dimensions, e.g. OPtcBAttile CONverter (Optacon) device
(see Schiff and Foulke (1982) for an historical review), anffering from interferences between
sensory modalities, mostly at the expense of audition gFafrel., 2006). Nevertheless, multi-
modal virtual reality systems have increased in computatiand expressive power during the
last two decades; an overview of existing works related taMDétds might help understanding
which achievements have been reached and which challetijesad to be faced.

TheHaptic and audiO Multimodality to Explore and RecognizeEmgironment - HOMERE
system for virtual map explorationh (Lecuyer et MOO&)Iirmtes a virtual white cane used
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during exploration tasks (Fig._7.1(b)). This system is aaneple of passive aid because of its
limitation to constrained and predefined paths. It alsoiregla large and expensive installation
with an audio surround system.

Lahav and Mioduser (2004) performed some preliminary ssidn map exploration by blind
subjects in order to extract the main features requirech®development of haptic virtual envi-
ronments. Their results showed a reduction in the explomaime for participants who mastered
the navigation in the unknown virtual space compared to timtrol group who explored a real
space. A significant variety of exploration strategies,hods, and processes was reported by
participants using this multi-sensory virtual environpen comparison with those exploring
real space. In a late study, the same authors presentediebaged multi-sensory virtual envi-
ronment improving spatial knowledge of unknown spacesimdsl(Lahav and Mioduser, 2008).

A more complete and complex desktop virtual reality enuinent, depicted in Fid. 7.1(c),
is BlindAid (Schloerb et al., 2010) based on a Pharf®udevice for haptic rendering. The sys-
tem has been designed to enhance exploration of unknowroanvents by visually impaired
people; actions and commands are borrowed from standarddreomputer interaction com-
mands, such as zooming, scrolling, pausing, undoing BitecdAid indeed intends to accelerate
user’s exploration and spatial learning process. Howdhere is no evidence nor evaluation
about users management of such a palette of commands, gdhhlaptic textures and spatial
audio rendered with generic HRTF (KEMAR). In this regard, Haptic system has complex
behavioral requirements that eventually lead to a longitmgiprocess.

The contribution of proprioception to active explorationf mbjects guided
Lederman and Klatzky (1987) to perform two experiments 8eas connections between hand
movements and haptic exploration in blindfolded subjectsey argued that free haptic explo-
ration of an object together with hand movements, are optomaven necessary and are ex-
tremely efficient in 3D space. Nevertheless, haptic expilmmaneeds to be further supported to
achieve the perception of complex spatial layouts andtsires, e.g. presentation of 2D environ-
ments with height information (Magee and Kennedy, 1980)thla direction Yu and Brewster
(2002) noted that spatial perception and proprioceptiernatpful cues while exploring data non
visually.

Walker and Lindsay (2006) examined the effects of nonspaedtiory beacons in navigation
performances using sounds that change their timbre antigrosiith different levels of subject’s
practice. The learning experience of the system improvei §igeed and accuracy in navigation
performances. The system developed by Afonsolet al. (2@05))2xploited & D audio virtual
environment to investigate structural properties of gppagpresentations in visually impaired
people. Auralization through headphones accompaniedsusee locomotion in a real room
and in a immersive virtual reality in which six landmarks weiaced on the horizontal plane.
Their virtual environment effectively drives the elabawat of spatial mental representations,
with and without movements. These studies encourage thefuséable binaural spatial audio
as an essential element in the development of multimodat@nments.

The technological solution described in this Chapter fofidive idea of the “virtual tactile

3A 6-DOF position input/3-DOF force output device with a siyl grip. Phantom’s website:
http://www.sensable.com
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tablet”,\Vanderheiden (1989). In this approach, tactigpliiys and touch sensitive tablets allow
users to acquire haptic information connected to intesagtioints on the working area of the
tablet. A minimalist haptic feedback was chosen, the TAdODuseTAMO) device (Brayda et al.,
2013) that provides a minimum tactile stimulus on a mouseifiteraction metaphor (see Hig.[7.1(d)
and Sed. 7.311 for more details). Several motivations Ikerigkthis choice:

» while most of the haptic devices (e.g, the Phantom)are resipe (Wall and Brewster,
2006), the TAMO provides a low-budget solution for visuaitypaired users;

» combination of haptics and active exploration appearsjaake for th recognition and
reconstruction of simple geometries;

» minimalist feedback guarantees a rapid learning curvehasdelevant practical implica-
tions for end-users.

7.3 Audio-haptic exploration

In this Section, a multimodal virtual environment is evaéghin the exploration of simple virtual
spatial maps. The system makes use of 2D/3D sounds and th©Tdevice.

The haptic navigation metaphor is very similar to tactilesseg on a fingertip combined
by kinesthetic exploration cues. Local haptic informatisrintegrated with the spatial audio
engine of Ch[.5, and two types of auditory feedback are defimedder to render spatial sounds
with respect to listener’s position using HRTFs: spatgtian on (i) a bi-dimensional space (i.e.
azimuth and distance), and on (ii) a three-dimensionalesfiacazimuth, distance and elevation).

Three exploration experiments evaluate the proposed mmdtal system with blindfolded
subjects:

1. goal reaching;
2. object recognition;

3. spatial map reconstruction.

Experiments were conducted in order to determine mono-hemdributions and cross-modal
augmentation in the exploration of simple virtual maps, @.gectangular space containing one
virtual object (Fig[.Z.R depicts a top view of an example mdp)all the experiments, subjects
were required to wear an eye-mask and were only provideddepud auditory feedback, through
the TAMO and headphones, respectively.

Participants

Eleven subjects7(males andt females) whose age varied fra2i to 40 (mean28.2, SD 5.5),
took part to the three experiments. All subjects reportediabhearing according to the adaptive
maximum likelihood procedure proposed by Green (1993).yTHaal different levels of exper-
tise in psychophysical experiments: only two subjects hadipus experience with multimodal
experiments, all the others were naive subjects.
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Figure 7.2: Top view of a simple multimodal map.

Figure 7.3: The TAMO device (on the left), a single height virtual mam{es, and movements
of the TAMO's lever according to time-variant position oe thap (right) [(Q_ampus_eLHL._Zdﬂ).

7.3.1 Apparatus

The three exploration experiments were performed in a Scéiation Pro 45 silent booth.
Sennheiser HDA Zdﬂheadphones were plugged to a Roland Edirol AudioCapture UAek0
ternal audio card working at4.1 kHz sampling rate. For each subject, HRTF selection was
performed in the CIPIC database using the selection proeathscribed n Sec. 4.3, in order to
optimize spatial impression especially for elevation Thguasition of one pinna image of each
subject was required to compute the mismatch between mgirzeded contours and notch cen-
tral frequencies of CIPIC HRTFs (with reference to Eq. (4,18¢ weight values were; = 1,
Wy = W3 = 0)

In the experiments, the same GUI designed in MATLAB whichludes menu and con-
trol buttons for direct management of the experimental ¢ar$ and timing. TheDIGEYE
System [(QLeLaLeLéILLQb% provided a complete test enmirent for haptic experiments and

4These dynamic closed circumaural headphones offer antigéfigrassive ambient noise attenuation and high-
definition reproduction of high frequencies.
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Figure 7.4: A simplified scheme of the experiment setup (Bedin, 2013).

some of its components (hardware and communication moduwlese integrated in this new
experimental interface. See Fig.]7.4 for a schematic view.

The TAMO device was developed for tiHGEYE System. It is capable to render height
information related to any absolute position in its workspa.e. the supporting tablet where
it moves (Brayda et al., 2011). The height information is jpited by a lever, placed above the
mouse-shaped device, at the location where the mouse-wgheemonly placed. The user
keeps a fingertip in contact with the lever and a stepper-mmaiiges it proportionally to the
virtual height to be rendered (an example is depicted in[ER).

The developed multimodal virtual environment is able totltafly render the presence of
virtual objects by moving the TAMO's stepper (lever) andatieg a tactile contact on subject’s
fingertip: when the pointer reaches a virtual object on thp,Ittee stepper signals a virtual edge
of a given height. TAMO generates a taxel for each pixel oftbeking area, i.e. 810x297-mm
sensing table, similarly to a tactile bas-relief repreagon. The lever moves from ground hor-
izontal positiong, ~ 0°, to a nearly vertical position, corresponding to a rotatdw,,,,, ~ 80°
(more details are available in (Brayda etlal., 2011)). Thigibaminimalist feedback correspond-
ing to a single movement in elevation is calledket information related to a single tactile unit
are stored and rendered (Siegel, 2002) like pixels in vidRyevious studies showed that the just
noticeable difference in height for the TAMO.JBV D ¢ [3.5, 4.3] degrees.(Brayda etlal., 2013).

The TAMO already obtained several encouraging resultgestgoproperly identified simple
geometric objects and navigated in virtual maps of smalhgavoiding obstacles (Chellali et al.,
2009). Furthermore, in recent investigations Brayda eP#l18) discussed on which combina-
tion of factors among cognitive load, absence/presenceativation and random/identifiable
strategy, affects map construction quality.
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7.3.2 Stimuli

All maps were surrounded by virtual walls rendered with,,, on the TAMO. When the device
moved outside the working area the lever moved alterngtive ¢,,,.,. t0 ¢,,,.. — 26° at refresh
rate in order to signal that the subject crossed the boussldglimited by virtual walls.

Depending on the feedback condition, a virtual sound so(lreacon sound) was placed at
the center of the map. The sound was spatially rendered lmpheaes according to the relative
position between pointer and beacon sound’s position. fEmdering approach corresponds to
an egocentric view of the virtual map in which the pointerresponds to the listener’s head.
When the device exceeded wall boundaries the auditory fe&dbas stopped. Each auditory
stimulus was a continuous train of repeat®ms Gaussian noise bursts with ms of silence
between each burst. A similar type of stimulus was employetbcalization tasks and has
already been proved to be more effective than a single whiisenburst (Katz et ali, 2012),
although this latter stimulus is also used in navigatiolkga$Valker and Lindsay, 2006). The
maximum measured amplitude of the raw stimulus at the ecdrah the ear canal was set to
60 dB(A). At the beginning of the experimental session, sulsjeould adjust the default sound
volume in order to obtain a subjectively comfortable level.

Auditory stimuli were filtered through the selected HRTFa®d a headphone compensation
filter obtained with the algorithm presented|by Lindau anchBmann (2012), applied to mea-
sured headphone responses on a KEMAR mannequin withouaginih has to be highlighted
that compensation was not individual; however, such kingrotessing guaranteed effective
equalization of the headphones up&te 10 kHz on average and simulated a realistic applica-
tion scenario where it is not always feasible to design pelscompensation filters. Rendering
through selected CIPIC HRTFs provided two dimensions (attirand elevation), of the auditory
space. The third dimension (distance cue) was renderedghran inverse square law on sound
attenuation level. The sound level decayed from a maximuamaé@ressure level when the
pointer covered approximately the sound source positma,hinimum audible sound level set
to the farthest reachable position along tablet bordersaédw field calculation were performed,
H and instead a5 px neighborhood around the beacon sound was defined in whecauiditory
feedback remained constant (i.e., frontal direction wittmauthd = 0, and sound intensity at its
maximum level).

Since the multimodal virtual environment exploited diffiat and concurrent software/hard-
ware for each modality, it was crucial to satisfy real-tineastraints and to synchronize auditory
and haptic stimuli within a coherent perceptual integratimme window. In order to choose a
unique refresh rate for the rendering process, the delaydaet audio and tactile stimuli was
measured as follows: two condenser microphones conneztedascant80 at 192 kHz sam-
pling rate were placed at the headphones coupler and nestethyger, and latency was estimated
as the time between the activation of the TAMO stepper (detelsy means of the noise of the

SThere exist several works proposing synthesized nearHi&@Fs from far-field HRTFs|(Kan et al., 2009)
and it has to be proven their efficiency in such kind of exploratasks compared to different sound decay laws
(see (McMullen and Wakefield, 2013) for a preliminary stydgdlding new acoustic cues for distance percep-
tion (Parseihian et al., 2012) or mapping perceived andipalydistance with physics-based models of an acoustic
pipe (Devallez et al., 2008).



166 Mixed Structural Models for 3D Audio in virtual environments

F E D
G C
H A B

(a) Starting positions

300 400

(b) Virtual map

Figure 7.5: Experiment #1. (a) Starting positions for the audio-hamiploration. (b) The
virtual maps: haptic elevations are visualized through éoconap, starting from blued,) and
reaching till dark red ¢,,..) in proximity of the goal (central black dot).

TAMO engine) and the audio output at the earphones. Basedese theasurements, a refresh
rate of80 ms was chosen. This value is larger than the measured reaptio-delay 8 ms) and
therefore guarantees a consistent refresh. At the sameitigu@rantees continuous integration
of multimodal perception because neural information fraffecent senses occur at approxi-
mately the same time, thus being associated with the sansgahgvent (Holmes and Spence,
2005). Since signals coming from different sensory moi@alitave different time-of-arrivals and
processing time in given brain area, a temporal window ou&B00 ms ensures multisensory
integration and enhancement (Meredith et al., 1987).

7.3.3 Experiment #1. goal reaching

This experiment has a twofold objective: (i) assessingzoortial auditory localization perfor-
mances using the selected HRTF set in dynamic conditiongigncbmparing performances
with uni-modal, and bi-modal (audio-haptic) feedback.

Procedure

A brief tutorial section introduced the experiment. Thejeabwas verbally informed that he/she
had to explore a virtual map by means of a pair of headphonésaaactile mouse. At the

same time, the exploration metaphor of the TAMO device wasrileed; then, the subject was
instructed to keep an egocentric view of the virtual world @hto reach a spatialized sounding
object, (ii) the top of an haptic virtual object or (iii) a tual object that exhibits both features as
fast as he/she could. During the exploration task, the stibjas blindfolded and had to keep a
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fixed head orientation. This indication helped the subje&etep a coherent auditory rendering,
being his/her head the center of the 2D coordinate systerspatial audio. The experimenter
guided the blindfolded subject to ehe experimental locedind subsequently led him/her towards
the starting position of each trial.

Figure Z.5(a) depicts the eight points at the workspace deyrfrom which each trial began.
Three feedbak conditions were provided:

* TAMO: uni-modal haptic condition;
» 2D audio: uni-madal auditory condition;
* TAMO + 2D audio: bi-modal condition.

A spatialized sound source was placed at the center of theasagepicted by the black dot
in Fig.[7.5(b). The subject had to ente2@apx neighborhood around it and to remain inside for
1.2 seconds in order to complete the trial. No height infornrati@s provided by the auditory
feedback, i.e. only 2D information was mapped to azimuthdisthnce rendering.

On the other hand, gradually increasing haptic elevatioewendered the TAMO as sub-
jects approached to the center. An inverse square law tesldtie trend as depicted by the color
scale in FigL75(b).

All the three feedback conditions were repeated 8 times f@neach starting position) lead-
ing to a total of 24 stimuli. Three sequences of presentatiene built for the 24 stimuli and used
in rotation. Since feedback conditions were randomizedsactrials, each sequence was com-
posed by three 8-trial blocks where each starting positppeared once. Blocks were arranged
in a3 x 3 latin-square design across sequence and each block fallome of the first three row
of a8 x 8 balance Iatin-squa@.This approach minimized motor memory effects by avoiding
successive occurrences of the same starting point.

Results

Experimental results were preliminarily evaluated in terof absolute reaching time, i.e. the
time spent by the subject to reach the virtual object locateélde center of the map. The average
improvement between the unimodal haptic condition and tm@8al condition was 27% 14%,
with a peak of 59% and a minimum improvement of 11%. The awenagprovement between
unimodal auditory condition and the bimodal condition @2%. The average standard deviation
of the absolute reaching time in the bimodal condition wa3g s, whereas unimodal feedbacks
resulted in3.04 s and1.57 s for audio and tactile conditions, respectively.

As shown in Fig[ 76, the 2D audio condition usually perfodnbetter than the TAMO con-
dition. However the adopted inverse square law for hapiighteould have a determinant role.
Different laws could provide better tactile performance &mther studies are required in order
to assess the supremacy of 2D audio.

These results confirm an effective multimodal integratietween the TAMO and 2D spatial
audio. The auditory feedback provided a constant globatmétion about pointer’s position on

®The8 x 8 balances latin square was computed according to the lexipbi order defined in Fif_7.5(a)
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Figure 7.6: Results for experiment #1, absolute reaching time for eabjest.

the map, while the haptic feedback provided just a localrmfttion. Their combination helped
subjects to reach the goal. This observation has confirméuddpllowing informal observation:
while in the unimodal haptic condition subjects were itigiglow and could easily complete the
task once close to the center, in the unimodal auditory ¢mmdihey were initially faster but had
difficulties in understanding that the pointer was aboventiagker.

Additional and more rigorous analysis has to be conductetherollected data, using dif-
ferent metrics such as deviation from the optimal path amdbar of changes in direction.

7.3.4 Experiment #2. object recognition

This experiment investigates exploration strategies évrétognition of virtual objects with ba-
sic geometric shapes, depending on the provided feedbaickilaGtests were conducted by
Chellali et al. (2009) in order to qualitatively describe thain strategies in reconstruction and
recognition of virtual objects and rooms.

Subjects were asked to explore the virtual map using a TAM@deand 2D audio; they had
to recognize simple geometries as quickly as possible. cdbjeere placed in the center of the
map and a spatialized beacon sound was synthesized as gtmrdation cue.

Procedure

This experiment was performed by the same subjects aftepriheéous one (Se¢.7.3.3) and
shared most of the verbal description provided before. Eaghwvas completed when subjects
verbally identified the object or after a maximum allowed amtoof time (set tol50 s); dur-

ing the exploration time, they could guess, but no feedbaa& provided by the experimenter
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(a) Triangle. (b) Square. (c) Circle.

Figure 7.7: Experiment #2. The three virtual objects to be recognizdded trials of Subject
56 make use of bimodal feedback. Trajectories and exptoratirategies adopted by Subject 56
are shown in red.

until the right answer was given. If the subjects were nog d@blidentify the object within the
maximum allowed time, the trial was concluded with a negatiutcome.
The basic virtual objects were:

 Parallelepiped with triangular base, Hig.17.7(a);
* Parallelepiped with square base, Figl] 7.7(b);
 Cylinder,, Fig[ 7.7 (c).

Subjects always started from position “A’ in Fig. I7.5(a). j€t sizes were set according to
previous study conducted b;ﬂald_a_dt bl._(2010), yieldind\®1® movement range spanning
from~ 10 mto 15 cm on the virtual object. With these constraints, objecpsisénad areas larger
then 50% of the workspace (e.g. a cube of edge equal8ii@x was created). Finally, object
heights were set tg, + 18°.

Each of the three objects was presented in two conditions:

* TAMO: unimodal condition;

* TAMO + 2D audio: bimodal condition.

As a result, six stimuli were constructed. Presentatiomeerges were arranged in latin square
order with respect to object shape. Feedback condition m&sented alternatively in order to
minimize learning effects related to the use of 2D audio.

Results

A preliminary analysis of the results revealed an averagegmition time which 068.6 s in the
TAMO condition and of64.1 s in the bimodal condition, exhibiting not relevant diffeces and
high standard deviatior3¢ s). Moreover, failed recognitions were sporadic.

Qualitative assessments of exploration strategies shdahedame two main approaches

found byl Brayda et all (2011):
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 exploring the map on a grid and moving on vertical and hatablines;
« following the object contours trying to cross the edgebagbnally or diagonally.

These results suggest a weak role of the designed auditedp#&ek in the recognition task.
However, it is still interesting to analyze micromotion @imprecise movements) and macro-
motion (macroscopic quick changes on the map) of subjecEmemt@ Further analysis could
correlate those movement features to changes in feedbdcitiategies.

7.3.5 Experiment #3: spatial map reconstruction

The third preliminary experiment focuses on map reconstmcin a recent work by Picinali et al.
(2014), subjects explored a complex virtual environmeased on a real map, by means of an
3D audio engine which shares similar desirable featurds thé one designed in CH. 5. There-
fore, subject were asked to physically reconstruct the nspgu.EGC® bricks and annotated
drawings.

A similar approach was adopted here on a simplified scenarisingle virtual cube was
positioned in the map and subjects had to estimate its sizéoaation. Particular attention was
given to auditory feedback contribution in terms of dimensility in spatial information, i.e. 2D
and 3D localization cues.

Procedure

The task was introduced to the subjects based upon theirierpes in the previous experiments.
Subjects were informed about the presence of a virtual cabih® map and that they had to
memorize its size and location. They were also informed ttatcube randomly changed and
its size was different among trials. Subjects had one mitwuéxplore the map. Afterward they

had to reconstruct the explored map by picking one among ef gdtysical cubes, which were

different in size, and to place it at the estimated locatinm@10 x 297-mm paper sheet, which

was next to their exploration position.

Feedback conditions are summarized as follow:

« TAMO: unimodal haptic condition as described in Sec. %.3.4

* TAMO + 2D audio: bimodal exploration with haptic feedbacidédbeacon sound rendered
according to 2D coordinates;

* TAMO + 3D audio: bimodal exploration with haptic feedbacidedbeacon sound rendered
according to 3D coordinates;

This distinction was originally introduced on visuo-té&tbject exploration by _Zinchenko and Lomov (1960):
micromotion is performed to maintain a constant level ahsiation on the tactile receptors and macromotion to
manipulate and investigate object’s features.
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Figure 7.8: Experiment #3. Two trials of Subject 30: (a) the cube with sifdallpx) edge and
(b) the cube with large80 px) edge. (c) Available cube sizes for subject estimatebjeu
trajectories are shown in red. The object location errors ubjgect estimatesl@ px and13 px,
respectively) are also shown.

Each feedback condition was associated to 2 cubes of diffsize, i.e. small edge( px) and
large edge 150 px), with two repetitions, for a total of 12 stimuli arrangedatin square order
with respect to feedback condition. Although only two cuizes were used in the stimuli, when
giving their estimates subjects had to choose between Hogving 5 sizes:45 px, 80 px, 115 pX,
150 px, 185 px (see Fig[7]8(c)).

Results

Figures[7.8B(a) and (b) show the best trials of Subject 30ation errors are very small and
estimated sizes are both correct. Figuré 7.9(a) shows #rage results divided by subject and
grouped by experimental condition for object location esrd@ he average improvement between
TAMO and TAMO + 2D audio was 5.9% and raised to 15.0% for thedulai condition with 3D
audio. Error data were subjected to a Kruskal Wallis nonpateac one-way ANOVA with three
level of feedback condition, the test did not reach a corepdggnificance levely = 0.0664 >
0.05). A post-hoc Wilcoxon test would not be meaningful due to sgmificance of the ANOVA.
However, a qualitatively analysis in Fig. 7.9(b) indicatkdt the position error progressively
decreased between conditions.

Size estimation was investigated by performing a Peargoim'sSquare test of independence
of incorrect/correct answers on feedback conditions. Thmmffect of feedback condition was
significant p = 0.05). In particular, Fig['7.70 visualizes the trends of incotfeorrect answers,
and the number of size errors in the bimodal condition with&dio decreased of 35% with
respect to unimodal condition. Furthermore, informal canis revealed that subjects were not
aware of the presence of 2D or 3D audio feedback and did natcaausly note the difference
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Figure 7.9: Results for experiment #3, object location error: (a) mead atandard deviation of
position error for each subject grouped by feedback coodit{b) global statistics on position
error grouped by feedback condition.

uOnly TAMO TAMO + 2D Audio TAMO + 3D Audio

4.5 ‘
4 30+ Il incorrect
3.5 Il correct
. 3 % 25
2 25 2 20
wg 2 s 15t
* 15 ©
1 * 10t
0
29 30 36 44 50 51 52 54 55 0 Only TAMO TAMO and 2D Audio TAMO and 3D Audio
Subject ID
(b)
(@)

Figure 7.10: Results for experiment #3, size error: (a) number of errorsize estimation for
each subject grouped by feedback condition; (b) global toficorrect/incorrect size estima-
tions grouped by feedback condition.

between the two audio modaliti&.

It should also be mentioned that subjects usually tendeddenestimate the size of the cube:
the smallest proposed siz&(px) was chosen 30 times, while the largest sizb (px) was cho-
sen only 9 times on a total of 132 trials. This effect couldddated to the presence of a scaling
factor in subject spatial representation with the TAMO, itee minimum physical movement of
the TAMO device corresponds to a larger movement on thealimap Brayda et al. (2010).

8They often reported virtual objects as 2D figures, i.e. “sgsi3 instead of 3D figures, i.e. “cubes”.
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7.4 Audio-haptic perception of height

Chaptef b has introduced the main concepts related to matsg integration and combination.
Research in multimodal perception provides the ground fedsign of multimodal interfaces
and virtual environments. It has been long recognised ttegigely designed and synchronized
haptic and auditory displays can provide greater immersi@wirtual environment than a high-
fidelity visual display alon éﬁé , Srini n, 1997).

Modulation across senses can also occur when the informe#inied by two senses is se-
manticaly coherent. As an example, musical pitch is oftassified as “high” and “low”, i.e.,
with intimately spatial terms. Ruscoet al. (Rusconi et all, 2005, 2006) showed that this spatial
connotation interacts with motor action so that, when weaaked to respond quickly whether a
pitch is high or low in comparison to a reference, we are fagtbe response is coherent with
the spatial position of the response key (e.g., the respisri$ggh” and the response key is in
the upper part of the keyboard), rather than viceversa.

Empirical results on this type of interaction have led reslears to hypothesize that the rep-
resentations of heterogeneous continua share a commosusuds an example, according to
the ATOM’s theory hm):%) the representation of spéioge and number is processed
by a common mechanism. Other authors, in contrast, sugggssdme representations (i.e.,
time and numbers) are spatially mapped (Dehaene€ et al.; 199iBara et al., 2008). At any
rate, the work reported in_(Rusconi et al., 2005, 2006) shdwsrusical pitch interacts with
non-auditory continua such as motor space. Here, it wastigated whether a tone’s pitch (i.e.,
a stimulus subtly subtending a spatial representationjrdarence a robust perception such as
the haptic estimate of the height of an object in absencesodvi In the described experiment,
blindfolded subjects explored a virtual 3D object by meairs loaptic device and and had to re-
turn a verbal estimate of object’s height. Haptic explamaiivas accompanied with a continuous
sound, a sinusoid whose pitch varied as a function of theaot®n point’s height within two
ranges. Experimental results, discussed in Sec.]7.4.4 #rawhe information carried by the
frequency sweep (i.e., larger sweep, larger tonal spaeegftire larger “space”) can modulate
only to a limited extent a robust and inherently spatial pption such as the haptic perception.

(b)

Figure 7.11: Experiment manager station (a) and subject performingal {b).
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Figure 7.12: A simplified scheme of the experimental setup.

7.4.1 Apparatus

The experiment was carried out in a silent booth. The expartad setup is depicted in Fig. 7]11.

A computer acted as the control unit and was connected tosa8EnNPHANTOM Desktop hap-

tic device and to a Motu 896mk3 sound card, which transmittedauditory feedback to two
loudspeakers (Genelec 8030A). The graphical user ineras implemented in MATLAB and

is part of the framework described in Séc.]5.2. The develguwétivare setup is outlined in
Fig.[Z.12. In order to build a extensible interactive mutiohal virtual environment, the setup
integrated H3DAF (an open source platform using OpenGL and KBmith haptics in one
unified scene graph) and Pure E@téan open source real-time environment for audio process-
ing). Communication was managed through Open Sound Cont&CJO

7.4.2 Stimuli

Test subjects were asked to haptically estimate the helght®2-i (i = 1...5) of five virtual
stair-steps. To guarantee a sufficient workspace, all Hiesteps spanned22 x 22 = 484 cn?
horizontal square area (see Hig. 7.13) The step riser layeiyz-plane of the virtual scene and
in the midsagittal plane related to subject posture. Theuppad of the stair-step lay at the left
or right side of the yz-plane, for a right-handed or a lefixtted subject respectively. Normalized
static and dynamic friction coefficients were set to 0.1 antir@spectively. The normalized
stiffness was set to 1 in order to render an impenetrablealigtair-step without causing the
device to become unstable.

Upon collision of the cursor with the stair-step, an audittdedback was produced. The
y coordinate of thdnaptic interaction poin{HIP) was mapped to the frequency of a sine wave.
Therefore, continuous interaction with the surface prediecdynamic sine sweep. The mapping
was defined through three parametefs;,, the lowest frequency associated to ground lexd;
the frequency range spanned abgye, (thus the maximum frequency associated with the upper

Shttp://www.h3dapi.org/
Ohttp://www.web3d.org/x3d/
http://puredata.info/
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Figure 7.13: A schematic representation of the experiment spatial ayeament.

tread isf,... = fmin+Af); themapping strategyi.e. the function that maps HIP to the frequency
domain within the prescribed range.

In this work, f,.:;, = 200 Hz and a lineamapping strategyvere chosen. Thus, for the height
h; the fundamental frequendfyof the sine sweep was:

[ = Frin+ A7 (7.2)

The only varying parameter wasf, which took the two valueg,,;, and3f,..,. These resulted
in f.. vValues that were one and two octaves abfiye, respectively.

Along the x HIP coordinate, a simple linear panning approach spatf@iyged the audi-
tory feedback between two loudspeakers in order to imprpediad orientation in the virtual
scene/(Stamm et al., 2011) and the localization of the sse&p. rThe gains for the left and right
channel wer&,, = 1(1+P), whereP ¢ [-1,+1] corresponds to the horizontal panning position,
i.e. P = £1 at the left/right loudspeaker positions, aRd- 0 at the step riser. Levels were set so
as to produce 70 dB SPL at the approximate listener headqguuosit

The choice of sine waves was coherent with the initial reseguestion aimed to quantify
pitch interaction with haptic size estimation.

7.4.3 Procedure

Participants were informed about the use of the stylus fpioging objects, and no indication
about their shape was provided. They were led to believetibgitexplored real, physical objects,
and no mention of the haptic device was made. They were blideld before entering the silent
booth and guided to the experiment-ready position (see/Elg).

The 10 stimuli (5 heights 2 A f values) were presented with 4 repetitions. The order of
the 40 trials was randomized. Participants were instruictdd accurate td mm in their verbal
height estimations and to explore the whole objects surf@mctuding step risers). They were
allowed to interact with each stimulus for 10 seconds bedosavering. No feedback concerning
the accuracy of their responses was given. The role of thiecmudeedback was not explained
or commented. At the end of the trials participants were gaiout of the silent booth and asked
to answer a questionnaire.
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Figure 7.14: Mean height estimations (a) and mean relative error of heiif) + standard
deviation, as a function of the real stair-steps height, tfe two sine-sweep frequency ranges
across 20 subjects. Perfect estimations (black solid Jihe®n the bisector (a) and on theaxis

(0).

Subjects

A total of twenty subjects (12 males and 8 females), aged dmtw20 and 30 (mean = 23,
SD = 2.92), caucasian, 18 right-handed and 2 left-handexk part to the experiment. All
participants self-reported normal hearing and no impamtrelimb movements. They took, on
average, about 35 minutes to complete the experiment. Tleeg students and apprentices of
the University of Padova and had no knowledge nor experiefhicaptic force-feedback devices.

7.4.4 Results

Subject estimates were averaged separately for stair-se#ght and frequency range
(see Fig[ 7.14(&)). Two (frequency ranges) by five (st@p-$teights) two ways analysis of vari-
ance (ANOVA) on the resulting values revealed that subjestimates increase as a function of
the stair-stepg'(4,74) = 66.00, p < .001.

Figure[7.14(8) shows that absolute height estimates wereate on average. A slight ten-
dency to underestimate the stair-step height was obseorethdst subjects in all conditions.
More importantly, subjects produced larger estimates wherstair-step was accompanied by a
larger frequency range sweep. From Fig. 7.14(a) it can betbed, for each height, averaged es-
timates were larger when the frequency range spans twoaexctbédlowever, the ANOVA showed
that this result was not statistically significait(1,19) = 1.79, p = .19.

In order to asses how estimates changed as a function ofithie béthe stair-step, subjective
estimates were transformed in percentages of under- orestenation of the stair-step (see
Fig.[7.14(Db)) and the two-ways ANOVA was recalculated. Fieign[7.14(b), the effect of the
auditory feedback can be appreciated more clearly. Thestbpercent error did not change as
a function of the stair-step siz&(4,76) = 0.57, p > .05. However, also in this case the ANOVA
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confirmed the non significant effect of sourfd(1, 19) = 1.58,p = .22.

Although current results were not statistically significanfurther analysis is provided. For
each subject, the mean value among equal-height repstitiefined thepersonal perceived
audio-haptic heightThe sum of trials that exhibited an estimated height grehtn the corre-
sponding reference formed tpersonal over-estimation data pdobm which we could identify
two sub-groups with respect to their frequency ranges. reigul5(d) depicts the relative in-
crement in cardinality (%) ofA f = 2 — oct sub-groups related t& f = 1 — oct sub-groups in
dependence of haptic stair-step heights. The resultingeancreased monotonically, especially
in 4 — 8 cm range encouraging further studies, particularly in icapeights greater thag cm
where a detectable audio effect occurred.

Finally, three questions from the post-experimental qoestire are reported and the corre-
sponding answers by subjects are discussed:

Q1: indicate if the object(s) was (were) real,
Q2: evaluate to which extent the haptic feedback helps youmessis;
Q3: evaluate to which extent the auditory feedback helps yadimases.

The first question was binary evaluated (yes or no). Quest@f) Q3 were evaluated on a visual
analogue scale (VAS) [0 = not at all, 10 = very much].

Interestingly, answers to Q1 revealed that the majorityulifjescts indicated the stair-steps
as real (yes: 12; no: 6; do not know: 2), confirming the highrdegf realism in the haptic
simulation achievable by the PHANTOM device. Answers to@# and Q3 are summarized
in Fig.[7.15(b). It can be seen that most subjects considéredaptic feedback to be very
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Figure 7.16: Mean relative error+ standard deviation as a function of stair-steps heightfter
two sine-sweep frequency range. (a) Subject 8; (b) Subject 7.

helpful. On the contrary, subjects on average reportedubdaary feedback to be substantially
less helpful, although the answers to Q3 exhibited a largaahility. This again supports the
experimental results, which show to some extent an effettteofuditory feedback.

In fact, by looking at individual subject performances.ahde seen that the frequency range
of the sine-sweep had some effect also on subjects who egpond influence by the auditory
feedback (e.g., Subject 8 in Fig. 7.16(a)). Furthermorbjexits who reported to equally take
into account both modalities (e.g. Subject 7 in Fig. 7.16(gre clearly influenced by the
frequency range.

According to current data, the effect was not statisticsifynificant. This result may suggest
that haptic information related to object size is extremelyust and that audition has only a
limited possibility to modulate size information acquiteaptically. This view is also supported
by the overall accuracy of subjects in their absolute estona of step heights.

However, this experiment was conceived as a pilot expetiritem which more extensive
tests can be designed. Therefore, firm conclusions can bendyaly upon these tests being
completed. In particular, upcoming experiments will alssasure subjects’ performance without
auditory feedback, in order to compare unimodal and bimodadlitions.

7.5 General discussion and future perspectives

Preliminary results of the first three experiments showeddht multimodal integration levels
among different tasks in spatial cognition: results forlgeaching (Experiment #1) and map
reconstruction (Experiment #3) are promising. On the obtaard, the object recognition task
(Experiment #2) has provided less clear results.

1. Inthegoal reachingexperiment, a bimodal integration occurs as a combinati@ygtobal
feedback (audio) and a local feedback (haptic). All sulsjesegnificantly improve their
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performance with multimodal feedback (an average imprardrof 27.5% in completion
time) suggesting that this feedback is effective in thietgptasks.

2. In theobject recognitionexperiment, the presence of 2D audio does not seem to haptic
feedback. Further investigations must be then performaaksidering different haptic de-
vices and spatialized audio scenes.

3. In thespatial map reconstructioexperiment, spatial audio feedback (both 2D and 3D)
significantly helps navigation: it reduces the localizateyror and number of size errors
(especially in the condition with 3D audio).

A pilot experiment aimed at studying the sonification of @xption tasks has also been pre-
sented: in this case the goal was to assess the influence ibdrgudedback (and particularly
pitch) on the haptic estimation of object size (and paréidylheight).

The collected data must be further analyzed in order to sufykoire directions. However,
the already available outcomes are a starting point forréutotnprovements in the proposed
multimodal system. several different directions can bdaeg in future studies:

* the system could render highly complex maps, e.g. with highbers and different typolo-
gies of concurrent virtual objects and sound markers, ainddacing obstacle avoidance.
In general, high-level cognitive and problem-solving tasén be investigated (Bowman et al.,
2002), e.g. the creation of an optimal path between two pairé map. Once virtual maps
of real environments will be easily accessible (or an ad+#eatenvironment will be built
upon a simplified virtual map), one can measure the navigaigrformances of blind-
folded subjects walking in a real room after training sassiof the virtual counterpart.

« virtual reality has the potential to constrain the hapsxipleration on certain directions or
areas, reducing the amount of information provided by actiexploration
(Lederman and Klatzky, 1987);

* the multimodal environment could test different haptigides (e.g. TAMO and Phantom),
comparing performances in the same tasks.

It is worthwhile to stress the potential social impact of ls@csystem, once it is tested with
visually-impaired subjects. Since itis easy to creatamirmaps of real places, e.g. from existing
CAD planimetries, several applications could aid visuallya&ined people in O&M training.

With particular attention to experiment of Séc.]7.4, othiexdk of auditory feedback will
be explored (e.g., using loudness, spectral centroid) etcorder to assess whether certain
parameters are semantically more coherent than othersheittoncept of height. Although such
a semantic link has been proven to exist for pitch (Rusconi,e2@05,/2006), other parameters
may provide an even stronger link.

Additionally, several design issues arise while using TAMEYices. The system could bene-
fit by a larger workspace area and moreover, the orientafittredhaptic device could be tracked
and related to tablet orientation and also to subject heaé-pAll these aspects become crucial
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if users are blindfolded or visually-impaired and thus tleay not visually control and correct
the pointer position.

However, the more important outcome of this conclusive tdvap the effectiveness of using
VAD and spatial audio rendering for spatial navigation wiltle aim at investigating cognitive
spatial mechanisms. To this regard, the experiments egpantSecl 7.3]5 capture the essence
of the MSM approach on designing dynamic spatial auditoeglback, showing preliminary and
encouraging results to support the cognitive process ofaharap creation.



Chapter 8

Conclusions and future work

The Mixed Structural Modelingpproach presented in this doctoral thesis answers bottethe
quirements of structural modularity and integration ofenegeneous contributions in virtual
reality contexts. The MSM approach allows indeed an agibeumeé of acoustic responses and
synthetic models with the appealing merit of verifying sualtversity. The well-defined charac-
terization facilitates the design of novel synthetic filteodels and HRTF selection processes.

Several studies have been reported towards the design gidnmentation of a research
framework for the analysis, synthesis and evaluation of F&ih order to quantify the required
degree of individualization of those spatial audio engihes will be integrated into novel mul-
timodal interfaces.

Indeed, multimodal systems are expected to largely bemefit the integration of MSMs
in the accurate description of the virtual acoustic sceRefiowing the MSM approach, spatial
audio rendering can provide accurate dynamic informatimugthe relation between the sound
source and the surrounding environment, including esfhectree listener’'s body which acts as
a fingerprint for the individual perception of the world. Mawer, the concurrent presence of
multiple senses make multimodal systems potentially flex#md adaptive, allowing users to
integrate and/or switch between sensory and auditory ciese@ded during his/her continuous
interaction with the system.

8.1 Horizons

An exhaustive data analysis on the relation between indalidnthropometric quantities and
personal binaural signals behavior through headphonedslitoscome. Some possible future
research directions are now grouped in three main pointexfloration of the MSM parameter
space to find the best MSM given an individual HRTF set; (igividualization of the acoustic

contribution of headphones for every listener; (iii) foliration of the evaluation methodologies
for 3D audio technologies in multimodal virtual environnemith a focus on orientation and
mobility educational purposes.

181
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8.1.1 Mixed structural modeling

In order to improve the localization accuracy provided by MiSM model in a full 3D space, the
degree of orthogonality among structural components his tested. This implies an extension
of the proposed pHRTF models outside their dominant spditlaénsion. Among the possible
options are an extension of tpeénna model outside the median plane (a more complex analysis
than that performed in Sdc. 4.1 is required); the inclusfalevation-dependent patterns in non-
spherical head responses or ITD & ILD estimation from measdURTFs; and a study of the
behaviour of the torso in the near field.

Once acomplete structural decompositionof measured HRTFs is achieved, a structural
selection on extracted pHRTFs can be performed, e.g. ITEcBeh is a typical example of
such an approach. To name but a few other options, one camucioad®CA analysis on the
collected pHRTFs to find a more compact representation df stractural component and thus
compress HRTF data. Rliable psychoacoustic tests are needeter to assess the optimality of
such partial selection criteria and data reduction. Nalpaovd stimuli within different frequency
ranges are often employed in spatial hearing tests and darichdisambiguate each structural
acoustic contribution.

The extension of MSMs through the inclusion a@dmputer-simulated HRIRs/pHRIRS
(e.g., using boundary element methods) calculated fronhmexlels of human heads, spatially
discretized so as to be included in a HRTF unified databadkespeed up the entire research
flow. Following the MSM approach, it will also be possible tamipulate meshes such as to hi-
erarchically generate several mesh models that includea@fsgpbody part only (e.g. only head
without pinna, pinna alone, smoothed head, etc.). In tlyane the definition of a standardized
format for anthropometric features (possibly borrowedrfisiometric researches) so as to inte-
grate this information in a HRTF/pHRTF database will be eseasial step towards identification
and manipulation of listener’s geometry.

Moreover, the quality of the acquisition setup for Hr@hropometric parameters depends
upon the precision of the scanning devices and sensors basnelel of handiness of the entire
procedure. Thus, the objective of this activity will be twiaf: obtaining as precise as possible
acquisitions to maximize the precision of the acoustic &tmns, and being less invasive as
possible. Several methods will be investigated havingetkifit combination of precision and
handiness, so as to include high definition scanning, 3D tmapasing photographs and low-
cost depth camera model reconstructions. A separate meastieeded for the ear canal geom-
etry which is not externally detectable: fMRI (functional gmetic resonance imaging) scanning
is required in order to obtain its 3D mesh model.

Particular attention will be given to the design of sever@Mselection criteria exploiting
the potentiality of using simulated HRIRs only as a robustsktteo select from.

Localization error minimization can be also achieved byeasing the number of structural
components. As an example, tbar canal contributes to the approximation of the correct pres-
sure at the eardrum both in free-field and headphone liggezonditions. The aforementioned
simulations of the sound pressure at the ear-drum of thenkst with and without headphones,
provide insights on the personal directionally dependesponse of the ear-canal whereby a
structural model can be designed to proper compensate shelvibur;
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On the other hand, the gradual increase of MSM instancesresgeeliable and complex
auditory models so as to facilitate the systematic exclusion of weak HRIR/pRRIodels or
selections in favour of the best MSM instances. With refeeen the pinna case study discussed
in Ch.[4, one can construct several instances of the pinna pHiRIdel among all the possible
combinations with different’,,, G,;, andB,,;,, values.

Design guidelines for innovative VR devices should incogb® more formally the MSM
concepts of handiness and accuracy, specifically theitiosakhip with auralization issues, indi-
vidualization procedures and system ergonomics/usabflihanks to the large amount of sim-
ulated pHRIRSs, recorded HpIRs and the corresponding filter lmpthee MSM-guided criteria
allow to select the best MSM instance for any listener whaispnesent in the data set. Finally,
the candidate MSM, fed with the anthropometric parameteitsbe evaluated by each subject
against his individual HRTFs.

8.1.2 Individualized headphones

Once individual variations data on the repositioning ofdpeones are gathered independently
for the left and right audio channel, a filter model can be glesil for real-time control of the
equalization parameters, in order to avoid spectral comrand enhance externalization of the
sound scene.

Individual headphones equalizationfilters will be first built with perceptually robust in-
verse filtering techniques; then a customizable filter madikbe designed for robust real-time
binaural audio delivery with arbitrary listeners. A resi equalization filter could take into
account each single headphones coupler, designing a f@edbeection. It will be necessary
to realize a collection of tools that permit such kind of hgaohe control (e.g. equipped head-
phones with pressure sensors, optical sensors, 8ersorized headphonekave the potential
of introducing novel forms of customized communication artdraction with sound and music
contents.Sound quality judgments will be collected in subjective listening testsr instance,
the judged realism and spatial impressions of the binauprgence will be related to the accu-
racy of sensorized headphones.

In a real listening scenario, the non constant section oktrecanal implies a directional
dependency from the sound source position (Hudde and Stl20@d). When headphones are
used for virtual acoustic rendering, non negligible distmrs of such localization cues occur
especially due to the individual nature of ear-canal cressiens. The acoustic effect at the
eardrum caused by headphones repositionings will be igetstl in the headphones-to-eardrum
transfer function simulations. Then, the introduction ofear canal model to approximate the
correctP; (see Figl_1.14) at the eardrum will also support the fornaditim of astructural HpIR
model. Moreover, the MSM selection process adopted for pinnaeshajill be adapted so as to
develop HpIR selection procedures and customize the degigpIR equalization filters.

8.1.3 Orientation & mobility education

The use of of earcons (Brewster et al., 1993), auditory icblug@an and Brewster, 2007) and
continuous sound feedbacks enhanced by binaural MSM tgebsiwill establish design guide-
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lines for complex environments aimed at investigating arglevel cognitive functions , i.espa-
tial cognition.

Physically-based sound synthesis (Rocchesso and Fon@0&), ®ill be exploited for data
andgesture sonification Basic interactions with virtual environments (e.g. matagan, point-
ing task, item recognition, etc.) will be spatially expldreith increasingly dimensionality and
shape complexity. Tactile textures and icons will also ba&tradled by physical model-generated
audio signals.

Similar experiments to those discussed in $ec.]7.3.3 wildséormed with the aim of test-
ing audio and kinesthetic contribution to navigation intvél environments. Data analysis of
the exploration strategies adopted by subjects can revi@htities of HRTF representation
(i.e. minimum localization requirements) and, more in gaheof methodologies in sonic in-
teraction design. Moreover, integration of virtual revanddion greatly contributes to improve
distance perception. Especially, implementation of eseflections together with different in-
tensity scaling factors will allow to investigate which cbimation of these effects is the most
effective. Summarizing this research direction, the mainegal goal is to design spatialized
auditory feedback able to convey semantic informationsWill provide the basis for the devel-
opment of a computationally efficient system for real-tinmawdations of acoustic scenes with
increasing degrees of complexity with respect to thosegmtes in Sed. 713.

Finally, all the designed combinations of devices, ta¢igxiback, and auditory feedback will
be submitted to real-time performance benchmarks andlitgdbsts to produce user centered
applications(Bowman et al., 2002). The definition of novdicefncy metrics will guide the
life-cycle of this system resulting in a low-cost solutiohiah will be effectively validated and
addressed to th@&M education community of blind and visually-impaired people.

8.2 Publications
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