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Abstract 

Building an accurate and reliable model for prediction for different application 

domains, is one of the most significant challenges in knowledge discovery and data 

mining. This thesis focuses on building and enhancing a generic predictive model for 

estimating a future value by extracting association rules (knowledge) from a 

quantitative database. This model is applied to several data sets obtained from different 

benchmark problems, and the results are evaluated through extensive experimental tests. 

The thesis presents an incremental development process for the prediction model 

with three stages. Firstly, a Knowledge Discovery (KD) model is proposed by 

integrating Fuzzy C-Means (FCM) with Apriori approach to extract Fuzzy Association 

Rules (FARs) from a database for building a Knowledge Base (KB) to predict a future 

value. The KD model has been tested with two road-traffic data sets. 

Secondly, the initial model has been further developed by including a 

diversification method in order to improve a reliable FARs to find out the best and 

representative rules. The resulting Diverse Fuzzy Rule Base (DFRB) maintains high 

quality and diverse FARs offering a more reliable and generic model. The model uses 

FCM to transform quantitative data into fuzzy ones, while a Multiple Support Apriori 

(MSapriori) algorithm is adapted to extract the FARs from fuzzy data. The correlation 

values for these FARs are calculated, and an efficient orientation for filtering FARs is 

performed as a post-processing method. The FARs diversity is maintained through the 

clustering of FARs, based on the concept of the sharing function technique used in 

multi-objectives optimization. The best and the most diverse FARs are obtained as the 

DFRB to utilise within the Fuzzy Inference System (FIS) for prediction. 

The third stage of development proposes a hybrid prediction model called Fuzzy 

Associative Classification Rule Mining (FACRM) model. This model integrates the 
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improved Gustafson-Kessel (G-K) algorithm, the proposed Fuzzy Associative 

Classification Rules (FACR) algorithm and the proposed diversification method. The 

improved G-K algorithm transforms quantitative data into fuzzy data, while the FACR 

generate significant rules (Fuzzy Classification Association Rules (FCARs)) by 

employing the improved multiple support threshold, associative classification and 

vertical scanning format approaches. These FCARs are then filtered by calculating the 

correlation value and the distance between them. The advantage of the proposed 

FACRM model is to build a generalized prediction model, able to deal with different 

application domains. The validation of the FACRM model is conducted using different 

benchmark data sets from the University of California, Irvine (UCI) of machine learning 

and KEEL (Knowledge Extraction based on Evolutionary Learning) repositories, and 

the results of the proposed FACRM are also compared with other existing prediction 

models. The experimental results show that the error rate and generalization 

performance of the proposed model is better in the majority of data sets with respect to 

the commonly used models.  

A new method for feature selection entitled Weighting Feature Selection (WFS) 

is also proposed. The WFS method aims to improve the performance of FACRM model. 

The prediction performance is improved by minimizing the prediction error and 

reducing the number of generated rules. The prediction results of FACRM by 

employing WFS have been compared with that of FACRM and Stepwise Regression 

(SR) models for different data sets. The performance analysis and comparative study 

show that the proposed prediction model provides an effective approach that can be 

used within a decision support system. 
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CHAPTER ONE 

1 INTRODUCTION 

1.1 Background to the Research Problem 

In recent years, the rapid growth and large volume of data increasingly requires 

developing a prediction model based on data mining and knowledge discovery 

techniques. However, the prediction model is able to extract knowledge from a database 

and deal with different application domains for estimating a future value. Consequently, 

such a model can be used to improve prediction and decision making. 

Knowledge Discovery in Databases (KDD) originating from the AI research field, is the 

sequential process (phases) of identifying a hidden pattern in a large database, which 

can be accomplished by developing a model or by integrating some techniques for 

useful information (knowledge) discovery (Fayyad et al., 1996a, Fayyad, 1996). KDD 

performs several phases or steps for extracting high-level knowledge from low-level 

data that is significant in decision making and human support (Mitra et al., 2002).  

KDD is a rapid growing field in which Data Mining (DM) plays a pertinent role by 

using a number of techniques including a statistical approach, Artificial Neural Network 

(ANN), Fuzzy Logic (FL), rule induction, evolutionary algorithm and graphic 

visualization (Shaw et al., 2001, Abonyi et al., 2005). 

Indeed the association rules mining is one of the most important tasks used in 

DM, which can be applied in different domains. Association rule discovery has been 
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widely studied throughout the state-of-the-art techniques (Liu et al., 1999, Kiran and 

Reddy, 2010a). Association rules discovery was presented in Agrawal et al. (1993), 

which intends to extract the characteristics, hidden association pattern and the 

correlation between the items (attributes) in a large database (Kannan and Bhaskaran, 

2009, Kiran and Reddy, 2010a). 

Apriori algorithm is a classic and most popular algorithm for association rules 

extraction from a database, which was developed by Agrawal and Srikant in 1994 to 

extract strong rules (knowledge) of highly frequent itemsets in a transaction database 

using the pre-defined threshold measures, minimum support (minsupp) and minimum 

confidence (minconf). Association rules are formally written and presented in the form 

of ―IF-Then‖ as follows:    , where   is called the antecedent and   is called the 

consequent. For instance, ―if the customer buys milk then he/she buys cornflakes‖, the 

antecedent is ―buys milk‖ and the consequent is ―buys cornflakes‖. The minsupp is the 

occurrence (frequency) of   and   together,             , and minconf is the ratio of 

occurrence (  and  ) divided by (/) occurrence ( ) (i.e. 
            

           
). 

One of the advantages of the association rule discovery is extracting explicit rules that 

are practically important for the user/human expert to understand the application 

domain. Thus, this can be facilitated to adjust (extend) the rules manually with further 

domain knowledge, which is difficult to achieve with other mining approaches (Gedikli 

and Jannach, 2010). 

In this thesis a knowledge discovery model for prediction by employing fuzzy 

clustering techniques, association rules mining approaches and feature selection method 

is developed. This model provides a base for the KDD and DM technologies to extract 

knowledge from different data sets in realistic domains. The effectiveness of the 

proposed prediction model is evaluated using different data sets of different application 

domains as follows: (i) two case studies in road traffic domain, (ii) different benchmark 
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data sets from UCI and KEEL repositories and (iii) benchmark data set of the gas 

furnace time series. 

1.2 Research Motivation and Justification 

Srikant and Agrawal (1996) introduced the problem of extracting association 

rules from quantitative attributes (numeric data set) by using the partitions method for 

these attributes (Srikant and Agrawal, 1996). Some of the current association rule 

mining approaches for quantitative data neglect the values of the intervals boundaries of 

the partitions. This causes sharpness for the boundary intervals which cannot reflect the 

intuitiveness of human understanding, justifiably argued by (Kaya and Alhajj, 2003, 

Kuok et al., 1998). Instead of using partitions method for the attributes, it is better to 

adopt the advantage of fuzzy set theory in a smooth transition between fuzzy sets. As a 

whole, the fuzzy approach is used for transforming quantitative data into fuzzy data. 

Fuzzy Logic (FL) is capable of handling the uncertainty by using fuzzy sets to perform 

the human way of thinking and reasoning (Mitra et al., 2002). 

A variety of approaches have been developed in order to extract fuzzy association rules 

from quantitative data set (Hong et al., 2004, Zhang et al., 2005, Huang et al., 2006). 

These rules are presented in the form of "IF-Then" statements. These approaches 

assume that the member functions of fuzzy set are known in advance, or use an expert 

to define fuzzy sets of a quantitative data. The problem of association rules extraction 

from a quantitative data is investigated in this thesis using fuzzy clustering techniques. 

Fuzzy clustering is a suitable method to transform quantitative data into fuzzy ones, 

taking the advantage of fuzzy set theory over the partition method concerning the 

smooth transition among fuzzy sets. Fuzzy Association Rules (FARs) mining is adapted 

in this research as a solution for extracting knowledge from the quantitative database. 
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As mentioned earlier, the association rule mining aims at discovering the relationship 

(rules) among the data attributes (features), which depends on minsupp and minconf 

(Liu et al., 1999, Kiran and Reddy, 2009). Consequently, large numbers of rules are 

anticipated, particularly if minsupp is set to be very low. Practically, single minsupp is a 

vital parameter that controls the extracted number of association rules (Hu and Chen, 

2006). Conventional association rule mining approaches like Apriori (Agrawal and 

Srikant, 1994) and Frequent Pattern-Growth (FP-Growth) (Han et al., 2000) are based 

on a single minimum support threshold. However, it was observed that using single 

minsupp causes a dilemma called ―rare item problem‖ as follows (Liu et al., 1999, Hu 

and Chen, 2006, Kiran and Reddy, 2009): 

 Frequent itemsets that contain rare items are missed when minsupp is set 

too high. 

 Large numbers of frequent itemsets are produced when minsupp is set to 

a very low value, i.e. a very low minsupp value leads to the generation of 

all possible combinations (combinatorial explosion). 

To solve the rare item problem Liu et al. (Liu et al., 1999) first developed the Multiple 

Support model called Multiple Support Apriori (MSapriori) algorithm. MSapriori is 

based on the idea of setting a Minimum Item Support (MIS) for each item in a database, 

i.e. employing multiple minsupp for different items in database, instead of using single 

minsupp for whole database. Hence, MSaproiri is expressed as a generalization of 

Apriori algorithm. Almost different MIS values can be assigned to assess different 

frequent items. As a result, this model facilitates the generation of frequent itemsets of 

rare items and prevents the production of uninteresting frequent itemsets (Hu and Chen, 

2006). More recently, an approach has been developed to improve MSapriori called 

Improved Multiple Support aproiri (IMSapriori) (Kiran and Reddy, 2009). 
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In other words, using single minsupp approach considers the items (attributes) of a data 

set having the same frequencies. However, the nature of real-life applications is that it 

includes data items of different frequencies. In a supermarket transaction database that 

contains many items, most of these items are frequent while others are rare. Typically, 

there are many products (goods) of low price while others are high. Thus, buying the 

frequent products of low price seems to be higher than the infrequent (rare) products of 

relative high price, which reflects on a transaction database (i.e. a transaction database 

consists of both frequent and rare items). Consequently, useful knowledge can also be 

offered from the frequent itemsets that contain rare items (Hu and Chen, 2006, Kiran 

and Reddy, 2010b). For example, the supermarket database contains frequent items such 

as milk and cornflakes, and it also includes rare items such as a mattress and pillow. 

Multiple support approaches are adapted in this thesis in order to deal with the 

limitations of using single minsupp to extract important and significant knowledge 

(rules). Furthermore, representative rules (diverse rules) are also extracted. In this thesis 

a post-processing method is proposed to select both of best and diverse rules. The 

diverse rules cover some training data of low frequency data attributes (i.e. clustering 

rules to classify and find a small set of significant rules in each cluster to be 

representative), which can be used later to cover particular cases. 

Generally, association rule mining is an unsupervised technique, i.e. the 

consequent part of an association rule does not necessarily include the target attribute 

(non-predefined target). Associative classification (AC) is a distinctive case (special 

case) of association rules mining called Classification Association Rules (CARs), which 

integrates association rule mining and classification. Basically, AC is employing 

association rule mining for building a classification model. Since, CARs contain only 

the rules that hold a target attribute (class lable) in the right-hand side of a rule 

(consequent part of a rule), AC is formally expressed as    , where X is called 
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antecedent and C is called consequent and must be restricted to a labelled class (target 

attribute) (Thabtah, 2007). 

In the past few years, AC approaches have received much attention with a significant 

amount of research being conducted successfully in the area of building accurate models 

for classification. Moreover, AC has been proved and confirmed to be a promising 

approach by achieving better results than conventional classification techniques 

(Kianmehr and Alhajj, 2008). Also, the output of AC is represented in the form of ―IF-

Then‖ rules; this is considered one of the main characteristics of using AC over 

conventional techniques. Therefore, the rules in AC are easy to understand and interpret 

by the user/human expert. 

Typically, the association rule mining and AC approaches produce a large number of 

rules, particularly when minsupp is set to a very low value. Again minsupp is a key 

element to control a number of generated rules. When the minsupp is high, then usually 

it can be reduced from a number of generated rules. However, many of the important 

rules of high confidence values will be missed.(Thabtah, 2007). 

Although, the exiting approaches and the reported studies have highlighted the 

effectiveness of using AC, there are several limitations and issues in building a 

classification and prediction model. Firstly, the number of generated rules is high. 

Secondly, the process of extracting the significant rules (useful knowledge) offers a 

challenge for building an effective and accurate model (Kianmehr and Alhajj, 2008). 

This thesis investigates the limitations of the current AC approaches, in particular, using 

single minsupp, using an objective measure (minconf), applying level-wise like Apriori 

fashion and generating non-dominating rules (see Section 4.4.1). These limitations are 

addressed through the proposed Fuzzy Associative Classification Rules (FACR) 

algorithm by adapting and integrating a very recent approach, specifically the improved 
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multiple support, AC and vertical data format scan approaches. In addition, a post-

processing method is employed in order to select significant and diverse rules. 

One of the most important issues affecting on a prediction model error and 

performance is using a high dimensional data (all data attributes (features)) (see Chapter 

5). Feature selection method provides the capability to handle this issue. In this thesis, a 

feature selection method namely Weighting Feature Selection (WFS) is developed to 

enhance the proposed prediction model. WFS is based on two mechanisms for selecting 

a subset of feature that represents a whole data set. WFS is able to improve the 

prediction model through minimizing a prediction error and reducing the number of 

generated rules. 

The current models for prediction and decision making are fitting for a specific 

domain. Hence, the challenge is offering to design a comprehensive model in order to 

extract knowledge (pattern) and deal with various data from different application 

domains. The development of a generalized and an effective model for prediction is 

required through discovering significant patterns (knowledge) from a large database. 

Therefore, extracting a new pattern from a database for a future value prediction is an 

important goal in DM. It is considered that there is no optimal and best model for all 

data forms and application domains. Thus it is necessary for a reliable prediction model 

to be applicable in different application domains. 

1.3 Research Aims and Objectives 

The overall aim of this research is to develop effective and enhanced approaches 

for building a knowledge discovery model (prediction model) for predicting a future 

value accurately, which can be applied in different application domains. The outcomes 

of this research can be achieved through the design of comprehensive DM approaches 

(such as association rule mining) and Artificial Intelligence (AI) techniques (such as 
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Fuzzy Logic (FL)). Several novel approaches are designed, integrated, implemented and 

validated to extract reliable knowledge from databases needed to build a prediction 

model. 

In summary, the main objectives of this research are: 

 To investigate and review the literature in the area of DM and AI 

techniques to explore the state-of-the-art techniques (Fuzzy Logic, 

association rule mining, associative classification, feature selection 

method) and application domains, as well as to identify their strengths 

and weaknesses and highlight the current research challenges in 

knowledge base building. 

 To identify existing DM and knowledge discovery techniques that can be 

implemented to build a prediction model. This includes fuzzy clustering 

algorithm to transform the quantitative data into fuzzy data, and Apriori 

approach to extract association rules from fuzzy data. In addition, to 

demonstrate the merits of associative classification approaches to 

facilitate the process of building a prediction model. 

 To develop and validate an effective prediction model using an 

integration of fuzzy clustering algorithm, multiple support and 

associative classification approaches. 

 To illustrate the merits of feature selection methods for reducing high 

dimensional data and develop an effective feature method that can 

significantly be reflected on the prediction power. 

 To illustrate the capability and effectiveness of the prediction model by 

applying it to different case studies and benchmark data sets of different 

application domains to ensure generality of the model. 
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1.4 Research Contributions 

The main contributions of this investigation are summarized as follows: 

 Extensive literature review has been conducted for existing association 

rule mining, fuzzy association rules, associative classification approaches 

and feature selection methods with their application domains. In 

addition, benchmark evaluation techniques for the performance 

measurements for error calculations of the prediction model are explored. 

 A knowledge discovery model for prediction is developed. This model is 

based on the integration of Fuzzy C-Means (FCM) to construct the fuzzy 

set and Apriori to extract the Fuzzy Association Rules (FARs). These 

FARs are used to build the knowledge base. The application of the 

developed prediction model has been demonstrated in two cases of road 

traffic management domain. 

 The prediction model has been extended to utilize a multiple support 

concept to tackle with unbalanced database (i.e. the nature of data of the 

real-life applications contain attributes (items) of different frequencies, 

where the data set includes items of high frequency while others are 

rare). Furthermore, an effective diversification method is proposed to 

cluster the FARs (to discover both strong and representative (diverse) 

FARs across the rule space). This is based on employing the distance 

(dissimilarity) and the sharing function technique of multi-objective 

optimization. 

 A hybrid prediction model is proposed entitled Fuzzy Associative 

Classification Rule Mining (FACRM), based on further development and 

improvement. The main characteristics of this new hybrid model are: 
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first, pruning directly for the FARs and improving the model 

performance; second, avoiding of uninteresting/insignificant (non-

dominating) rules, thus, useful knowledge (rules) are extracted (frequent 

pattern that contains rare items); third, using the proposed diversification 

method. The hybridization can be achieved by integrating the recent and 

effective algorithms/approaches through; using Gustafson-Kessel (G-K) 

fuzzy clustering algorithm, utilizing the improved multiple support 

algorithm, adapting the vertical data format (scanning format for the 

fuzzy data), and employing the associative classification approach, in 

order to extract the frequent pattern that contains the rare items 

(attributes) and to limit the combinatorial explosion (restrict from 

uninteresting frequent itemsets including frequent items). 

 A feature selection method Weighting Feature Selection (WFS), is 

proposed, which is based on two feature selection mechanisms, weight 

and intersection operators. These mechanisms are based on the 

integration of the common and well-known feature selection techniques. 

This method improves the prediction error and performance. 

1.5 Research Process 

Research is defined as a systematic process of steps that investigate gather and 

analyze information in order to increase our understanding and solve existing problems 

and issues (Creswell, 2005). The research philosophy as presented in (Saunders et al., 

2007) is classified into positivism and phenomenology (or interpretivism) paradigms. 

Positivism paradigm is a philosophical system based on experience and 

empirical knowledge of natural phenomena, which it is established in physical and 

natural science (Remenyi et al., 1998, Kumar, 2010). In the positivism paradigm the 
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researcher is independent of what is being researched, therefore valid knowledge is only 

the observable and measurable phenomena (the research is conducted in the form of 

objective interpretation) (Collis and Hussey, 2003). This paradigm uses a quantitative 

approach, and adopts a scientific tradition approach. Positivism intends to identify, 

measure and validate any phenomena in order to prove the observations of scientific 

justification and to provide a logical explanation. The quantitative research involves 

collecting numeric data, and then quantifies and measures this data. As a result, the data 

is analysed and presented based on mathematical and statistical perspectives (Charles, 

1995, Kumar, 2010). Quantitative research examines natural phenomena developed in 

the natural sciences (Myers, 1997). 

The main research methodologies (research strategies) used in a quantitative approach 

are summarized as follows: surveys, experimental studies, formal methods, longitudinal 

studies, and cross-sectional studies (Creswell, 2003, Myers, 1997). 

The phenomenology paradigm considers phenomena as objects of observation. 

This paradigm depends on human behaviour, experience and understanding to explain 

and interpret the phenomena, i.e. the phenomena is explained based on human 

subjectivity (the research is conducted in the form of subjective interpretation) 

(Remenyi et al., 1998, Myers, 1997). This paradigm uses a qualitative approach to 

support an understanding of the social context (Creswell, 2003). A qualitative approach 

examines social and cultural phenomena developed in social sciences (Myers, 1997), 

focusing on non-numerical data (textual). This approach was characterized by using an 

open-ended format that makes flexibility in analysis (Lancaster, 2005). 

The main research strategies used in a qualitative approach are summarized as follows: 

case studies, action research, ethnography (participant observation), and grounded 

theory (Creswell, 2003, Myers, 1997). 
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The research approaches (reasoning process or methods of reasoning) are 

divided into two main approaches, namely deductive and inductive (Trochim, [accessed 

September 2011]). The deductive approach works in a ―top-down‖ fashion through four 

steps. Firstly, a theory concerning a particular research is developed. Secondly, a 

hypothesis or hypotheses are formed. Thirdly, the hypotheses are addressed by 

gathering of observation. Finally, the hypotheses with the use of particular data are 

validated. The inductive approach follows a ―bottom-up‖ method consisting of four 

steps. Firstly, the observations are made. Secondly, patterns and regularities are 

identified. Thirdly, tentative hypothesis or hypotheses are formulated. Finally, a theory 

or general conclusion is developed and drawn based on the analysis. 

Generally, the research conducted in this thesis based on positivism paradigm, 

which acts the following procedures (processes) for each chapter: (i) identifying the 

problems and issues based on gathered information and background research, (ii) 

designing and proposing a solution(s) to tackle the defined problems or issues , (iii) 

evaluating, validating and testing the proposed solution empirically using a number of 

benchmark data sets in different applications domains, (iv) analyzing and comparing the 

results with other well known techniques/ models in order to verify the effectiveness of 

the proposed solution/ model. 

The systematic process of steps applied for the research presented in this thesis are as 

follows: 

 The issues, problems and challenges of the current techniques are 

identified, and then an initial (prototype) prediction model based on the 

well-known approaches is proposed in the first stage. 

 Further improvement is carried out in order to overcome the limitations 

of the first stage. The outcomes of this second stage are the foundations 

of a proposed prediction model. 



Introduction 

  13 

 An incremental enhancement in order to improve the model developed is 

the third stage. 

 A feature selection method is proposed to enhance the performance of 

the proposed prediction model through reducing the prediction error 

value and minimizing the number of generated rules. 

 Different data sets are used to validate the proposed prediction models in 

Chapter 3 and Chapter 4. In addition, the data sets used in Chapter 4 are 

also applied to test the proposed feature selection method in Chapter 5. It 

is worth mentioning that the source of all these data sets and 

methodology are well referenced. These data sets are publically available 

and anonymous (not belonging to private or specific individual(s)), 

which are collected from simulation models (such as road traffic data) 

and other benchmarks data sets.  

 The performance of the proposed model has been compared with well-

known and exiting techniques, in order to refine the capability and 

effectiveness of the proposed model. 

 The analysis is performed, which finds that the proposed model is 

comparable with other well-known techniques. 

1.6 Statement of Ethics  

The Harvard referencing (Harvard Bradford style) method has been used to give 

credit to individual(s) and organization(s) whose work has been used in this study. The 

source of all data and information (used directly or indirectly) is clearly declared in this 

study. This research has used existing data sets (benchmark data sets) already in the 

public domain where issues of anonymity and confidentiality have already been dealt 

with. Also, there are no issues regarding purposeful collection of data and obtaining 
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informed consent. Furthermore, the research does not involve any commercially 

sensitive collaborations. 

1.7 Thesis Organization 

The rest of the thesis and remaining chapters are organized as follow: 

Chapter 2 outlines a review of the literature related to association rules, fuzzy logic, 

fuzzy clustering techniques, fuzzy association rules and similarity. Associative 

classification approaches, vertical data representation, Artificial Neural Network 

(ANN), Support Vector Machine (SVM), Stepwise Regression (SR), Classification and 

Regression Tree (CART) and feature selection method are critically evaluated and the 

common evaluation criteria are analysed. 

 

Chapter 3 implements and evaluates two knowledge discovery models for prediction. 

The first model, integrates FCM and Apriori approach for the purpose of performing 

prediction in two cases in a road traffic domain and the limitations of this model are 

critically reviewed. The second model proposes an approach called Diverse Fuzzy Rule 

Base (DFRB). DFRB is able to extract knowledge based on multiple support approach. 

DFRB selects the best and diverse rules for building a reliable prediction model, which 

is applied in a road traffic domain and other benchmark data. 

 

Chapter 4 presents the proposed hybrid model for prediction. The proposed model is 

evaluated using two sets of experiments validation illustrated in the experimental results 

section thus demonstrating how previous work on prediction is enhanced and improved 

by the proposed model. 
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Chapter 5 employs two mechanisms for feature selection for developing a feature 

selection method. The proposed Weighting Feature Selection (WFS) method is 

validated through a number of experiments and comparative analysis. 

 

Chapter 6 summarizes the general conclusions and main contributions of the research 

conducted in this thesis. Recommendations for future work and further research 

directions are proposed. 

1.8 Publications 

The following publications have been resulted in from the research conducted 

for this thesis:  

 Sowan B., Dahal K.P. and Hossain A.M., "Fuzzy Association Rule 

Mining Approaches for Enhancing Prediction Performance-A 

Comparative Study‖, A journal paper submitted to the International 

Journal on Artificial Intelligence Tools (IJAIT), Under review, 2011. 

 Sowan B.I., Dahal K.P., Hossain A.M. and Alam M.S., "Diversification of 

Fuzzy Association Rules to Improve Prediction Accuracy", IEEE 

International Conference on Fuzzy Systems (FUZZ-IEEE 2010) IEEE 

World Congress on Computational Intelligence (IEEE WCCI 2010), 

Barcelona, Spain, pp 1202 -1209, 2010. 

 Sowan B., Dahal K.P. and Hossain M.A., "Fuzzy Multiple Support 

Associative Classification Approach for Prediction ", Proceedings of the 

10th International Conference on Artificial Intelligence and Soft 

Computing (ICAISC 2010), L. Rutkowski et al. (Eds.): Part I, Springer 

Verlag, Lecture Notes in Artificial Intelligence (LNAI), vol. 6113, 

Poland, pp. 216–223, 2010. 
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 Sowan B., Dahal K.P. and Hossain M.A., "Knowledge Discovery based 

on Integrated Fuzzy and Apriori Approach for Prediction", Proceedings of 

3rd International conference on Software, Knowledge, Information 

Management and Applications (SKIMA 2009), Fez, Morocco, pp. 70-77, 

2009. 
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CHAPTER TWO 

2 REVIEW OF EXISTING TECHNIQUES AND 

EVALUATION CRITERIA 

2.1 Chapter Overview 

The main purpose of this chapter is to present a literature review which focuses 

on several relevant themes: (i) a general review of Knowledge Discovery in Databases 

(KDD) and Data Mining (DM), (ii) a more extensive review of the literature related to 

various association rule mining approaches such as, Apriori, AprioriTid, Frequent 

Pattern Growth (FP-Growth) and Multiple Support algorithms, (iii) a brief background 

on Fuzzy Logic (FL), clustering techniques in particular fuzzy clustering algorithms and 

Fuzzy Inference System (FIS) (iv) an overview of the Fuzzy Association Rules (FARs) 

approach and the work which has been conducted in the literature, and (v) similarity of 

association rules, associative classification approaches, vertical data representation, 

Artificial Neural Network (ANN), Support Vector Machine (SVM), Stepwise 

Regression (SR), Classification and Regression Tree (CART) and feature selection 

method. Finally, the common and benchmark evaluation criteria are discussed. 
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2.2 Knowledge Discovery and Data Mining 

The relative and iterative Knowledge Discovery in Databases (KDD) steps that 

were described in (Fayyad, 1996, Fayyad et al., 1996b, Mitra et al., 2002) are shown in 

Figure 2.1 and include: 

 An understanding of a problem and its application domain increasingly 

requires a domain background (a prior knowledge) and to determine the 

purpose of this application. 

 A collection of a target data set (sample of data, focusing on a subset of 

variables). 

 A preparation, pre-processing and reduction of data (cleaning data, 

which ensures a completion of a data records, and removing noisy data). 

The reduction of data is achieved by selecting a feature subset that 

represents the data. 

 An application of Data Mining (DM) techniques (for instance, 

association rules, classification, regression, clustering, etc). 

 An evaluation of a discovered knowledge (pattern interpretation and 

understanding the result). 

 A use of extracted knowledge in a decision making process. 

 
Figure 2.1 Generic steps of the KDD. 

The iterative dependency shown in Figure 2.1 indicates how any change in any 

step will have an effect on the other processes. 
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2.2.1 Data Mining Tasks  

DM is one of the essential and vital phases for discovering knowledge in KDD. 

DM is concerned with building models capable of finding useful surprising patterns, 

unknown, non-trivial relationships between attributes (extract knowledge) and 

interesting rules in relatively large databases. (Kanellopoulos et al., 2007). 

DM, also known as data analysis technology (Hand et al., 2001, Fayyad et al., 1996a), 

focuses on algorithms that discover useful knowledge from volumes of data after pre-

processing.  

KDD and DM are considered as knowledge management technologies for knowledge 

production, which deal with that knowledge (rules) once extracted, in order to manage, 

integrate and verify it. This knowledge helps in the decision making process and 

improves competitive advantage for organisations (Liyanage et al., 2009). The 

importance of knowledge that already exists in the Knowledge Base (KB) reflects the 

quality to predict the future value. Prediction is a knowledge intensive process that 

requires superior knowledge management to produce an appropriate process effect. As a 

result, knowledge management is applied to verify knowledge, thus its predictions 

provide support for the application domain (Shaw et al., 2001). 

Useful knowledge is an ultimate goal and can be determined through an interactive 

process of KDD (Fayyad et al., 1996b). Furthermore, DM aims to discover useful, 

comprehensive and interesting (interpretable) knowledge to act as the human expert. 

DM is an important step of the KDD process that indicates the strength of KDD as 

shown in Figure 2.1. DM is widely used in different application domains such as: e-

commerce, e-learning, road traffic, medicine, marketing and other domains (Imberman, 

2002, Menon et al., 2005, Romero and Ventura, 2007, Marukatat, 2006, Lei and Ren-

hou, 2007). 
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DM is involved in predictive and descriptive models that are applied in many 

different tasks as shown in Figure 2.2 (Dunham, 2002). 

 
Figure 2.2 Data mining tasks. 

The predictive model is concerned with an identification of the results obtained from 

various volumes of data for predicting (forecasting) the future values of a new data. For 

example, predicting the future sales for a customer depends on his/her historical data 

such as: age, gender and purchase items. The predictive model includes the following 

tasks (Bose and Mahapatra, 2001, Dunham, 2002, Romero and Ventura, 2007): 

 Classification: splitting a data set into predefined groups or classes. For 

example, in airport security, criminals can be recognized by scanning 

each passenger‘s face in a way that the facial expressions are divided into 

patterns (face shape, distance between eyes, blinking eyes, eyebrows, 

etc), these patterns are then compared with the existing training sets in 

the database. Classification aims at building a model from different data 

attributes, and one of these attributes is the target attribute (class). Such a 

classification model is able to predict the class of a new case (set of 

attributes). 

 Regression: fits a data set to an equation and works well with continuous 

quantitative data. For example, it uses the linear equation (      ) 

and determines a suitable value for   and   with a given value of   to 
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predict the future value of   (Chapple, [accessd February 2008]), i.e. 

suppose that the class (dependent variable)   is a combination of 

different attributes    (independent variables) associated with a 

coefficient   which can be calculated from the training data. In other 

words, the regression is a special case of the classification task when the 

target attribute is numeric. 

 Time series analysis: the sequence of observations of well-defined data 

items (attributes). This sequence is examined through time (hourly, daily, 

weekly…etc) to predict the future value of the time variable. For 

example, the purchase stock can be predicted from x company based on 

testing a period of one-month. 

 Prediction: tends to find out the future value based on the current or 

previous or old (historical) data. For example, river flooding prediction 

can be achieved based on various factors, such as: water level, rain 

amount, humidity, etc. 

The descriptive model can recognize the relations in data with the aim of studying and 

focusing on the characteristics of data. The descriptive model includes the following 

tasks (Bose and Mahapatra, 2001, Dunham, 2002, Romero and Ventura, 2007): 

 Association rules: the practice of discovering the association and the 

correlation between attributes (items) in a large database. Association 

rules mining is able to find the frequent itemsets (itemsets include items 

that have high frequency in a database) and the well-know application of 

the association rules which is the market basket analysis. For instance, a 

customer who buys a keyboard may buy a mouse at the same time. 

 Sequence discovery: tends to find a sequence event (pattern) in a data set. 

For example, if a customer buys a camera, within three months they will 
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buy photographic supplies and within six months an accessory item 

(60% of customers who first buy   also purchases   within two weeks). 

 Clustering: splits the data sample (observations) into meaningful groups 

(non-predefined groups) according to some criteria. The difference 

between classification and clustering is that the former is supervised 

learning consisting of a set of labelled patterns which are able to classify 

(label) a new unlabelled data. Whereas the latter is grouping a set of data 

observations (unlabelled) into clusters where the labels are derived and 

linked with clusters (data driven) (Jain et al., 1999). 

 Summarization: provides significant methods that derive useful 

information from a database to be representative (called characterization 

or generalization). For example, the value of the mean or standard 

deviation to represent the attributes of the data. 

2.3 Association Rule Mining 

Association rule mining is one of the most important tasks in DM, which plays a 

vital role in business applications such as, market basket for producing strong rules from 

frequent items in a transaction database (Hahsler et al., 2005). The problem of mining 

binary (Boolean) association rules from a database was introduced by Agrawal et al. 

(1993). Binary association rules mining is represented by either   or  , if an item exists 

in a database, then the value is  . Otherwise, the value is  . The following is the basic 

definition for the association rule mining applied in a database. 

Definition: Let                be a set of distinct items (attributes), and any set of 

items is called an itemset. Let                  be a set of transactions database    . 

Each transaction     in   is formed from a set of items in  . A strong association rule is 
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defined in accordance to the form of (     where,       and       approve 

minsupp and minconf. 

Association rules are constructed as an antecedent (left-hand side)   and a 

consequent (right-hand side)  . The association rules are extracted from a database 

based on two metrics (interesting measures): (i) Minimum Support Threshold value 

(minsupp) the time frequency for particular item(s) divided by the number of 

transactions, as given by Equation 2-1 and (ii) Minimum Confidence Threshold value 

(minconf) and minconf the percentage value for the support value of the antecedent and 

consequent together divided by the support value of the antecedent part, as given by 

Equation 2-2. An example of the calculation of support and confidence values and their 

equations for a rule ―a customer who buys chips and milk, may also buy apples at the 

same time‖ is given below. The support value is equal to 33% and the confidence value 

for the previous rule is 66%. Table 2-1, Table 2-2 and Table 2-3 illustrate the Boolean 

association rules. 
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Table 2-1 Transaction items. 

TID Items 

1 Chips, Milk, Apple 

2 Chocolate, Juice 

3 Chicken, Potato, Tomato 

4 Chips, Juice, Milk, Apple 

5 Chips, Milk 

6 Chips, Lemon, Banana 

 

Table 2-2 Boolean transaction items. 

TID Chips Milk Apple Chocolate Juice Chicken Potato Tomato Lemon Banana 

1 1 1 1 0 0 0 0 0 0 0 

2 0 0 0 1 1 0 0 0 0 0 

3 0 0 0 0 0 1 1 1 0 0 

4 1 1 1 0 1 0 0 0 0 0 

5 1 1 0 0 0 0 0 0 0 0 

6 1 0 0 0 0 0 0 0 1 1 

 

Table 2-3 Association rules. 

Association rule Support Confidence 

Chips, Milk   Apple 33% 66 % 

 

Association rule mining can be divided into two main parts (Agrawal et al., 1993): 

 Frequent itemsets are found if the support value of the itemset is greater 

than or equal to minsupp. 

 Association rules are extracted if the confidence value of the frequent 

itemset is greater than or equal to minconf. 

Apriori algorithm is one of the most well-know association rule mining 

algorithm. It is used to extract the rules and implicit knowledge from database attributes 

(field) in order to find the association and correlation between these attributes (Ye and 

Chiang, 2006). 

Indeed, a database includes not only binary attributes, but also contains quantitative 

attributes. In the case of a quantitative data set the classical algorithms are not able to 

extract association rules from it directly. Hence, a fuzzy approach aims at converting the 

quantitative data set into fuzzy sets for its simplicity and flexibility to soften the interval 

partition boundaries of the attributes (Lu et al., 2003b). This flexibility of fuzzy sets is 
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common seen in data mining in different areas such as: staff performance analysis 

(Huang et al., 2006). 

Several algorithms have been applied to extract association rules such as: 

Apriori, AprioriTid (Agrawal and Srikant, 1994), Frequent Pattern Growth, in short FP-

Growth (Han et al., 2000) and Multiple Support approaches and will be discussed in the 

next sub-sections. 

2.3.1 Apriori Algorithm 

Apriori algorithm is the simplest and most popular algorithm for discovering 

association rules from a large database (Agrawal and Srikant, 1994). Apriori algorithm 

works using two main steps as described in Figure 2.3 : 

 Frequent itemsets are called (  ), these itemsets are greater than or equal 

to minsupp. 

 Candidate itemsets are called (  ), and generated from (    ). It is 

required to scan the original database for each itemset in the candidate 

generation step, in order to calculate the support value (scan the original 

database in   ,   , and    as it is described in Figure 2.4). 

Apriori algorithm as shown in Figure 2.4 (steps 1 to 8, assuming that minsupp 

= ) has been developed by Agrawal and Srikant (1994) to extract the association rules 

from a transaction database. For example, a customer who buys a keyboard and monitor 

also buys a mouse (60% of all customers who purchase   and   also buy  ). A detailed 

explanation about association rules and Apriori algorithm can be found in (Agrawal et 

al., 1993) and (Agrawal and Srikant, 1994) respectively. 
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Figure 2.3 Apriori algorithm (Agrawal and Srikant, 1994). 

Apriori algorithm example of Figure 2.4 is explained as follows: 

 Database in step 1 is scanned to calculate the support value for each item, 

and then the items are stored as a candidate itemsets    with their support 

values as shown in step 2. 

 Candidate itemsets    are moved to the frequent itemsets    in step 3 if 

their support values are greater than or equal to minsupp. 

 Frequent itemsets    are joined up with    to generate candidate itemsets 

   in step 4 and step 5. Each candidate itemset is checked based on every 

sub-itemset which should be frequent itemset in the previous frequent 

itemsets   . Therefore, the support value for each candidate itemset    is 

calculated based on scanning the database in step 1. 

 Candidate itemsets    are moved to the frequent itemsets    in step 6 if 

their support values are greater than or equal to minsupp. 

  : Large frequent itemset of size  . 

  : Candidate itemset of size   (generated from     based on join     with     ). 

 

  = {large frequent of the one item}; 

For (  = 2;       ;  ++) do 

   = candidates generated from     (join     with     ); 

{ 

Insert into    

Select                                     

From      called ( ),      called ( ) 

Where                                                          

} 

Foreach itemset c     do 

Foreach       subset   of   do 

IF          then 

Delete   from    

EndIF 

EndFor 

EndFor 

For each transaction   in database do 

Increment the count of all candidates in    that are contained in  . 

   = contains the candidates in    that is greater than or equal minsupp. 

EndFor 

EndFor 

The answer =      
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 Frequent itemsets    are joined up with    to generate candidate itemsets 

   in step 7 and step 8. Each candidate itemset is checked based on every 

sub-itemset and should be frequent itemset in the previous frequent 

itemsets   . Therefore, the support value for each candidate itemset    is 

calculated based on scanning the database in step 1. 

 
Figure 2.4 Apriori algorithm example. 

2.3.2 AprioriTid Algorithm 

AprioriTid algorithm was developed in (Agrawal and Srikant, 1994) and works 

as the Apriori approach with the modification in calculating the support value for each 

itemset towards candidate generation step. i.e. AprioriTid better than Apriori in saving 

the scanning time of the calculating support value for each itemset in the candidate 

generation step (Apriori is scanning for the database in each candidate generation step) 

(Hong et al., 2004). AprioriTid algorithm operates in accordance with the following 

steps: 

 Candidate itemsets are called (  
 ), which is a copy of the whole database 

at the first step (  
 =Database). 

 Frequent itemsets are called (  ), if these itemsets are greater than or 

equal minsupp. 

Step1  Step2  Step3 

Database  Candidate itemset  1  Large itemset  1 

ID Item  Itemset Support  Itemset  Support 

1 CDE  {A} 1  {B} 2 

2 ACE  {B} 2  {C} 3 

3 BDE  {C} 3  {D} 3 

4 CD  {D} 3  {E} 4 

5 BE  {E} 4 

Step4  Step5  Step6 

 

Itemset 

 Candidate  itemset  2  Large itemset  2 

 Itemset  Support  Itemset  Support 

{BC}  {BC} 0  {BE} 2 

{BD}  {BD} 1  {CD} 2 

{BE}  {BE} 2  {CE} 2 

{CD}  {CD} 2  {DE} 2 

{CE}  {CE} 2 

{DE}  {DE} 2 

Step7  Step8 
 

Itemset  

 Candidate itemset  3 

 Itemset  Support 

{CDE}  {CDE} 1 
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 Candidate itemsets are called (  ) which is generated from (    ). 

 Candidate itemsets are called (  
 ). This is generated from (  

   ) and 

(  ). Actually, (  
 ) is produced from the candidate itemsets (  

   ) and 

these itemsets exist in the candidate itemsets (  ). In addition, it stores 

these itemsets in (  
 ) based on transaction record (TID) as in the (  

   ). 

The AprioriTid approach is not required to scan the original database for each candidate 

itemset generation step due to the use of (  ). To understand how AprioriTid works, 

Figure 2.5 presents an example for further demonstration of the AprioriTid algorithm 

(steps 1 to 10, assuming that minsupp = ). 

As depicted in Figure 2.5, the support value for each candidate itemset in    is 

calculated through the iterative process over     which also generates    . Then, a pass is 

carried on over     to calculate the support values for the candidate itemsets in   , and 

   produces    . 

 
Figure 2.5 AprioriTid algorithm example. 

Step1                          Step2  Step3  Step4 

Database  C1  C 1  Large itemset L1  

TID Item  Itemset Support  TID Set of itemset  Itemset Support 

1 ACDE  {A} 2   {{A},{C},{D},{E}}  {A} 2 

2 BCE  {B} 3   {{B},{C},{E}}  {B} 3 

3 ABCE  {C} 3   {{A},{B},{C},{E}}  {C} 3 

4 BE  {D} 1   {{B},{E}}  {E} 4 

   {E} 4       

Step5  Step6  Step7 

C2  C 2  Large itemset L2 

Itemset Support  TID Set of itemset  Itemset Support 

{A,B} 1  1 {{A,C},{A,E},{C,E}}  {A,C} 2 

{A,C} 2  2 {{B,C},{B,E},{C,E}}  {A,E} 2 

{A,E} 2  3 {{A,B},{A,C},{A,E},{B,C},{B,E},{C,E}}  {B,C} 2 

{B,C} 2  4 {{B,E}}  {B,E} 3 

{B,E} 3     {C,E} 2 

{C,E} 3    

Step8  Step9  Step10 

C3  C 3  Large itemset L3 

Itemset Support  TID Set of itemset  Itemset Support 

{A,C,E} 2  1 {{A,C,E}}  {A,C,E} 2 

{B,C,E} 2  2 {{B,C,E}}  {B,C,E} 2 

   3 {{A,C,E},{B,C,E}}    
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2.3.3 Frequent Patterns Growth (FP-Growth) 

Frequent Pattern Growth (FP-Growth), which was developed by Han et al. 

(2000), is one of the DM algorithms to extract association rules (frequent itemsets) from 

a database using the divide-conquer technique. FP-Growth candidate itemsets do not 

need to be generated compared with Apriori algorithm. A database in this algorithm is 

represented as a tree in compact shape. The FP-Growth approach explores the following 

steps (Han et al., 2000): 

 Counting the database items and reordering the original database. This 

can be achieved through two actions. First, compute the support value for 

each item in the database, and keep the items that are frequent (if the 

support value for each item is greater than or equal to minsupp). Second, 

sort each single item in descending order based on the support value and 

in addition remove the item from the database in which the support value 

is less than minsupp (assuming minsupp =  ), as shown in step 1-3 of 

Figure 2.6. 

 Building up Frequent Pattern Tree (FP-Tree) that starts from ―null‖ and 

then scanning each sorted transaction database. This makes a path from 

the null node (tree staring point) to the last item in each sorted 

transaction database. FP-Tree contains item node, support value, and 

path link, as shown in step 4 of Figure 2.6. 

 Discovering the frequent items from FP-Tree. This can be achieved due 

to the construction of a table containing the frequent items starting with 

the item node and its support value (from leaf to root), in order to find 

the conditional pattern base. Subsequently find all the combinations of 
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the frequent patterns to discover the association rules, as it is shown in 

step 5 of Figure 2.6. 

 
Figure 2.6 FP-Growth example. 

2.3.4 Multiple Support Approaches 

Most of the association rules techniques have been extracted association rules 

based on the high frequency occurring. Conversely, natures of the real-life applications 

and their data sets are generally inconsistent which have both rare and frequent items. 

However, the rare items are difficult to be identified because of their low quantity data, 

which causes a rare item problem. To overcome the rare item problem, Liu et al. (Liu et 

al., 1999) proposed an algorithm called Multiple Support Apriroi (MSapriroi). 

 

Step1 Database.  Step2 Support value of items.  Step3 Sorted database. 

ID Items  Item Support value  ID Sorted items (descending order) 

1 ACDE  B 4  1 CEA 

2 BCE  C 4  2 BCE 

3 ABCE  E 4  3 BCEA 

4 BE  A 2  4 BE 

5 BC     5 BC 

 

Step4 FP-Tree.  

 
 

 

  
  B 

 

 

 
C 

  
E 

 

 

 
 

A 

 

 
Step5 Discovering FP. 

Item (ascending order) Conditional pattern base Conditional FP-Tree Frequent itemset 

A {(C:1 E:1), (B:1 C:1 E:1)} {(C:2, E:2)}|A (A,C),(A,E),(A,C,E) 

E {(C:1),(B:2 C:2),(B:1)} {(B:3, C:3)}|E (B,E),(C,E),(B,C,E) 

C {(B:3)} {(B:3)}|C (B,C) 

B ø   

 

Null 

E=1 

C=3 

E=2 

C=1 

A=1 

E=1 

A=1 

B=4 
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Example: In the supermarket transaction data set, the following items are infrequent 

such as: kettle and cooking pan, if the minsupp is set very low, then some other 

uninteresting itemsets will be extracted as follows:  

Kettle  Cooking-Pan (minsupp=0.2%, minconf=0.6) 

Bread  Pen (minsupp=0.2%, minconf=0.6) 

 

The first rule is a rare itemset which is meaningful while its items are infrequent. The 

second rule is a non-sense, but because its items are frequent, that helps the items to be 

associated. 

MSapriori is a generalization for Apriori algorithm in applying multiple minimum 

support thresholds, also called Minimum Item Support (MIS) ( assign one minimum 

support threshold for each item) (Liu et al., 1999, Kanellopoulos et al., 2007). MIS is 

allocated for each item based on its frequency in the data and MIS can be defined in 

Equations 2-3 and 2-4 as follows: 

        
            
            

  

(2-3) 

          
(2-4) 

where      represents the actual frequency of each item   in the data,    Least Support is 

user-defined, which is an assumed value as in traditional association rules, and β is a 

user-defined parameter to control the relation between MIS value for each item and its 

actual frequency which can be from 0 to 1. 

In MSapriori each item is allocated an MIS. Thus, this can help in generating all 

frequent itemsets in case the support of an itemset satisfies its minimum MIS as 

described below. 

Let                be a set of items (attributes), and                be a set of 

transactions database. Each transaction     in   is formed by a set of items   in   where 

   . The rule                       , where        , assuming that     is an 
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Minimum Item Support value for an item  , then the rule is accepted if its support value 

is greater than or equal to the minimum value of     from all items in each rule as 

shown below. 

                                                 

 

Traditional association rules algorithms, in particular Apriori algorithm, requires 

all subsets of a frequent itemset that should be frequent to have downward closure 

property. For example, let {milk, biscuit, coffee}is a frequent itemset in   ; the subset 

of this itemset is as follows, {{milk, biscuit}, {milk, coffee}, {biscuit, coffee}}, all 

these subsets should be frequent itemsets in     . Conversely, MSapriori does not 

satisfy the downward closure property, yet it applies the sorted closure property. 

It is observed that MIS has been calculated based on the   value. Therefore, it is 

necessary to set a proper value for   to generate frequent itemsets, including rare items, 

and to confine from producing uninteresting frequent itemsets including frequent items. 

In this manner, if   value is set to be high, then MSapriori suffers from generating the 

frequent itemsets including rare items. This is due to the approximate equality of MIS of 

the rare items and their support values as compared with frequent itemsets including 

frequent items. 

Example: Consider the following items in a database, Bread, Pen, Kettle and Cooking-

Pan. These items have support values 60%, 50%, 3% and 2% respectively. Let       

and     , then MIS values for Bread, Pen, Kettle and Cooking-Pan are equal to 54%, 

45%, 2.7% and 1.8% respectively. Therefore, the difference between support value of a 

rare (kettle) and its MIS is approximately very low (3% - 2.7% = 0.3%) as compared 

with frequent items (Bread) (60% - 54% = 6%). As a result frequent itemsets including 

rare items such as Kettle and Cooking-Pan will be missed. This is because the support 

values of the itemsets involving rare items are less than (not equivalent to) their MIS in 
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particular, when the length of an itemset is increased, i.e. increasing the number of items 

to form one itemsets. For instance, Let the support value of an itemset including rare 

items {Kettle, Cooking-Pan} is equal to 1.5%. Therefore, this itemset will be missed 

due to its support (1.5%) being less than its MIS (1.8%) 

(min(MIS(Kettle),MIS(Cooking-Pan))). 

In a different manner, if   value is set to be low, then it helps the support values of the 

rare items to be greater than their MIS. Also, it can be facilitated to set very low MIS 

values for the frequent items. Thus, the MSapriori leads to generating a large number of 

uninteresting frequent itemsets including frequent items. This is due to association of 

the items in all possible combinations. 

Example: Continuing from the previous example let      , then MIS values are 12%, 

10%, 0.6% and 0.4% respectively. Thus, the difference between support value of rare 

items and their MIS values is higher than the previous values such as Kettle (3% - 0.6% 

= 2.4%). Also, this can increase the difference between support values of frequent items 

and their MIS values such as Bread (60% - 12% = 48%). As a result, low   value leads 

to generating uninteresting frequent itemsets, i.e. frequent itemsets including frequent 

items. These frequent itemsets have low support values. For instance, {Bread, Pen} is 

uninteresting frequent itemset including frequent items. Assuming the support value for 

{Bread, Pen} is equal to 12%, setting a low MIS value for this itemset which is equal to 

10% (min(MIS(Bread),MIS(Pen))) by considering a low   value. Consequently, the 

support of {Bread, Pen} (12%) is greater than its MIS (10%). In other words, setting a 

low   value leads to generating uninteresting frequent itemsets (including frequent 

items) having low support values. 

To solve the problem   value, Kiran and Reddy (Kiran and Reddy, 2009) developed an 

approach to improve MSapriori called Improved Multiple Support aproiri (IMSapriori). 

This approach uses a formula called Support Difference (SD) in calculation of MIS, 
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which is an acceptable deviation (constant value) between an item support and its 

equivalent MIS. SD can be effectively able to generate frequent itemsets including rare 

items and to limit the combinatorial explosion (restrict from uninteresting frequent 

itemsets including frequent items). MIS is defined in this approach in Equations 2-5 and 

2-6 as follows: 

        
           
            

  

(2-5) 

                     
(2-6) 

where,      represents the actual frequency for each item  ,    Least Support is user-

defined, which is an assumed value as in a traditional association rule,   stands for 

statistical measure of the data such as: mean, median, mode, and maximum support of 

the items supports,           is a control parameter.    Support Difference ranges 

from 0 to  . 

The extraction of frequent itemsets        can be found as follows: 

                                                               

 

Generally, IMSapriori still used MSapriori approach in extracting the frequent 

itemsets (large itemsets). The differences between Apriori, MSapriori and IMSapriori 

algorithms are summarized in Table 2-4. 

Table 2-4 Difference between Aprirori, MSapriori and IMSapriori. 

Apriori MSapriori IMSapriori 

Deal with one minimum 

support threshold for 

whole data set. 

Deal with multiple item support for 

the data set, i.e. different MIS values 

for different items (attributes). 

Deal with multiple item 

support for the data set by 

using Support Difference (SD). 

Suffer from the rare 

item problem. 

Solve the rare item problem by 

selecting an appropriate control 

parameter. 

Solve the rare item problem 

and limit from combinatorial 

explosion. 

Use downward closure 

property for pruning. 

Use sorted closure property for 

pruning. 

Use sorted closure property for 

pruning. 

 

There have been several studies adapted FP-Growth (Uday Kiran and Reddy, 

2009, Kiran and Reddy, 2010a) for mining association rules. An extension approach 
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entitled Conditional Frequent Pattern Growth (CFP-Growth) was presented in (Hu and 

Chen, 2006) to improve the performance of the multiple support approach. This 

approach still suffers from pruning some of the rare items. More recently, a proposed 

approach called Improved Conditional Pattern Growth (ICFP-Growth) (Kiran and 

Reddy, 2010b), was employed in the improved multiple support approach. The 

experimental results demonstrated that the approach was able to generate the frequent 

itemsets involving rare items (rare association rules). 

2.4 Fuzzy Logic (FL) 

The term ―Fuzzy Logic‖ was introduced by Lotfi Zadeh (1965), it is defined as 

"a set of mathematical principles for knowledge representation based on degrees of 

membership rather than on crisp membership of classical binary logic" (Negnevitsky, 

2005). Thus, it is considered as one of the most important technologies viewed as a 

multi-valued logic based on fuzzy set theory. Fuzzy set deals with the approximate 

rather than precise methods in reasoning implication. In fuzzy set theory each fuzzy set 

or term has values on the universe of discourse and each value has a membership value 

that can range between 0 and 1 (Zadeh, 1988). 

Moreover, FL offers reasoning qualitative mode (human way of thinking) as a 

style which mimics human decision making with logical expressions in the form of ―IF–

Then‖, providing an intuitive method to describe the system drawn from human 

expressions (Russel and Norvig, 2003). In addition, reasoning in FL can be easily 

designed, understood and effortlessly and succinctly modified (Stathacopoulou et al., 

2005, Aziz and Parthiban, [accessed December 2010]). 

Fuzzy set is a function (shape) whose elements      on the universe of discourse 

have degrees of membership values      with possibilities of distribution in the range 

[0, 1]. Thus, a fuzzy set determines that each element      has a membership function in 
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the interval of [0, 1]. In this form the fuzzy set can be represented as 
  

  
 and the set of 

values as  
  

  
 
  

  
   

  

  
 . This is illustrated in Figure 2.7, where age is a fuzzy variable 

which has two fuzzy sets (young and medium) with a set of values (real number) on the 

universe of discourse (for example an age range from 20 to 50). These values are 

represented on the degree of membership values, where the universe of discourse 

defines a set of values that range between minimum and maximum bounds for the 

values of the fuzzy sets (Aziz and Parthiban, [accessed December 2010]). 

As an example of the fuzzy set, by considering the membership values over the universe 

of discourse which are equal to  
   

  
 
    

  
 

 

  
 
    

  
 , as it is shown in Figure 2.7, this is a 

triangular function of highly condensed representation that covers some values in the 

discourse universe. 

 
Figure 2.7 An example of fuzzy sets. 

Fuzzy sets (terms) can be performed on the basis of a variety of operations such 

as: union, intersection and complement (Zadeh, 1965). 

2.5 Clustering Techniques 

The clustering is one of the data mining tasks. It aims to placing the data or 

individual objects into un-predefined groups, which conveys the notion of unsupervised 

learning (Xu and Wunsch, 2005, Matteucci, [accessed Novmber 2008]). In fact, the 
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concept of the clustering data comes from the field of statistics that helps to carry the 

large data computation performance. Moreover, it is used in many fields, including 

document retrieval, pattern recognition, image segmentation and bioinformatics (Jain et 

al., 1999). 

The classical meaning of clustering, assigns each data object to one cluster, 

whereas fuzzy clustering is unlike other clustering techniques and aims at assigning the 

data object to more than one cluster with different membership values (Shihab and 

Burger, 1998). That means that it is able to assign each data object into more than one 

cluster in a flexible manner, which is represented by the degree of membership value in 

each cluster. Most of the Fuzzy clustering techniques are based on an objective 

function, and the optimal clustering is determined by minimizing the objective function. 

The most popular fuzzy clustering techniques known as Fuzzy C-Means (FCM) and 

Gustafson-Kessel (G-K) algorithms are described below. 

2.5.1 Fuzzy C-Means (FCM) Algorithm 

Fuzzy C-Means (FCM) is one of the fuzzy clustering algorithms based on an 

objective functioning method, developed by Bezdek in 1981 adapting the fuzzy set 

theory, which assigns a data object (observation) to more than one cluster (Bezdek, 

1981, Shihab and Burger, 1998). 

FCM is commonly used for many applications because of its advantages in 

minimising objective function and finding the converge solution according to the fuzzy 

perspective which provides reliable membership values (Shihab and Burger, 1998). The 

FCM is considered better than any other clustering methods, such as k-means algorithm, 

because of its potential in distributing the data set observations (objects) into more than 

one cluster as a result of its flexibility, the membership value is categorized into more 
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than one cluster (Kannan and Genova, 2005). Overall, a simple example on the FCM is 

shown in Table 2-5 and Figure 2.8 with two clusters. 

 

Table 2-5 FCM example. 

 

X Y Cluster 1 Cluster 2 

1.8 2 0.997 0.003 

2 2.2 1 0 

2 1.8 0.995 0.005 

2.2 2 0.997 0.003 

2 3.5 0.968 0.032 

8.8 3 0 1 

9 3.2 0.003 0.997 

9 2.8 0.003 0.997 

9.2 3 0.006 0.994 

7 2.8 0.1 0.9 

 

 
Figure 2.8 Two clusters of the data values from Table 2-5. 

 

In the experiments in Chapter 3, FCM function is used as implemented in 

MATLAB 7.6, in order to determine the attributes centres (fields) of a crisp data set to 

find out the fuzzy data set. Four fuzzy sets are used in order to make a trade-off between 

the performance (efficiency) of FIS and prediction accuracy. 
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2.5.2 The Gustafson-Kessel (G-K) Algorithm 

The Gustafson-Kessel (G-K) algorithm is a robust clustering method that can be 

applied in different domains including image processing and system identification. G-K 

algorithm realized Euclidean distance to Mahalanobis distance (Liu et al., 2008a) and 

enhanced the original FCM algorithm based on Euclidian distances. This enhancement 

has been attempted in order to identify different geometrical shapes of the clusters for 

one data set. In contrast with FCM, which is limited to spherical clusters shape (Balasko 

et al., 2008, Liu et al., 2009) and is affected by the outliers (Lesot and Kruse, 2006). The 

improved G-K clustering algorithm (Babuska et al., 2002) implemented in (Balasko et 

al., 2008) is applied in Chapters 4 and 5. 

2.6 Fuzzy Inference and Expert System 

Fuzzy Inference System (FIS) is a computer model that performs the reasoning 

based on fuzzy set theory and fuzzy rules of the ―IF-Then‖ form. It is one of the most 

well-know applications of fuzzy logic used in different applications such as: decision 

analysis, expert system and prediction. Fuzzy inference can be defined as a method of 

mapping from a given input to an output through utilizing the fuzzy set theory 

(Negnevitsky, 2005, Guillaume, 2001). 

The reasoning mechanism as shown in Figure 2.9 can be developed through the 

following steps: (i) entering the crisp input data (numeric data) into the system, where 

the input data is transformed into fuzzy data, (ii) adopting the knowledge rules already 

stored in the KB to perform the inference action by merging the fuzzy sets of all 

consequent parts (Then part in the ―IF-Then‖ form) into one single fuzzy set (which 

stands for the output), and (iii) finally deriving and converting the output value into the 

crisp data. Thus, the rules are assessed. 
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Figure 2.9 FIS diagram. 

FIS is an effective model for prediction and developing the expert system through the 

following steps (Negnevitsky, 2005): 

 Determining the problem domain (i.e. describing the data set) and 

identifying the fuzzy sets (linguistic terms) such as: low, medium and 

high. 

 Creating the fuzzy sets by the use of a particular function such as 

triangular, trapezoid functions...etc. 

 Extracting the fuzzy rules either by human experts or other techniques 

such as DM algorithms, after that storing these rules in the KB. 

 Encoding the fuzzy sets and fuzzy rules to accomplish FIS, which carry 

out fuzzy inference into the prediction and expert system. 

 Assessing and adjusting the system, i.e. to find out if the system fits the 

determined requirements at the beginning. 

The experiments in this thesis used the FIS tool implemented in MATLAB 7.6, in order 

to help predict the future values. 
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2.7 Fuzzy Association Rules (FARs) 

Fuzzy Association Rules (FARs) is a derived concept from the association rule 

when the association rule mining is employed, while the fuzzy approach is applied to 

deal with quantitative attributes (quantitative data or crisp one), representing them in a 

natural and understandable manner (Delgado et al., 2003, Chen et al., 2006a, Zhang and 

He, 2010). 

A fuzzy approach is widely exploited among the intelligent systems, since it is 

very simple and similar to the human way of thinking (Mitra et al., 2002, Hong et al., 

2004). It is used to transform quantitative data into fuzzy data through the identification 

of the membership functions. These membership functions of the fuzzy sets are defined 

in different methods, the basic one is based on human experience/know-how (Huang et 

al., 2006). However, in many instances, it is difficult to obtain the information required 

and to benefit from the human experience (Kaya and Alhajj, 2003). In the long run, a 

fuzzy clustering technique is commonly used for providing reliable membership values 

for constructing fuzzy sets. 

Association rules and mining frequent patterns without a candidate generation 

step have been proposed in (Han et al., 2000), which used the data structure method 

called Frequent Pattern Tree (FP-Tree). This method works by first using data structure 

to condense the huge database into a smaller one. Second, it uses FP-Tree to build the 

database as a tree, in order to avoid the candidate generation step. Third, it uses the 

divide and conquer technique to partition the responsibilities of mining frequent patterns 

into a smaller one which it reduces from the search space of finding frequent itemsets. 

The fuzzified quantitative attributes method have been considered in (Zhang, 

1999) to overcome the partitions problem. The method is used the extended Equi-Depth 

Partition (EDP) (Srikant and Agrawal, 1996) known as Equi-Depth Partition Fuzzy 
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Terms algorithm (EDPFT). This algorithm was developed to extract association rules of 

the fuzzy terms, but using EDP in noisy (skewed) data sets is not useful. 

An automated method for the identification of the fuzzy sets has been 

implemented in (Fu et al., 1998) to extract FARs. This method based on CLARANS 

(Clustering LARge Applications based on RANdomized Search) clustering algorithm, 

was applied in a real life quantitative data set. As a result, the use of the clustering 

methods leads to significant results instead of providing and identifying fuzzy sets based 

on user/human expert. 

A Parallel Fuzzy C-Means (PFCM) has been proposed in (Xu et al., 2003) for 

mining FARs. The proposed algorithm works based on, the identification of the fuzzy 

sets while using PFCM algorithm and the extraction of FARs that satisfies minsupp and 

minconf. The parallel algorithm used the concept of a distribution system of 6 

processors, copying the data set attributes in each memory that belonged to each 

processor. Their algorithm considered the number of data set records and concluded that 

using parallel algorithm is useful to scale up, size up and speed up the perspectives but 

that the increase of the data set attributes size will be unproductive. 

A classification approach based on FARs called Classification Fuzzy 

Association Rule (CFAR) has been proposed in (Lu et al., 2003b) based on the 

integrated FCM and Apriori algorithm. It is applied on quantitative data known as Wine 

data set. Whereas the integrated approach has procured better results compared with 

other classification approaches such as C4.5 and Classification Based on Associations 

(CBA), this approach still applied single minupp threshold. It was found that, building a 

perfect classification model required a trade-off between producing fewer number of 

rules and achieving high accuracy. 

The concept of mining multiple-level association rules (taxonomic concept) has 

been addressed in (Han and Fu, 1995) using top-down hierarchy rather than single level. 
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An example of the multiple-level (hierarchy tree) idea is illustrated in Figure 2.10, 

showing a tree, which is the root node at level 0, the inner nodes demonstrating 

categories (such as ―Car‖) are at level 1, and the terminal nodes demonstrating models 

(such as ―BMW‖) are at level 2. 

 
Figure 2.10 An example of multiple-level idea. 

 

Also, the fuzzy generalized association rules technique (multiple-level) has been 

proposed in (Hong et al., 2003a). This technique used the fuzzy concept to convert the 

quantitative data set into fuzzy sets, considered as user predefined for the membership 

functions (assuming that the membership functions are known in advance). The paper 

suggests future work should use a proper technique for dynamically tuning the 

membership functions in order to avoid its acquisition bottleneck. Moreover, the 

problem of mining multiple-level fuzzy association rules (hierarchal concept) has been 

studied in (Hong et al., 2003b, Shitong et al., 2005). It was observed that, the previous 

techniques of multiple-level clearly used single minsupp threshold and assumed that the 

fuzzy sets were identified in advance. In addition, these techniques have been applied 

for a specific domain (taxonomy domain) such as form crops and supermarket data sets, 

otherwise, it cannot be implemented. 

2.8 Similarity 

A clustering technique for association rules was developed by Dechang and 

Xiaolin (Dechang and Xiaolin, 2008) based on the similarity of the antecedent part of 
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the rules. The rules and its similarity coefficient are stored in the fuzzy simulation 

matrix              to be understood by the user and then evaluated, as shown below. 

The author in (Dechang and Xiaolin, 2008) proved that Euclidian distance is not 

suitable to find the distance (dissimilarity) between the rules. The clustering technique 

proposed by (Dechang and Xiaolin, 2008) is worked as follows: 

              

       

   
       

  

where                      ,     represent the rules. 

Assuming that five Fuzzy Rules (FR) are considered as follows: 

FR1: IF x1= Low & x2=Low Then y=Low. 

FR2: IF x1= Medium & x2=Low Then y=Low. 

FR3: IF x1= Low & x2=Low & x3=Medium Then y=Low. 

FR4: IF x1= High & x2=Medium & x3=High Then y=Medium  

FR5: IF x1= High & x2=High & x3=Medium Then y=High  

 

Fuzzy Coefficient Similarity (CS) is shown in Equation 2-7. 

 

     
       

       
 

(2-7) 

 

Then, CS values for all rules are as follow: 

 
CS(FR1,FR2)=0.33, CS(FR1,FR3)=0.66, CS(FR1,FR4)=0, CS(FR1,FR5)=0, CS(FR2,FR3)=0.25, 

CS(FR2,FR4)=0, CS(FR2,FR5)=0, CS(FR3,FR4)=0, CS(FR3,FR5)=0, CS(FR4,FR5)=0.2. 

 

However, in (Dechang and Xiaolin, 2008) the use of the Apriori algorithm for 

extracting these rules and the similarity of the antecedent parts only affects the result 

performance. Also, this technique does not take into account the distance between fuzzy 

sets included in FARs as depicted in Figure 2.11. The distance between Low and 

Medium is not equal to the distance between Low and Very High. For instance, let the 

distance between Low and Medium equal 0.33, then the distance between Low and 

High can be 0.66, and the distance between Low and Very High is equal to 1, in the 

distance range [0, 1]. This is reflected in Equations 4-1, 4-2 and 4-3. 
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Figure 2.11 Fuzzy sets. 

2.9 Associative Classification Approach 

Associating rules mining is considered unsupervised learning since the rules 

contain all possible extracted rules and there is no specific output attribute (class label) 

after the ―Then‖ part. A rule is accepted if it satisfies both of the minsupp and minconf 

thresholds. The classification rules (also called Associative Classification Rules or 

Classification Association Rules (CARs)) are regarded as supervised learning that be 

composed of the class label after the ―Then‖ part of a rule. If the output attribute is 

discrete, then it is called classification. Otherwise, if the output attribute is continuous, 

then it is called regression. As a result, CARs is a special kind of association rules 

mining and it is used to build a predictive model. In other words, association rules 

mining aims at finding a correlation and relationship between the data attributes, while 

classification aims at allocating the data objects into a desired output value (Thabtah et 

al., 2006). Heuristic methods are adopted in most of the traditional classification 

approaches to find a small sub-set of rules. This results in missing many important rules 

that might be convenient in some other cases (Liu et al., 1998, Thabtah et al., 2006). 

Classification is a well-known data mining task, many studies of different real-life 

applications have used the popular and widespread techniques based on mathematical 

algorithms such as, neural network and support vector machine for classification 
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problems. As a matter of fact, these techniques produce satisfactory results, but still 

suffer from the understandability problem, which are unable to discover understandable 

rules (i.e. the rules are necessary for the user/expert to understand the problem domain 

and the classification/prediction tasks). However, this problem can be resolved by 

integrating between association rule mining and classification. 

Associative Classification (AC) approach combines association rules mining and 

classification tasks. This approach has been shown to be a more accurate classification 

technique than the traditional methods (Janssens et al., 2003, Antonie et al., 2003, Yin 

and Han, 2003, Thabtah et al., 2006). Additionally, AC approaches generate rules that 

are clearer and better for a human expert to understand an application domain (Antonie 

and Zaïane, 2002). 

This provides the ability to optimize (adjust) and update a rule without affecting the full 

set of rules. In contrast with decision tree technique, any modification process for a rule 

necessitates a reshaping of the complete tree (decision tree) (Thabtah, 2007). AC model 

is constructed using the best rules that are learned and generated from training data 

(Chang Chien and Chen, 2010). 

There have been many efforts proposed to build a classifier model based on 

CARs (Zhang et al., 2009, Chen et al., 2006b, Vo and Le, 2009, Kannan and Bhaskaran, 

2010). Practically, association rules mining and AC approaches globally search all rules 

that satisfy both minsupp and minconf thresholds. Many of the rules are discovered by 

AC approaches but cannot be generated by traditional classification techniques such as 

C4.5 (Liu et al., 1998, Thabtah et al., 2005). Consequently, extraction of a full set of 

classification association rules contains an important and significant knowledge. As a 

result, this contributes to building a real prediction model (Janssens et al., 2003). 
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2.10 Vertical Data Representation 

Several association rules mining and AC approaches have employed a traditional 

horizontal data format based on level-wise in scanning a database to calculate support 

values of a frequent itemsets as in Apriori approach (Agrawal and Srikant, 1994, Park et 

al., 1995, Agarwal et al., 2000). Horizontal data format (representation) suffers from 

multiple data scans in finding frequent itemsets at each level, which causes a high 

computation time. Previous studies (Zaki and Gouda, 2003, Thabtah et al., 2005, Zaki et 

al., 1997) have confirmed that a vertical data format is an efficient method of data 

representation since, it can be assisted in generating candidate itemsets and supports 

calculation by operating an intersection between Transaction ID (TID) of items in a 

data. Most of the current AC approaches employ Apriori approach. However, the 

horizontal data format method is an exhaustive search method in discovering frequent 

itemsets to form later association rules. These approaches require much time in 

generating rules (Zaki et al., 1997, Janssens et al., 2003). A few number of approaches 

have been tackled and utilized the vertical data format (Zaki and Gouda, 2003, Thabtah 

et al., 2005), which can be achieved by operating an intersection operation between TID 

of items, whereas the occurrence of each item in a training data is associated as a list. 

Figure 2.12 shows an example of a vertical data format representation method, the 

intersection between C and D items is two TID (TID number 1 and 4). Figure 2.12 is 

explained as follows: 

 Database in step 1 is scanned one time to find the items associated with 

their TID as vertical TID set of candidate itemset    in step 2. The 

support value is calculated by using the cardinality of the set of TID that 

is associated with each item, for example, the support value of B is equal 

2. 
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 Candidate itemsets    are moved to the frequent itemsets    in step 3 if 

their support values are greater than or equal to minsupp. 

 Frequent itemsets    are joined up with    to generate candidate itemsets 

   in step 4. Each candidate itemset is associated with their TID. 

Therefore, the support value for each candidate itemset    is calculated 

by using the cardinality of the set of TID that is associated with each 

itemset, instead of scanning database in step 1 (level-wise in scanning a 

database). 

 Candidate itemsets    are moved to the frequent itemsets    in step 5 if 

their support values are greater than or equal to minsupp. 

 Frequent itemsets    are joined up with    to generate candidate itemsets 

   in step 6. Therefore, the support value for each candidate itemset    is 

calculated by using the cardinality of the set of TID that is associated 

with each itemset, instead of scanning database in step 1. 

 
Figure 2.12 Vertical data format. 

  

An efficient vertical data format was employed in (Thabtah et al., 2005), in order to 

extract CARs using a single database scanning, instead of applying level-wise (multi-

scan). It was proven that the vertical data format is a more efficient method than the 

 

 
Step1  Step2  Step3 

Database  Vertical TID set of Candidate itemset  1  Vertical TID set of Large itemset  1 

TID Items  A B C D E  B C D E 

1 CDE  2 3 1 1 1  3 1 1 1 

2 ACE   5 2 3 2  5 2 3 2 

3 BDE    4 4 3   4 4 3 

4 CD      5     5 

5 BE 

 

 

 

 

 

Step4  Step5 

Vertical TID set of Candidate itemset  2  Vertical TID set of Large itemset  2 
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 3 3 1 1 1  3 1 1 1 
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horizontal data format. The use of the vertical data format method has saved and 

reduced a large number of I/O operations (Dunkel and Soparkar, 1999, Zaki and Gouda, 

2003). However, with a very large cardinality size of a TID-list, this may lead to a large 

intersection time (Zaki and Gouda, 2003, Thabtah et al., 2005). 

The vertical data format based on TID intersection method used in association 

rule mining and AC approaches needs to be adapted to treat fuzzy data. 

In Chapter 4, the existing vertical data format method for database scanning 

(Zaki, 2000, Zaki and Gouda, 2003, Thabtah et al., 2005, Zaki et al., 1997) is adapted in 

order to improve search method efficiency in generating frequent itemsets (frequent 

termsets) from fuzzy data. The adaptation method is entitled Enhanced Fuzzy Data 

Representation (EFDR) which is presented and explained further in Section 4.4. 

The proposed FACRM prediction model in Chapter 4 utilized EFDR. The EFDR 

is performed by scanning a fuzzy data one time, and then generating frequent termsets 

from a previous iteration. A detailed explanation of the EFDR is described in Section 

4.4. 

2.11 Artificial Neural Network 

Artificial Neural Network (ANN) is the most common techniques widely used in 

many different domains such as classification like pattern recognition and other problem 

domains (Wong et al., 1997). ANN acts as a biological neural system which can be 

considered as a human brain in reasoning. It consists of an input layer, hidden layer, 

output layer, neurons and weights. The neurons are associated with each other via links, 

and each link is assigned by a numerical weight. Figure 2.13 shows the structure of 

Multi-Layer Perception (MLP) ANN. 
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Figure 2.13 The structure of Multi-Layer Perception (MLP) ANN. 

 

Basically, learning in ANN can be accomplished by feeding the data via the input layer, 

which is then passed to the next layers, hidden and output through the interconnected 

neurons and activation functions to find solution results for a particular problem. 

Knowledge is embedded in ANNs based on representing an activation and adjustment 

weight between neurons (ÖzbakIr et al., 2010). 

ANN is one of the most applied models due to its feature in nonlinear processing. The 

effectiveness of ANN refers to applying a nonlinear function in the hidden layer. 

However, the architecture of ANN is hard to interpret (Duan et al., 2009), and an 

experience is required for setting the appropriate neural network model (Abu-Nimeh et 

al., 2007). Also, it is required to fit an appropriate structure model for each domain 

(Shin et al., 2005). 

The back-propagation neural network is an algorithm commonly used for its 

characteristics in minimizing the error function. Multilayer Perceptrons (Simon, 1999) 

are supervised feed-forward networks, which are trained by using the back propagation 

learning algorithm. Based on training input and output data, the Multilayer Perceptrons 

model learn how to transform the input data into a particular output. This is frequently 

used for prediction and classification problems. 

There are three main parameters that affect the accuracy of ANN model: (i) 

number of hidden layers, (ii) number of neurons in each hidden layer and (iii) type of 

activation functions. Therefore, it is necessary to identify these parameters before 

constructing the model (network). 
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This thesis uses ANN model as a comparative technique. The used ANN model 

is based on a simple Multilayer Perceptrons with a back propagation learning algorithm 

as implemented in MATLAB 7.6. This has the advantage in reducing user interactions 

in building ANN model (configuring or setting ANN). ANN is used in Chapter 4 for 

comparisons using one hidden layer. The number of input neurons and hidden neurons 

are equal to the number of data attributes. The commonly used activation function for 

the hidden neurons is tan-sigmoid and the output neurons is linear. 

2.12 Support Vector Machine 

The Support Vector Machine (SVM) was introduced by Vapnik and others in 

1995. SVM is a popular nonlinear data mining technique, used in classification and 

prediction problems (Sapankevych and Sankar, 2009). The classification in SVM is 

applied by splitting hyperplane between classes with maximizing the margin between 

the classes‘ objects as shown in Figure 2.14 (Abu-Nimeh et al., 2007). 

 
Figure 2.14The classification in SVM. 

 

In spite of the fact that both ANN and SVM are widely applied models and also 

considered as accurate classification and prediction techniques, they are categorized as 

non-rule-based techniques (Özbakir et al., 2009). Thus, they are structured as a black-

box which is not able to generate high-level rules that can be used to support a human 

expert in order to understand a problem domain. 
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In this thesis, the SVM technique with a Radial Basis Function (RBF) kernel is 

used based on the available platform of LIBSVM (LIBrary for Support Vector 

Machines) software (Chang and Lin, 2011). 

2.13 Stepwise Regression 

Stepwise Regression (SR) is one of the commonly used prediction models, its 

construction is based on an adoption to find a relationship between different 

independent attributes (input attributes) and a dependent attribute (output attribute). SR 

uses historical data in order to assess a relationship between a subset of significant 

independent attributes and a dependent attribute and then build a prediction model. The 

independent attributes are added to the model until no significant improvement can be 

made with the dependent attribute. 

In SR the initial model is constructed and then the independent attributes are iteratively 

(systematically) inserted and deleted according to the statistical significance F-test, in 

order to find a set of independent attributes that have a highest correlation with the 

dependent attribute. SR aims to select a subset of feature (a subset of input attribute) 

that maximize the F value. The principle used in SR is to add a variable (attribute), then 

it is checked for an increasing F value, if the F value decreases, then the attribute is 

removed from the model (Mendes et al., 2003). 

SR has been considered a desirable model, which is used widely as a benchmark 

prediction models in many studies (Shepperd and Kadoda, 2001, Mendes et al., 2003, 

Mendes et al., 2007, Azzeh et al., 2011). 

2.14 Classification and Regression Trees 

Classification and Regression Trees (CART) (Breiman, 1984) is a model that 

builds a decision tree   in order to predict a dependent (output attribute)   of 

independent attributes   (Put et al., 2003). CART can be used either for regression if the 
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output is continuous values or for classification if the output is categorical values. It 

seems that CART is an effective and flexible model in the sense of constructing a 

nonlinear relationship between the dependent and independent attributes. However, it 

suffers from data overfitting and generates a large tree which is hard to explain and deal 

with (Abu-Nimeh et al., 2007). 

2.15 Feature Selection Methods 

Feature selection (also identified as attribute selection, variable selection, 

variable subset selection or feature reduction) is a method frequently used in data 

mining. The purpose of feature selection is to choose new data attributes (feature subset) 

among the original data, which is an essential part of the pre-processing stage to reduce 

high dimensionality data (Tan et al., 2006). 

Recently, extensive research and investigation has been conducted by 

researchers in the fields of knowledge discovery and data mining towards improvement 

of their classification and prediction models in terms of accuracy and performance (Liu 

and Yu, 2005, Peng et al., 2010, Arauzo-Azofra et al., 2011). The investigations include 

real-life applications with large and high dimensional databases. Feature selection 

method is employed to reduce high dimensional data that offers the selection of useful 

features (feature subset) that are highly predictive regardless of a specific learning 

algorithm (data mining technique). This kind of feature selection method is called a 

filter approach. As a result, the learning algorithm can be operated almost better in 

terms of efficiency and accuracy (Hall, 2000). 

The advantages of feature subset selection are (Ding and Peng, 2005): 

 Decreasing the predictive computation (improve efficiency) by 

employing the reduction of data dimension. 
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 Improving the predictive accuracy by using noise reduction. Noise 

features are the redundant features that cause increases in prediction error 

(Manning et al., 2008 , Kumar et al., 2005). 

 Producing compact results by selection of representative features that are 

able to identify a target feature (Hall, 2000). Selection of a small number 

of features contributes easily to the identification of their relationship 

with the target feature. 

2.16 Evaluation Criteria 

A description of the statistical gauges that are used as evaluation criteria to 

assess the performance of the proposed model is given in this section. The most 

frequently used benchmark evaluation criteria in different prediction domains are 

employed in the next chapters for a comparison of the proposed model with other 

prediction models. The gauges are given by equations 2-8 to 2-15 (Polydoras et al., 

1998, Grivas and Chaloulakou, 2006, Sousa et al., 2007, Wang et al., 2008, Duan et al., 

2009, Wu and Lo, 2010, Azzeh et al., 2010), respectively: 

 Mean Absolute Percentage Error (MAPE) 
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 Median Absolute Percentage Error (MdAPE) 
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 Mean Absolute Error (MAE) 

    
 

 
             

 

   

 

(2-10) 

 Mean Squared Error (MSE) 
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 Root Mean Squared Error (RMSE) 

      
 

 
            

 

   

 

(2-12) 

 Normalized Mean Absolute Error (NMAE) (Han et al., 2003) 
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 Normalized Root Mean Squared Error (NRMSE) (Han et al., 2003) 

      
  

 
            

   

 
 

    
 
   

      

(2-14) 

 Pearson Product-Moment Correlation Coefficient   (Pearson  ) (Quek et 

al., 2006) 
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where,   : the predicted output value,   : the real output value,  : Total number of the 

comparison records,        : The mean of real output,       : The mean of predicted output, 

      :                . 

The above evaluation measures have been used widely to assess prediction models. The 

Pearson   is used to measure the relationship between two variables (the predicted and 

real output value). The value of Pearson   has a range from -1 to +1; when   equals 0, 

the predicted and real output values are uncorrelated; when   equals 1, the predicted and 

real output values are approximately the same, and when   equals -1, the predicted and 

real output values are approximately the same with opposite direction. In view of the 

fact that the MAPE is sensitive to some extreme error values, MdAPE is applied which 

is less affected by the outliers‘ error values than the MAPE. 

MAE measures the arithmetic average value (magnitude) of all prediction errors, i.e. 

summing the absolute error values (absolute values of the difference between real and 

predicted values). MAE is considered as the most natural measure of the average error. 

The calculation of RMSE is illustrated in three steps. Firstly, the squared error values 

(the squared difference between the real and predicted values) is found. Secondly, the 

total square error (the summation of the squared error values) is divided by the number 

of error values, which produces MSE. Finally, the square root of MSE is calculated to 

find RMSE. In RMSE, each error affects the total error values in proportion to its 

squared errors. Large error values have a relatively high effect on the total square error 

compared to the effect of the smaller error values. It should be noted that, RMSE is 

always greater or equal to MAE. RMSE detects the error values variations in sampling 

errors (error values). The higher the RMSE, the larger the variations and vice versa. If 

RMSE is closer to MAE, that means the model is consistent (Willmott and Matsuura, 

2005, Witten and Frank, 2005). 
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Since all absolute percentage error values for all models are not normally 

distributed, as examined by one-sample Kolmogorov-Smirnov (K-S) test, thus a 

nonparametric test, in particular the Wilcoxon rank sum test, is used to examine the 

statistical significance between the proposed FACRM model and other prediction 

models in Chapter 4. 

2.17 Summary and Conclusions 

In this chapter a general overview and discussion of the main related themes 

were reviewed. A brief introduction and background of the most important topics 

concerning knowledge discovery and data mining, data mining tasks, association rules 

mining and fuzzy logic were highlighted. A range of the existing works in the field of 

fuzzy association rules was presented where the fuzzy inference system and the 

similarity that applied in the association rules were demonstrated. Associative 

classification approaches, vertical data representation, Artificial Neural Network 

(ANN), Support Vector Machine (SVM), Stepwise Regression (SR), Classification and 

Regression Tree (CART) and feature selection method were reviewed and the 

evaluation measures that will be used in the experiments to evaluate and validate the 

proposed models in Chapters 3, 4, and 5 were identified and described. 

In summary the main research issues discussed in the literature which have been 

motivation factors for the research reported in this thesis are: 

 The extraction of association rules from a quantitative data. 

 The limitations of using single minsupp. 

 The lack of focus on a post processing method and a diverse knowledge 

(representative rules). 

 The limitations of the current AC approaches in generating dominating 

rules (significant rules). 
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 The necessity for a reliable prediction model that is applicable to 

different data sets of different application domains. 

 The effect of using high data dimension (all data attributes (features)) on 

a prediction model. 

In this thesis, the main focus is to explore the research issues highlighted above by 

investigating approaches and proposing a prediction model for building a knowledge 

base with useful knowledge to provide an effective and reliable prediction. Furthermore, 

the idea behind proposing a feature selection method is to improve the performance of 

the prediction model. 

In summary, the research issues that are addressed through this research in order 

to build a reliable prediction model are as follows: (i) the problem of extracting 

association rules from quantitative attributes, which is tackled by applying fuzzy 

clustering techniques to transform quantitative data into fuzzy ones, (ii) the use of single 

minsupp for whole database that causes the rare item problem, which is attempted by 

employing of multiple support thresholds approach and diversification method, (iii) the 

current Associative Classification (AC) approaches suffer from the following 

limitations: generating high number of rules, using single minsupp, using an objective 

measure (minconf), applying level-wise like Apriori fashion, generating non-dominating 

(insignificant) rules and the process of rules extraction. These limitations are undertaken 

by employing the recently improved multiple support approach, adapting vertical data 

format scan and applying diversification method, (iv) high dimensional data is the one 

of the most important issues that affects on a prediction model error and performance. 

This issue is addressed by developing a feature selection method entitled Weighting 

Feature Selection (WFS). 
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CHAPTER THREE 

3 PREDICTION MODELS BASED ON FUZZY 

ASSOCIATION RULES MINING 

3.1 Chapter Overview 

This chapter aims to provide an insight into two Knowledge Discovery (KD) 

models, which are developed to extract knowledge that can be applied to predict a 

future value. The first model integrates Fuzzy C-Means (FCM) and Apriori approach 

and is applied for road traffic performance prediction. The FCM is used to define the 

membership functions of fuzzy sets and Apriori approach is employed to identify the 

Fuzzy Associations Rules (FARs). The proposed model extracts knowledge from a 

database for a Fuzzy Inference System (FIS). The knowledge extraction process and the 

model performance are demonstrated through two case studies of the road traffic data 

set with different sizes. The experimental results show the capability of the proposed 

KD model in FARs based knowledge extraction. The second model proposes an 

approach, called Diverse Fuzzy Rule Base (DFRB), to extract the FARs which are used 

later to build a prediction model for predicting a future value. This approach also aims 

to ensure high quality and diversity of the FARs. This is achieved through four phases. 

Firstly, the integration of FCM and MSapriori approach is employed to extract the 

FARs. The second phase calculates the correlation values for these FARs, and performs 

an efficient orientation for filtering FARs as a post-processing method. In the third 
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phase, the FARs diversity is maintained through the clustering of FARs, based on the 

concept of the sharing function technique used in multi-objectives optimization. Fourth 

phase, these FARs provide the knowledge base to be utilized within the FIS for a 

reliability prediction and evaluation. Reliability refers to the trade-off between 

minimizing prediction error and ensuring rules diversity. Experimental results for two 

case studies have shown that the second model of DFRB approach predicted the future 

values effectively for a wide range of the input data sets, thus, outperforming the first 

model and the model reported in the literature. The results also demonstrate the merits 

and effectiveness of the proposed approach in building a reliable prediction model. 

The rest of this chapter includes: a review of the related work in section two; a 

discussion of the case studies in section three; details of the proposed first prediction 

model in section four; an analysis of the second proposed prediction model in section 

five; and finally extracted conclusions. 

3.2 Introduction and Related Work 

Prediction is a vital and important task in Data Mining (DM). The aim of the 

proposed prediction model is to predict a future value accurately. This can be achieved 

by building a model that generates and evaluates a set of rules for prediction. 

Association rules mining is one of the most important tasks in DM research and is 

increasingly attracting the attention of researchers. Most of the common association 

rules algorithms are based on level-wise, such as Apriori (Agrawal and Srikant, 1994), 

and others use the tree structure namely Frequent Pattern Growth (FP-Growth) (Han et 

al., 2000). 

A fuzzy approach is widely used in intelligent systems, since it is very simple 

and similar to the human way of thinking. Fuzzy Logic is defined as a knowledge 

representation from data using a set of mathematical theories based on membership 
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functions. The fuzzy approach can be used to assist in extracting knowledge from a 

database by transforming quantitative data (crisp data) into fuzzy data. Thus the process 

is achieved through the identification of the membership functions and Fuzzy 

Association Rules (FARs), as well as the application of proper Knowledge Discovery 

(KD) and Data Mining (DM) techniques. As a result, a fuzzy clustering technique is 

applied to handle the problem of a quantitative data. It can effectively convert a 

quantitative data into fuzzy data by finding fuzzy sets (fuzzy terms or linguistic terms). 

Fuzzy association rules mining has been successfully applied to a wide range of 

classification and prediction applications. Huang et al. (Huang et al., 2006) proposed a 

fuzzy data mining approach to discover rules by applying an Apriori approach entitled 

―modification of the fuzzy transaction data-mining algorithm‖ while adapting the 

discovered rules for the training Adaptive Network based on Fuzzy Inference System 

(ANFIS). The approach is applied in the human resources department for predicting 

future employee performance, in either suitable projects or positions. This approach 

(Huang et al., 2006) was tested for a small data set with some noise. The member 

functions of fuzzy set are defined and known in advance. However, it could be adapted 

for a small data set, but it is not feasible in the case of a large data set. Lu et al. (Lu et 

al., 2003a) compared two approaches for one output prediction value, applied in a 

quantitative data set taken from the University of California, Irvine (UCI) machine 

learning Repository called Abalone. In the first method, FCM and Apriori approach 

were used for extracting FARs as well as Genetic Algorithm (GA) which was applied 

for tuning the fuzzy sets. The second method proceeded as the first method, but it used 

variable thresholds in the prediction. The difference in accuracy prediction between the 

two approaches was too small. Zhang and co-authors (Zhang et al., 2005) implemented 

fuzzy mining algorithm to find out the implicit knowledge (rules) from Iris numeric data 

set. They concluded that when a suitable minsupp and minconf are selected, valuable 
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FARs can be obtained. Hong et al. (Hong et al., 2004) also proposed an approach for 

mining FARs, which is based on AprioriTid algorithm to extract FARs from 

quantitative supermarket purchase data. It used the maximum cardinality with the 

highest summation value of the fuzzy set (linguistic term) among the fuzzy sets of each 

data set attribute. Hence the number of fuzzy sets is similar to the original data set 

attributes as far as the latter mining processes are concerned. In this case one fuzzy set 

is not enough to reflect the origin data set attribute. 

Several algorithms are proposed for generating association rules which have 

support and confidence values higher than user-specified thresholds (Kryszkiewicz, 

1998). Similarly, there are several techniques that can be conducted to prune the huge 

number of such association rules and transform them into more representative ones 

(Kryszkiewicz, 1998, Kryszkiewicz, 2009, Kryszkiewicz and Rybinski, 1999). Marzena 

(Kryszkiewicz, 1998) introduced an approach to obtain representative rules from a large 

set of association rules using cover operator, where these rules are based on satisfying 

the minsupp and minconf measures. The use of such measures to generate these rules 

could be affected at the representative rules level. The representative rules includes 

small numbers of rules, which decrease the accuracy when they are evaluated and 

validated. Many techniques were offered by scholars suggesting objective measures to 

evaluate the association rules (Le et al., 2009, Suzuki, 2009). Lenca et al. (Lenca et al., 

2008) proposed an approach for selecting the most interesting rules based on 

improvement of the objective measurements. Their approach used a Multi-Criteria 

Decision Aid (MCDA) method to sustain these rules for a non-expert user in a specific 

domain. 

In this chapter, two prediction models are proposed. The proposed models are 

implemented, tested and verified through a set of experiments and then compared with 

the existing work to demonstrate their merits and capabilities. The first model is based 
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on the integration of Fuzzy C-Means (FCM) and Apriori approach for extracting FARs, 

and applied in road traffic domain for the prediction of a future value. The aim of the 

first model is to build a first stage of the proposed Knowledge Discovery (KD) model 

for prediction, by employing the well-known and popular Apriori approach. The first 

stage is considered an initial prediction model (prototype model), therefore, the 

importance of association rules mining is depicted and the limitations of the existing 

approach are identified practically. The second model is based on the proposed 

approach called Diverse Fuzzy Rule Base (DFRB), which aims to extract a robust (best) 

and diverse fuzzy rule base that enables the prediction of future values effectively. 

These fuzzy rules base are generated from FARs, and should be sustained and proved. 

The proposed approach facilitates the trade-off between a prediction error and the 

diversity within FARs. The second model basically enhances the first model to capture 

the rare termsets related rules, and is applied to the same road traffic domain for 

prediction of the future value and other benchmark data set called Abalone. 

3.3 Case Studies 

Before presenting the two prediction models, this section describes the details of 

the case studies used to demonstrate the capability and perform a comparative study of 

the proposed models. 

3.3.1 Road Traffic Case Studies 

Two data sets related to the road traffic problem have been employed for the 

model performance analysis in Section 3.4. Traffic state prediction (including traffic 

flow (traffic density) and traffic demand) has long been regarded as a critical concern 

for intelligent road traffic systems. The road traffic data has been generated using a 
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traffic simulation model, (called the METANET macroscopic flow model) (Messmer, 

2007). Each record consists of: 

 Traffic state, which is represented by: traffic demands in road 1 (the 

numbers of vehicles that need to use the road 1), traffic demands in road 

2, traffic density in road 1 (the number of vehicles that are using road 1 

per km), and traffic density in road 2. Figure 3.1 shows information 

about the input of road traffic data set. 

 Predicted Average Travel Time (ATT) (ATT is the total average time 

required for a vehicle to cross the traffic network). 

 
Figure 3.1 Information of the input road traffic data set. 

 

a) Small data set size 

This data set of 100 records contains the following fields (Demand 1, Demand 2, 

Density 1, and Density 2 as input, and ATT as output) as shown in Figure 3.1 and Table 

3-1, and the statistical information regarding this data set is shown in Table 3-2. Figure 

3.2 and Figure 3.3 show the analysis of the data set, to clarify the distribution and 

consistency. The data set is divided into 75 records for training and 25 records for 

testing. 

The boxplot (box-and-whisker diagram) provides a suitable method of graphically 

describing groups of numerical data, and is used for detecting any outlier (noisy) data. 

From these two figures the data set was found to be consistent and without any outlier 
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data. Also all fields were distributed in different ranges of value for this reason the data 

fields (attributes) are divided into two figures, but our aim is to find out if there are any 

outlier cases for each field separately. 

Table 3-1 Part of the road traffic data set. 
Case No. Demand 1 Demand 2 Density 1 Density 2 ATT 

1 6030 316 5 87 629.7 

2 1147 1638 62 50 414.4 

3 1277 797 10 14 233.5 

4 4061 1198 38 75 581.2 

5 2382 487 30 86 530 

6 2416 2306 88 99 723.1 

7 899 552 60 28 331.1 

8 687 1669 81 61 509.4 

9 739 3049 60 58 494 

10 3504 431 32 72 502.2 

: : : : : : 

 

Table 3-2 Statistical information of the road traffic data set. 

 Demand 1 Demand 2 Density 1 Density 2 ATT 

minimum 185 123 1.000 1.000 222.800 

maximum 6986 3498 99.000 99.000 729.800 

mean 3670.110 1640.450 48.850 50.320 515.715 

Standard deviation 2060.326 919.690 28.919 27.376 109.980 

Correlation 0.438 0.257 0.398 0.527 1.000 

 

 

 

 

 
Figure 3.2 Analysis of the road traffic 

data set for Demand 1 and Demand 2. 

Figure 3.3 Analysis of the road traffic data 

set for Density 1, Density 2, and ATT. 

 

b) Large data set 

The second road traffic data set used has a large size of 1,000 records with the 

following fields (Demand 1, Demand 2, Density 1, and Density 2 as input, and ATT as 

output). The data set is divided into 750 records for training and 250 records for testing. 
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The boxplot in this data set was used to ensure its consistency as done in the previous 

case. 

3.3.2 Abalone Benchmark Data 

The Abalone data taken from University of California, Irvine (UCI) of machine 

learning repository (Frank and Asuncion, 2010) was employed to conduct a comparative 

study of the proposed model in Section 3.5 with other model reported in the literature. 

Each record in the data set consists of: 

 Abalone body description, which is represented by: Sex (M, F, and I 

(Infant)), Length (Longest shell measurement), Diameter (perpendicular 

to length), Height (with meat in shell), Whole weight (whole Abalone), 

Shucked weight (weight of meat), Viscera weight (gut weight (after 

bleeding)), and Shell Weight (after being dried). 

 Abalone rings, which is used to predict the Abalone age. 

Abalone data set is divided into 3,133 records for training and 1,044 records for testing. 

Note that the Abalone data set is used only to validate the second model. The first 

model has already been validated in the literature using this data set (Lu et al., 2003a). 

3.4 The Proposed First Prediction Model  

3.4.1 The Model Description 

The first proposed KD model extracts fuzzy rules for building a KB from 

database, and is based on the work of Huang et al. (Huang et al., 2006), and Lu et al. 

(Lu et al., 2003a). The KD model utilizes the following two methods: 

 FCM is used as an automatic system to transform the quantitative data 

set into fuzzy sets (terms). 



Prediction Models based on Fuzzy Association Rules Mining 

  67 

 Apriori approach is used for extracting fuzzy termsets (frequent itemsets) 

from fuzzy data set based on interesting measures (minsupp and 

minconf). Throughout the rest of the thesis, the term itemsets 

corresponds to its termsets. 

Figure 3.4 shows the model steps: (i) getting the data set from the database, which is 

analyzed for consistency and any noisy data set will be removed, (ii) transforming the 

quantitative data set into fuzzy sets using FCM, (iii) applying the Apriori approach to 

extract FARs, and then saving these rules in Knowledge Base (KB), (iv) using Fuzzy 

Inference System (FIS) to command the KB for a prediction and (v) testing the 

feasibility of the KD model in the road traffic case studies. 

 
Figure 3.4 The proposed first KD model steps. 

 

The following definition (notation) is used in KD model: 

 Field: Attribute (item or column) of the crisp input data. 

 Record (Case): Row with all fields. 

 Term: Fuzzy set class (fuzzy term). 

    : Value of the crisp input data. 

       : Fuzzy set value. 

      : Summation of each fuzzy term for all records. 

 Termset: A set of terms contains one term or more. 

   : Contains candidate termsets,     ,   = maximum number of the 

fields. 

Knowledge Base 

Fuzzy C-Means 

Apriori Approach 

Fuzzy Inference System 
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   : Contains large termsets,     ,   = maximum number of the fields. 

 minsupp: Minimum support threshold value (observing that minsupp =1.875 

for the small data size, and minsupp =4 for the large data size). 

 minconf: Minimum confidence threshold value (observing that minconf =0.9 

for the small data size, and minconf =0.8 for the large data size. These value 

are selected based on many experiments run to find out the appropriate ones 

that able us to extract useful rules. Thus the error is minimized). 

The proposed KD model as shown in Figure 3.5 works as follow: 

1. FCM is used to cluster the data into terms and then to determine the centre 

of each fuzzy set. In addition, the maximum and minimum values for each 

field of input data set are found out. 

2. Data set is converted into a fuzzy data set, using one of the standard 

membership functions (the triangular and trapezoid membership functions 

(Hong et al., 2004)). 

3. Support value is calculated for each term by summing the fuzzy values in 

each term for all records using Equation 3-1, then this summation value is 

stored in the candidate termset   . 

             

 

   

 

  (3-1) 

4. Terms are moved to   , which are greater than or equal to minsupp. 

5. Terms are joined up and combined, as (   join   ) = 

                                         , where     : the first fuzzy 

term,     : the second fuzzy term and     : the last fuzzy term, where 

           ,              …            (i.e, the terms for 

each termset do not belong to the same field). Once every termset is 
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stored in the candidate termset   , the support value for each termset will 

be calculated using a minimum operator for the fuzzy values between the 

terms in the termset. In addition, the result of the minimum values in that 

termset is summed for all records. Finally, the results' summations will be 

stored in the candidate termset   . 

 
Figure 3.5 The proposed first KD model. 

 

6. Termsets greater than minsupp are moved to   . 

Begin  

FCM; {clustering data set} 

Find the fuzzy sets of the quantitative data set, based on FCM. 

Calculate the summation of the membership value for each fuzzy term with all records using 

Equation 3-1. 

IF              Then 

Insert the fuzzy term into   ,   ={frequent termsets} 

For (  = 2;       ;  ++) do 

   = generate candidate from     (join     called ( ) with      called ( )); 

{ 

Insert into    

Select termset;                                    

From  ,   

Where                                                          

} 

For each termset      do 

Check the all sub-termsets of all termsets in    , and it should be a frequent termsets 

in      

For each       subset   of   do 

IF       Then  

Delete   from    

EndIF 

EndFor 

EndFor 

For each terrmset candidate in    do 

Calculate the support value using Equation 3-1. 

IF              Then 

Insert the fuzzy termset into   ,   ={frequent termsets} 

EndFor 

EndFor 

Select the frequent temsets including the target attribute (output attribute). 

Form the frequent termsets (rules) that exist in    to    under the form ―IF-Then‖. 

For each rule 

Calculate the confidence value for each rule using Equation 3-2. 

IF            Then 

Accept the rule.  

EndFor 

Check the rules for contradiction. 

Insert all the accepted rules in KB. 

Infer the existed rules in KB using FIS. 

EndBegin 
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7. Termsets are joined up and combined again as      join     , where 

                                               

         . This combination is based on every sub-termset of the 

candidate termset that exists in    which should be frequent termset in the 

previous large termset of     . Also the terms for each termset in    do 

not belong to the same field. 

8. Termsets are stored in the candidate termset   , then support value is 

calculated for each candidate termset. 

9. Termsets and their support values in    greater than or equal to minsupp 

are moved to   . 

10. Termsets are joined up and combined, until    is empty. 

11. Termsets are pruned by selection of the termsets including the target 

attribute. As a consequence, termsets are formed as IF-Then form, then 

the Confidence Value      is calculated based on Equation 3-2. The rules 

with    ) greater than or equal to minconf are accepted. The contradiction 

rules are removed. 

   
              

           
 

(3-2) 

The extracted rules are stored in KB, which will be used later in the FIS. 

3.4.2 Experimental Results and Analysis 

For analysis and validation purposes, the methodology discussed in the previous 

section is applied in road traffic control management. Two case studies with different 

data set sizes of road traffic are considered for predicting the Average Total Time 

(ATT) of the traffic. 
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3.4.2.1 Example: How the Proposed First KD Model Works 

This example illustrates the steps of the KD model that is applied in the small 

and large size of road traffic data set in order to test the feasibility. These include: 

1. Table 3-3 shows the minimum, maximum and centre values of the crisp input 

data. This helps to determine the fuzzy sets by using these values to find the 

parameters of the membership functions employing FCM. 

Table 3-3 Centers of the data set with minimum and maximum values for each field. 
 Demand 1 Demand 2 Density 1 Density 2 ATT 

Minimum 185 123 1 1 223 

Maximum 6986 3498 99 99 729 

Centre 1 990 426 10 8 276 

Centre 2 2960 1449 37 39 411 

Centre 3 5143 2191 60 65 547 

Centre 4 6291 3041 86 89 675 

 

2.  Figure 3.6 represents each field and its membership functions (Note: all fields 

have four fuzzy classes including: Very Low (VL), Low (L), Medium (M) and 

High (H). For abbreviation, each fuzzy class (fuzzy set) is mapped into numbers, 

for example, Demand1.VL→1, Demand1.L→2...ATT.H→20). The aim of 

Figure 3.6 is to illustrate the fuzzy sets of each field for the road traffic of the 

small size after using FCM. Table 3-4 shows the part of the fuzzy data set, which 

shows that each value     in the original data set belongs to two terms        

with different membership values. 
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a. Fuzzy sets of Demand 1. 

 
b. Fuzzy sets of Demand 2. 

 
c. Fuzzy sets of Density 1. 

 
d. Fuzzy sets of Density 2. 

 
e. Fuzzy sets of Average Total Time. 

Figure 3.6 The membership functions for each field used in this case study. (a) the fuzzy 

sets of Demand 1. (b) the fuzzy sets of Demand 2. (c) the fuzzy sets of Density 1. (d) the 

fuzzy sets of Denisty 2. (e) the fuzzy sets Average Total Time. 

 
Table 3-4 Part of fuzzy data set for the road traffic. 

Demand1 Demand2 Density1 : 

VL 

(1) 

L 

(2) 

M 

(3) 

H 

(4) 

VL 

(5) 

L 

(6) 

M 

(7) 

H 

(8) 

VL 

(9) 

L 

(10) 

M 

(11) 

H 

(12) 
: 

0 0 0.23 0.77 1 0 0 0 1 0 0 0 : 

0.92 0.08 0 0 0 0.75 0.25 0 0 0 0.96 0.04 : 

0.85 0.15 0 0 0.64 0.36 0 0 1 0 0 0 : 

0 0.50 0.50 0 0.25 0.75 0 0 0 0.96 0.04 0 : 

0.29 0.71 0 0 0.94 0.06 0 0 0.26 0.74 0 0 : 

: : : : : : : : : : : : : 

 

3. Table 3-5 shows part of the candidate termset of    after the calculation of 

support value for each term. For instance, the summation value for the term (VL) 

in (Demand 1) in the small size of road traffic data set is equal to (26.6). 
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4. Table 3-6 shows part of the large termset of    that contains the terms whose 

support values are greater than or equal to minsupp. 

Table 3-5 Part of   . 
 

Term Support 

{1} 26.6 

{2} 27.2 

{3} 24 

: : 

Table 3-6 Part of   . 
 
 

Termet 

{1} 

{2} 

{3} 

: 

5. Table 3-7 shows part of the support value calculation, whereas Table 3-8 shows 

part of the candidate termsets of   . 

Table 3-7 Support value calculation. 
 

 

 

 

 

 

 

6. Table 3-9 shows the large termset of   , with support value ≥ minsupp. 

Table 3-8 part of   .  Table 3-9 part of   . 
Termset Support  Termset 

{1,5} 11.08  {1,5} 

{2,7} 10.46  {2,7} 

{2,10} 28.43  {2,10} 

{2,17} 22.08  {2,17} 

{7,10} 4.79  {7,10} 

{7,13} 3.9  {12,14} 

{12,14} 10.58  {12,24} 

{12,24} 10.13   

 

7. Each sub-termset of the candidate termset exists in    and should be considered 

as frequent termset in the previous large termset of     . For example, these 

sub-termset={{2,7},{2,10},{7,10}} of the termset ={2,7,10} of    in Table 3-10 

should have existed in the previous large termset of    in Table 3-9. 

8. Table 3-10 shows part of the candidate termsets that are stored in   , and then 

the support value is calculated and stored in   , as shown in Table 3-10. 

9. Table 3-11 shows part of the large termset of   . 

10. Combine termsets, until    is empty. 

 

1 5 Support 

0 1 0 

0.93 0 0 

0.85 0.64 0.64 

: : : 
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Table 3-10 Part of   . Table 3-11 Part of   . 
Termset Support  Termset 

{2,7,10} 4  {2,7,17} 

{2,7,17} 7.51  {12,14,24} 

{12,14,24} 7.32   

 

11. Select the frequent termsets in    to    that includes the target attribute (i.e. 

ATT). Alongside, form the selected termsets
 
under ―IF-Then‖ forms (for 

example, form the frequent termset of {2, 17} as IF 2 Then 17), then    is 

calculated based on the Equation 3-2, and it accepts the rules that are greater 

than or equal to minconf as it is shown in Table 3-12. Then, the contradicting 

rules are removed, based on the   . If    of the rules are the same, then the 

support value is used. For example, if two rules are found as follows: 

IF Demand 1=High and Density 1=Medium Then ATT=Medium,        , 

IF Demand 1=High and Density 1=Medium Then ATT=High,        . 

The first rule is selected because it has a higher    than the    of the second 

one. 

Table 3-12 Part of   calculating. 

Frequent termset (IF-Then) form                              

{2,17} IF 2 Then 17 26.61 22.08  0.83 

{12,14,24} IF 12, 14 Then 24 10.58 7.32 0.69 

3.4.2.2 Results Analysis 

Figure 3.7 shows a graph of the real ATT (output) values and the predicted ATT 

(output) of the proposed first KD model for the testing data of the small data set. The 

MAPE has been calculated using Equation 2-8, which is equal to 9.11 % at minsupp and 

minconf equal to 1.875 and 0.9 respectively. The graph shows that the difference 

between the two plotted lines is relatively small, because a consistent training data 

(without noisy data), and FCM are used and the appropriate minsupp and minconf are 

selected. 
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Figure 3.7 The difference between real and predicted ATT. 

 

Figure 3.8 depicts the sensitivity analysis of minsupp and minconf values on the 

MAPE for the small data set. The graph of minconf 0.9 at minsupp 1.875 shows the 

minimum MAPE value of 9.11%, and it contains rules that cover most cases. minconf 

less than 0.9 will increase the MAPE, this is explained by producing a large number of 

rules (the decrease in minconf implies an increase in the deviated rules, and causes noise 

for the FIS). It is noted that minconf greater than 0.9 will also lead to an increase in the 

MAPE. Again this is explained by producing a small number of rules, which does not 

give robust results for the FIS (the increase in minconf implies a decrease in the number 

of relevant rules). The graph of minconf 1 is more affected by minsupp than the others, 

in other words, minsupp has a large influence on high minconf values. The graph in 

Figure 3.8 demonstrates that the prediction error is sensitive to minsupp and minconf 

values. The selection of an appropriate number of rules for accurate prediction depends 

on the selection of the minsupp and minconf values. 
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Figure 3.8 The MAPE over different minsupp and minconf. 

 

Figure 3.9 shows that the graph of minsupp equal to 1.875 at minconf value 0.9 

gives the minimum MAPE, because it contains rules that cover most cases. Also, the 

figure shows that using minsupp less than 1.875 will increase the MAPE, which is 

explained by producing a large number of rules (decreased minconf leads to an increase 

in the number of rules, and makes it noisy for the FIS). On the other hand, the figure 

shows that using minsupp greater than 1.875 will increases the MAPE, this is explained 

by producing a small number of rules, which does not give robust results for the FIS 

(the increase in minconf leads to a decrease in the number of rules (does not cover most 

cases)). 

 

Figure 3.9 The MAPE over different minconf and minsupp. 
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Figure 3.10 shows the similar sensitivity analysis results for the large data set. 

The graph of minconf 0.8 at minsupp 4 gives the minimum MAPE of 8.5 %. The MAPE 

value of the large data set size is less than the value of the small data size. This can be 

explained by the use of a consistent and cooperative large training data set. The graph 

shows that using minconf less than 0.8 will increase the MAPE. This is explained by 

producing a large number of rules, some of which are irrelevant. The minconf greater 

than 0.8 increases the MAPE. Again this is explained by producing a small number of 

rules, which does not give robust results for the FIS. 

 
Figure 3.10 The MAPE over different minsupp and minconf. 

 

Figure 3.11 shows all graphs of the minconf over the minsupp of both small and 

large data sets, the values of 0.375-3.375 represent the minsupp of the small size data 

set, whereas the values of 1-13 represent the minsupp of the large size data set. Figure 

3.11 indicates that using a large data set in the training process will reduce the MAPE. It 

is worth noting that an increase in the training data size implies a decrease in the error, 

since it produces rules that cover most of the cases. From Figure 3.11, it can be seen that 

using different data set sizes and types require the usage of different minsupp and 

minconf for producing quality rules to minimize the error. 
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Figure 3.11 The MAPE over different minsupp and minconf of both small and large data 

set. 

 

In order to measure the error and evaluate the prediction validity, the predicted 

values can be compared to the real values. Table 3-13 shows the difference between two 

case studies with different sizes. It is noted that the MAPE values for the road traffic 

data set are smaller than for the large size. Also, other criteria measures as mentioned in 

Section 2.16 are applied in this study for prediction evaluation. 

Table 3-13 Statistical gauges of the prediction evaluation 
Statistical gauges Values of a small data set size Values of a large data set size 

MAPE (%) 9.11% 8.5% 

NRMSE (%) 11% 9% 

NMAE (%) 8% 7% 

Uncorr 0.06 0.04 

 

From Table 3-13 the NMAE is very low and the        value is very close to zero, this 

implies that the quality of the prediction is reasonably strong. 

3.5 The Proposed Second Prediction Model  

3.5.1 The Model Description 

The use of single minsupp for a whole database assumes that all items in the 

database have the same frequency. However, in real applications, the database contains 

some items of a high frequency, while others are of a low frequency. The human expert, 
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based on domain knowledge, can set minsupp for a specific value in order to find the 

frequent itemsets. In that case, if minsupp is set too high it will extract a low number of 

frequent itemsets. Thus, the rare items problem will appear and cause a dilemma (called 

rare item problem). On the other hand, if minsupp is set too low, it will extract a high 

number of frequent itemsets, which causes combinatorial explosions, i.e. all the possible 

associations will be found. Hence, some of the frequent itemsets are uninteresting or 

insignificant (Liu et al., 1999, Kiran and Reddy, 2009). 

The approaches mentioned in Section 3.2 suffer from one or more of the 

following problems: 

 The single minsupp approach is not fair when using a single minsupp for 

the whole data. Single minsupp assumes the same frequency for all items 

in the data. In this manner, the real application data possesses some items 

with a high frequency; while others possess a low frequency. Therefore, 

by using a single minsupp some of the significant association rules could 

be missed. 

 The use of a threshold measure such as minconf to assess the rules is not 

effective. It depends on selecting and tuning to a parameter threshold to 

extract the best rules. 

 Association rules mining techniques produce many association rules that 

will affect the prediction results. 

 Extraction of representative rules may assist in understanding the 

perspective points of the user, but, it is not dependable and coverable in 

case of prediction accuracy. 

 The use of a human expert to identify the fuzzy sets is not an effective 

method. 
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To overcome the dilemma of the rare item problem, Liu et al. (Liu et al., 1999) 

proposed an algorithm called MSapriroi based on multiple minimum support thresholds 

approach using Minimum Item Support (MIS), where the number of generated rules 

depends on the control parameters used. 

It is believed that such an approach (i.e. multiple minimum support thresholds) is 

applied for extracting FARs, then FARs are utilized for a future value prediction. 

Actually, the diversity within the FARs are developed and considered for their 

importance in building a reliable prediction model. The prediction model can therefore 

accept any input data for prediction of a future value. The best FARs (FARs that 

satisfied minimum threshold value), in some cases, do not always lead to good results. 

Therefore, the diverse FARs may offer better results. 

The proposed second prediction model utilises this concept building a Diverse 

Fuzzy Rule Base (DFRB). This model considers the trade-off between prediction error 

and FARs diversity to provide robustness in fuzzy rule base. This approach is based on 

selecting the strong FARs in order to minimize prediction error and the FARs diversity 

to maintain the representative rules. The proposed second prediction model utilizes a 

FCM and adapts a multiple minimum support approach (MSapriori) (Liu et al., 1999) 

for extracting FARs of rare and highly frequent termsets from fuzzy data set. It is worth 

mentioning that the MSapriori algorithm is adapted in order to deal with fuzzy data to 

generate FARs. Figure 3.12 illustrates the proposed second prediction model of DFRB 

approach which consists of four phases: 

First phase: Generating the FARs based on the FCM and MSapriori approach. FCM is 

applied as an automatic system which transforms the quantitative data set into fuzzy sets 

(terms). The MSapriori approach is employed to extract the FARs by setting the control 

parameters, used in MSapriori, suitable values. 
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Figure 3.12 The proposed second prediction model with DFRB approach phases. 

 

Second phase: Calculating the correlation coefficient value for each FAR. Correlation 

values are calculated for each of the FARs using Equations 3-3 and 3-4. The correlation 

measure is used to evaluate the importance and strength of the association rule, which 

has been used in (Pach et al., 2008) in order to filter a large number of association rules. 
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where,                : correlation value of the FAR            , the interval 

of its range is [-1, 1].                : support value of the FAR, whereas the FARs 

are formed from the frequent itemset            .           : support value of the 
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where,           :support value of a frequent itemset       . 

 

The following example explains the calculation of the correlation value. Let 

                   be a FAR and its data set is shown in Table 3-14. 

Table 3-14 Fuzzy data set. 
               

0.3 0.7 

0.9 0.5 

0.8 0.2 

0.7 0.9 

 

                       
                          

                                    
        

 

            
                                               

 
        

 

The FARs with positive correlation values are considered and grouped according to 

their length size   . The FAR length is determined by the number of attributes included. 

For example, 

group1                 

                   
 

group2                                 

                                  
 

The correlation value is normalized for each FAR within the group as follows: 

1. Determine the maximum correlation value          

2. Divide each FAR correlation value by          

For example,              and two FARs in the group  

                    =1 

                =0.66 
 

This normalization is applied to rescale the correlation value for each FAR in each 

group. The reason behind the length size is that the longer the FAR size increases, the 

smaller the correlation value. As a result, this assists in selecting the best FARs from 

each group that satisfies the minimum correlation threshold minCorr. 
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The motivations behind using the correlation measure are: 

 There are some identified difficulties in tuning and setting the minsupp 

and minconf (Pach et al., 2008). 

 The correlation measure is used as a filtration for the generated FARs 

after using MIS minconf. 

 The correlation measure is robust compared with the confidence measure 

of Equation 3-5 (as mentioned in (Khan et al., 2008)). 

                
               

          
 

(3-5) 

Third phase: Finding the diversity of FARs by calculating the distance between the 

FARs. A diversity of FARs is calculated for each of the FARs groups, it can be found 

through clustering FARs within each group as follows: 

1. The FARs are clustered based on their distance using Equations 3-8 and 3-9. 

2. Clustering the FARs based on their distance, hence the number of FARs and 

their similarities can be identified within a cluster and other clusters using 

Equations 3-6 and 3-7; these equations were applied (Deb, 2001) to maintain 

diversity within the sharing function technique in multi-objective optimization. 

                         

 

   

 

(3-6) 

where,       : the value that can find out whether the cluster contains only one FAR 

(       enumerates the number of similar rules (close similar) to a rules  ); if 

the        value equal to 1 or the cluster contains more than one FAR (crowded 

cluster) if the        value greater than 1.                  : the accumulative 

distance between   and all other FARs in the same group, whereas         . 
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(3-7) 

where,  : the threshold value that represents the cluster size (cluster radius), its range is 

in the interval [0.1, 1].           : the distance between two individual FARs   and  , 

whereas         . Measuring the distance between two FARs is the main part at this 

phase using Equations 3-8 and 3-9, these FARs can be clustered based on their 

similarities. The similarity between two FARs can be found as follows: 

    
             

             
 

(3-8) 

where,    : the similarity between two FARs (  and  ), the interval of its range is [0, 

1].       (Rule Attribute Fuzzy Set): the fuzzy set concerning an attribute within the 

    .      : the fuzzy set concerning an attribute within the     . Consequently, the 

distance can be calculated using Equation 3-9. 

                 

(3-9) 

The following example illustrates the calculation of the distance. Assuming that      

and       are two rules as follows: 

                              
                                 

 

Then, the similarity between      and       can be calculated by using Equation 3-8: 

    
    

    
     

The numerator 2 comes from                 similar to                 and 

              similar to             , whereas denominator 4 comes from all 

attributes fuzzy sets                                       . 
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Once the similarity between      and       is calculated, then the distance can be 

found by using Equation 3-9, below: 

                     

 

Fourth phase: Selecting the best FARs with the highest correlation values and the 

diverse FARs, then, storing these FARs in the KB to be used by the FIS for a prediction. 

The approach for extracting robust and diverse fuzzy rule base is summarized in Figure 

3.13: 

 
Figure 3.13 Extraction of robust and diverse fuzzy rule base algorithm. 

 

Figure 3.14 shows an example of the selection of the fuzzy rule base with robustness 

and diversity. 

Input: Fuzzy Association Rules (FARs), minimum Correlation threshold value minCorr,   value, 

number of the Diverse Rules (DR). 

 

Output: Robust and Diverse Fuzzy Rule Base. 

 

Method:  

1. Calculate the correlation value      for each      

2. Divide FAR into a group based on their length size    

3. Sort (rank) FARs automatically in each group    based on their highest correlation value. 

4. Select the best FARs from each group    

For each    

 IF                     

                  

 EndIF 

EndFor 

5. Identify the diverse FARs for each group    

N_      _1=counting the number of      of        (              ). 

              . 

For each    

  IF                       

While (            
    ) 

IF                   

                   

    EndIF 

   EndWhile 

  EndIF 

EndFor 
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Figure 3.14 Selection of the fuzzy rule base with robustness and diversity. 

3.5.2 Experimental Results and Comparative Study 

In order to demonstrate the technical feasibility of the proposed KD model 

(second prediction model of DFRB approach), the model discussed in the previous sub-

section is applied in two data sets. The first data set is applied in a quantitative data set 

called Abalone data set and the second is applied in a quantitative road traffic data set 

(100 records). 

The proposed model has been applied to predict the ATT in road traffic data and the 

Abalone ring that represents the Abalone age in Abalone data. 

Further analysis of the Abalone data to detect an outlier data was undertaken as follows: 

 Calculating mean value and standard deviation for each attribute of the 

data set called         , where   is the data set size. 
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 Constructing two data matrices. First matrix represents a repeated mean 

value in each record called      ; its size equals the data set size. The 

second matrix represents a repeated standard deviation value in each 

record called     ; its size equals the data set size. 

 Finding outlier data by using the following equation: 

                                  

(3-10) 

The Equation 3-10 considers the data value as an outlier data, when the absolute value 

that represents the difference between each attribute value of the data set and its mean 

value is to be 3 times greater than its standard deviation value (3 is an assuming value, 

which is a threshold and can be changed). The role of using standard deviation is to 

evaluate the data set distribution (dispersion) from its mean value. The more distribution 

(spread or outlier) in data, the higher the deviation. The outlier data are kept to ensure 

that the proposed KD model is working in case of noisy data (unbalanced data 

distribution). 

The same analysis that is applied to the Abalone data is also adapted in the road traffic 

data for detecting an outlier data, but the noisy data found in road traffic data is less than 

that which exists in Abalone data. Therefore, these outlier data are kept to ensure the 

proposed KD model is working in case of noisy data (unbalanced data distribution). 

For the purpose of evaluation and validation, prediction quality is assessed using 

one of the statistical measures called Mean Absolute Percentage Error (MAPE), 

highlighted in Equation 2-8. Table 3-15 shows the sensitivity of MAPE adapting 

minCorr over different numbers of FARs and Table 3-16 shows the sensitivity of 

MAPE adapting minCorr over different numbers of FARs and the diverse FARs, where 

      in both tables. This value is selected based on different experiments that have 
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been conducted. The results shown in Table 3-15 and Table 3-16 clearly demonstrate 

that MAPE is not affected when the diverse FARs are added. 

Table 3-15 The sensitivity of MAPE (%) adapting minCorr. 
minCorr Number of FARs MAPE (%) 

0.4 34 22.2% 

0.5 22 9.3% 

0.6 17 8.1% 

0.7 15 10.6% 

0.8 12 14.2% 

0.9 8 23.6% 

 
Table 3-16 The sensitivity of MAPE (%) adapting minCorr and diverse FARs. 

minCorr Number of FARs MAPE (%) 

0.4 34 22.2% 

0.5 23 9.3% 

0.6 18 8.1% 

0.7 17 10.6% 

0.8 14 14.2% 

0.9 10 23.6% 

 

Table 3-17 represents the sensitivity of MAPE adapting   value (cluster size) 

over different numbers of diverse FARs when considering 17 FARs. It can be easily 

noted that when the value of   is less than 0.3 or greater than 0.6, it does not affect 

MAPE, however, when it is between 0.3 and 0.6, MAPE changes slightly. In addition, 

when the value of   is between 0.3 and 0.6 then several numbers of diverse FARs are 

generated which slightly affect the MAPE of the testing data. However, when the 

selection of   is less than 0.3, each cluster may include one FAR; and when the value of 

  is greater than 0.6, the cluster may include all FARs. 

Table 3-17 The sensitivity of MAPE (%) and σ value of minCorr= 0.6 with diverse FARs. 
  vlaue Number of diverse FARs MAPE (%) 

0.1 - 8.1% 

0.2 - 8.1% 

0.3 1 8.1% 

0.4 3 8.1% 

0.5 4 9.9% 

0.6 2 9.9% 

0.7 - 8.1% 

0.8 - 8.1% 

0.9 - 8.1% 

1 - 8.1% 
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The aim of the inclusion of diverse (representative) rules is to cover low frequency data. 

In addition, the experimental results intend to ensure that diverse rules do not 

significantly increase (effect) the prediction error. It is observed from Table 3-15, Table 

3-16 and Table 3-17 that, the inclusion of a suitable number of diverse rules does not 

have a significant effect on the prediction error. Therefore, the diversification method is 

integrated with the proposed hybrid prediction FACRM model in the next chapter (more 

detail in Chapter 4). 

Figure 3.15 shows the sensitivity of the MAPE and minCorr for the brute-force 

approach (the diversity is employed in all FARs together of different    (length size of 

FAR)). The graph shows that when minCorr is 0.49, the minimum MAPE is 11.2%, and 

it contains rules that cover most cases. It is noted that as minCorr decreases from 0.49, 

the MAPE increases. This is explained by producing a large number of rules (decrease 

in minCorr is accompanied by an increase in the uninteresting FARs to cause noise for 

the FIS). Moreover, it is observed that when the correlation value increases beyond 

0.49, the MAPE also increases. Again this is explained by producing a small number of 

FARs, which do not give robust results for the FIS (the increase in minCorr implies a 

decrease in the number of relevant rules). 

 
Figure 3.15 The sensitivity of MAPE and minCorr. 
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Table 3-18 depicts the sensitivity of MAPE over different numbers of FARs and 

diverse FARs, where       and minCorr = 0.49, which illustrates the brute-force 

approach. This approach produces a good result, its MAPE is acceptable compared with 

the employed diversity in FARs with different individual    (length size of FAR), as 

shown in Table 3-18. The diversity is applied in FARs with different   , they produce 

8.1% MAPE and generate a slightly high number of FARs when compared with the 

brute-force approach, which produces 11.2% MAPE and less numbers of FARs. 

Table 3-18 The sensitivity of MAPE (%) over different numbers of FARs and diverse 

FARs. 
Number of FARs Number of diverse FARs MAPE (%) 

11 0 11.2% 

11 1 11.2% 

11 2 11.2% 

11 3 18.3% 

 

Other measures as mentioned in Section 2.16 are applied in this study to 

evaluate the predicted quality. The values of such criteria are shown in Table 3-19. 

Table 3-19 Calculation of the evaluation criteria. 
Measure criteria Road traffic data Abalone data 

MAPE (%) 8.1% 25.5% 

NRMSE (%) 9.5%, 37.2% 

NMAE (%) 6.7%, 27.8% 

Uncorr 0.05 0.51 

 

Table 3-19 shows the results using different criteria measurements. It is noted that 

different criteria yield different values. This is attributed to the different ranges of 

values in each data set. 

The results are compared to those of the integrated FCM and Apriori approach. 

Prediction quality is assessed using MAE of Equation 2-10 and MAPE of Equation 2-8. 

The experimental results on the Abalone and road traffic data are summarized in Table 

3-20. 

Table 3-20 Calculation of MAE and MAPE (%). 
Data set FCM and Apriori FCM and DFRB 

Abalone 3.77 (Lu et al., 2003a) 2.78 

Road traffic 9.1% (Section 3.4.2.2) 8.1% 
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Table 3-20 presents the results from using two different methodologies, the first 

concerns the integrated FCM and Apriori, while the second deals with FCM and DFRB. 

The experimental results show an improvement of future value predictions by 

minimizing MAE and MAPE using the proposed second model that employed the 

DFRB approach. The results are compared with reported work in (Lu et al., 2003a) and 

(Section 3.4.2.2), and the proposed second model of DFRB approach gives better results 

than the results yielded from (Lu et al., 2003a) and the first model (Section 3.4.2.2). It is 

noted that the result in (Lu et al., 2003a) was generated by two methods. The first 

method applied FCM and Apriori algorithms, and then Genetic Algorithm (GA) was 

applied for tuning the fuzzy sets where its MAE was 3.77, while the value of MAE 

using the proposed model of DFRB is equal to 2.78. The second method presented in 

(Lu et al., 2003a) proceeded as the first method, but it used variable thresholds in the 

prediction in order to minimize the MAE. The MAE, based on this method, is equal to 

1.77. 

The proposed model of DFRB produces a good result and can be used with a wider data 

set (even when the data set contains noisy data). This provides more generalized 

prediction method. 

3.6 Summary and Conclusion 

This chapter has presented two prediction models. The first model is based on 

the single support value threshold, which has been tested for two (small and large) data 

sets in the road traffic domain taken from the road traffic simulation model. It is noted 

from the results that the model has effectively minimized MAPE, which is sensitive to 

minsup and minconf values. It is also noted that a large data set size offered lower 

MAPE compared to the small data set. 
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The model used Fuzzy C-Means (FCM) to determine centres for each field 

independently from the whole field. It is noted that, if the whole data is used, FCM may 

cause an overlapping problem to fuzzy sets (membership functions). However, this 

problem can be solved by using an optimization technique. In addition, Apriori 

algorithm used a single minsupp for the whole database; for instance to consider and 

assume the same frequency for all items in the data set. In this manner, the real 

application data possessed some items of a high frequency, while other items possessed 

low frequency. To overcome this issue, multiple support approach and diversification 

method were considered for a proper solution as in the second model. 

For the second model, an approach was proposed entitled Diverse Fuzzy Rule 

Base which focused on the Fuzzy Association Rules (FARs) extraction and effective 

selection to predict the future values. The approach includes both the significant and 

diverse FARs through its capability in filtering them in order to extract the best FARs, 

which impacts the prediction quality. This approach generates the FARs, and then 

calculates the correlation coefficient value for each FAR. After that, it clusters the FARs 

to determine its diversity while selecting the best FARs (with a higher correlation value) 

and diverse FARs for prediction using Fuzzy Inference System (FIS). The proposed 

approach expresses and maintains the trade-off between both the prediction error and 

the FARs diversity. The approach is employed to support the second model. The model 

was applied to two case studies: a data set related to a road traffic domain, and the 

Abalone data set. It is noted that the second model of the DFRB approach offers less 

prediction error as compared to a technique reported in the literature. 

In the next chapter, a proposed hybrid model based on an improved multiple 

support associative classification approach will be described in detail to explore further 

levels of performance and minimum prediction error. 
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CHAPTER FOUR 

4 PREDICTION MODEL WITH IMPROVED MULTIPLE 

SUPPORT ASSOCIATIVE CLASSIFICATION 

APPROACH 

4.1 Chapter Overview 

In this chapter, a Fuzzy Associative Classification Rule Mining (FACRM) 

model is proposed. This model is based on improved multiple supports and Associative 

Classification (AC) approaches to improve the reliability of prediction by minimizing 

prediction error. The proposed FACRM is based on four main stages. In the first stage 

knowledge is discovered through the integration of the improved Gustafson-Kessel (G-

K) algorithm and the proposed Fuzzy Associative Classification Rules (FACR) 

algorithm. The improved G-K algorithm is used as a pre-processing step to transform 

quantitative data into fuzzy data, while FACR improves current associative 

classification approaches by adapting the improved multiple support algorithm. The 

improvement enables the discovery of significant rules, facilitates a direct pruning of 

unnecessary rules and deals with unbalanced data. Additionally, FACR utilizes a 

vertical scanning format for a database to improve the performance of the rules 

extraction process, instead of using multi-level scan database as in Apriori approach. 

The second stage filters the extracted rules by calculating a correlation value for each 

rule to select strong rules. In the third stage, the rules are clustered based on the 
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diversification method (see Chapter 3), which can be achieved by measuring the 

distance between rules. The diversification method is able to extract the significant (best 

rules) and representative rules which are stored in Knowledge Base (KB). The aim of 

the representative rules is to cover infrequent data. In the final stage, the KB is utilized 

in an application domain for prediction. 

The proposed FACRM model can provide a generalized prediction model to 

deal with different application domains. The validation of the FACRM model is 

conducted using two sets of experiments. The first validation uses different benchmark 

data sets from the University of California, Irvine (UCI) of machine learning and KEEL 

(Knowledge Extraction based on Evolutionary Learning) repositories, then the results of 

FACRM are compared with common prediction models (Artificial Neural Network 

(ANN), Support Vector Machine (SVM), Stepwise Regression (SR), Classification and 

Regression Tree (CART)). The experimental results of the first validation show that the 

proposed model discovers rules that effectively minimize the prediction error rate. Also, 

the performance of the proposed model is comparable with frequently used and well-

known prediction models. In the second validation experiments apply the proposed 

model to benchmarking of gas furnace data for the Box and Jenkins problem that is 

widely used for modelling and identification. The experimental results of the second 

validation confirm that the FACRM model produces comparable and satisfactory results 

with respect to the results reported in the literature. 

4.2 Introduction 

Data mining technology contains many tasks/techniques such as classification 

and association rules. These techniques extract hidden data (knowledge) from a large 

database for prediction and decision making purposes. Therefore, discovering 

significant knowledge from a large database remains one of the most important data 
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mining tasks, which is capable of building an accurate prediction model. Much effort 

and attention is required in this research field in order to build an effective and accurate 

prediction model. 

Classification is a task of categorizing a training data into predefined groups or classes 

with the aim of building a classifier model. It is also about grouping records in a 

training data, where each record contains a collection of attributes and one of the 

attributes is considered as the output (class label) (Thabtah et al., 2005, Pach et al., 

2008). The prediction is a task of forecasting a new data (the new input data of an 

unknown output) based on a current classifier model (learned model). 

It can be noticed that most of the current association rules mining approaches have been 

extracted association rules (knowledge) based on a high frequency occurring. 

Conversely, the nature of the real-life applications and their data sets are generally 

inconsistent and have both rare and frequent items. However, the rare items are difficult 

to be identified and perceived because of their low quantity data. As mentioned in 

chapter 3, Liu et al. (Liu et al., 1999) proposed an algorithm called MSapriroi to solve 

the dilemma of the rare item problem. 

Several studies have developed specific prediction models for specific domains 

(Polydoras et al., 1998, Shin et al., 2005, Grivas and Chaloulakou, 2006, Ivanciuc, 

2007, Dahou et al., 2009, Cho et al., 2009, Karabatak and Ince, 2009a, Karabatak and 

Ince, 2009b, Azzeh et al., 2010). However, these models have some practical problems. 

Firstly, these models are constructed for special domains. Secondly, the models are 

either statistical models or machine learning models such as Artificial Neural Network 

(ANN) and Support Vector Machine (SVM), which are classified as non-rule based 

methods. 

The main aim of this research study is to build a generalized prediction model 

for different application domains. In this chapter, the prediction model developed in the 
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previous chapter is enhanced by considering accuracy and effectiveness, 

comprehensibility and efficiency. The model is based on the improved multiple support 

and Associative Classification approaches, entitled Fuzzy Associative Classification 

Rules Mining (FACRM) model. The accuracy and effectiveness relate to correct and 

reliable prediction of a future value, while the comprehensibility confirms model‘s 

ability to generate intuitive rules that are able to identify domain knowledge, i.e. explicit 

rules to be clear for a human expert. The efficiency performs an optimization process 

for scanning a database to extract rules. The proposed FACRM is based on an 

integration and utilization of different techniques/approaches as follows: fuzzy 

clustering, the improved multiple support approach, associative classification approach 

and diversification method. The fuzzy clustering, in particular, the improved Gustafson-

Kessel (G-K) clustering algorithm is used for pre-processing a data by transforming it 

into a fuzzy data. The improved multiple support approach is employed for extracting 

frequent itemsets (termsets) by using Support Difference (SD), which is effectively able 

to generate frequent itemsets including rare items and to limit the combinatorial 

explosion (restrict from insignificant frequent itemsets including frequent items) as 

mentioned in Section 2.3.4. The associative classification approach is employed for 

pruning association rules to find Fuzzy Classification Association Rules (FCARs) that 

contain only an output attribute in a consequent part (―Then‖ part) of the rules. The 

diversification method is utilized to find the best and representative rules for further 

improvement in prediction. 

4.3 Related Literature Work 

Most of the well-known classification techniques are based on heuristic/greedy 

strategy approaches such as the decision tree C4.5 (Quinlan, 1993) and Repeated 

Incremental Pruning to Produce Error Reduction (RIPPER) (Cohen, 1995). These 
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approaches aim to discover a small sub-set of rules to represent a training data and build 

a classifier (Thabtah et al., 2006). The greedy approach is employed through a 

traditional classification technique, which operates in stages. In each stage, the solution 

taken seems to be efficient, without considering the next stages. However, these 

techniques which play a vital role in some cases, suffer from comprehensive rules. The 

rules generated by these techniques are of a different nature as they are hardly 

understandable by the user (Thabtah et al., 2005, Pach et al., 2008). 

A variety of techniques have been developed through the integration of association rules 

and classification. These are known as Associative Classification (AC) such as 

Classification Based on Associations (CBA) (Liu et al., 1998), Multi-class 

Classification based on Association Rules (MCAR) (Thabtah et al., 2005), and 

Combination Strategy for Multi-class Classification (CSMC) (Liu et al., 2008b). 

However, the rules that are extracted by AC techniques cannot be discovered through 

the use of traditional classifications. Therefore, the integration of association rules and 

classification is a promising field of research. The first approach which adapted 

association rules for classification purposes was proposed by Liu et al. (Liu et al., 1998) 

in the form of the so-called CBA, which applied the popular Apriori algorithm. Their 

approach was able to extract CARs, with each rule belonging to a specific class label 

(output attribute). CARs should satisfy both minsupp and minconf. An AC technique 

called MCAR was developed by Thabtah et al. (Thabtah et al., 2005). This technique 

used a single minsupp and utilized a vertical format for scanning a database and 

extracting associative classification rules. As a result, MCAR is deemed to be more 

accurate than CBA for the use of a proper rules ranking method. An associative 

classification approach was proposed by Pach et al. (Pach et al., 2008). It uses the fuzzy 

approach for a data discretization. 
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A classification approach based on association rules was proposed in (Vo and 

Le, 2009). This approach generates the associative classification rules using a tree 

structure called Equivalence Class Rule (ECR). ECR constitutes a classifier by 

extracting associative classification rules and pruning redundant rules. It scans a 

database one time to calculate support value for the itemsets by making an intersection 

between identification cases (a row‘s number). 

Intelligent techniques, such as ANN and SVM, are considered to be effective 

models, and have been applied in different domains for the purpose of predicting future 

values (Sapankevych and Sankar, 2009, Karabatak and Ince, 2009a). An integration of 

different Artificial Intelligence (AI) models can achieve better results, by combining the 

strengths of AI models and reducing the weaknesses associated with using only a single 

model. Cheng and Roy‘s (Cheng and Roy, 2010) prediction model called Evolutionary 

Fuzzy Support Vector Machine Inference Model, for Time Series Data which integrates 

AI techniques, such as genetic algorithm, fuzzy logic and support vector machine. This 

model is used to predict the cash flow to help control the management of projects. In 

this model, Fuzzy Logic was used as a weight for the support vector machine, while the 

Genetic Algorithm was applied to optimize the parameters of the fuzzy sets and the 

weights of support vector machine. The model in (Cheng and Roy, 2010) was evaluated 

by the Root Mean Square Error (RMSE) and the Average Percentage Error (APE). An 

expert system based on association rules mining and ANN for predicting and detecting 

breast cancer was presented by Karabatak and Ince (Karabatak and Ince, 2009a). 

Association rules mining, specifically Apriori algorithm, was applied for feature 

selection and reducing the dimension of the Wisconsin breast cancer data where the 

ANN is utilized on the reduced data for predicting scenarios. The evaluation 

performance of this system (association rules mining and ANN) was compared with 
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ANN model. Similarly, the same method was applied to detect and predict erythemato-

squamous diseases data (Karabatak and Ince, 2009b). 

A prediction model of the compressive strength of high-performance concrete (that used 

in the concrete construction industry) using a back-propagation ANN, was proposed and 

demonstrated by Yeh (Yeh, 1998). Another model based on a back-propagation neural 

network was proposed to predict the slump flow of concrete (Yeh, 2007). Evaluation of 

both these models concluded that using ANN, outperforms the regression analysis on 

these specific domains. 

4.4 The Proposed Fuzzy Associative Classification Rules Mining 

(FACRM) Model 

4.4.1 The Model Description 

As discussed above there are many reported researches on the development of 

prediction models in the literature. However, the reported models still suffer from one 

or more of the following issues: 

 In addition to the issues mentioned in Section 3.5.1. Association rules 

mining techniques that produce many association rules are difficult to 

evaluate (this affects the prediction result in an advanced step). Also, the 

current AC approaches produces some of insignificant rules. 

 As discussed in Section 3.5.1 the issue of using the single minsupp 

approach. Single minsupp assumes the same frequency for all items in 

the data. Therefore, it causes the rare items problem. Similarly as 

mentioned in Section 2.3.4 the problem of setting a low   value (β is a 

user-defined parameter to control the relation between Minimum Item 

Support (MIS) value for each item in data and its actual frequency which 
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can be from 0 to 1), which leads to generating uninteresting frequent 

itemsets (including frequent items) having low support values. On the 

other hand, if   value is set to be high, then Mutliple Support Apriori 

(MSapriori) suffers from generating the frequent itemsets including rare 

items. 

 Apriori fashion works in level-wise search, which needs to scan a 

database for each iteration (level), thus, the technical performance is 

reduced. 

 As mentioned in Section 3.5.1 the use of minconf threshold measure, to 

assess the rules is not effective. 

In this work, an enhancement of the FACRM model for prediction is proposed, 

which aims to address some issues highlighted above. The enhancement includes: 

 The use of a proper method for pre-processing data reflecting on the 

rules generation process. This can be carried out by using the improved 

G-K algorithm for pre-processing of a quantitative data. 

 The use of an appropriate method to identify Minimum Item Support 

(MIS), which assigns an actual minimum threshold for each item 

(attribute) in data and assists in extracting significant rules. This can be 

achieved by applying and adapting an improved approach called 

Improved Multiple Support Apriori (IMSapriori), introduced in Section 

2.3.4 to find proper MIS for fuzzy data. This can help in building a 

generalized model which is applied for prediction in several domains. 

 The use of an effective method for scanning a database during the rules 

extraction process by employing Enhanced Fuzzy Data Representation 

(EFDR) presented in Section 2.10, which helps to improve performance 
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of rules. It is based on the adaptation of the vertical data representation 

method to deal with fuzzy data. 

 The analysis and selection of significant rules (knowledge) in association 

rules mining and AC approaches. The significant and diverse rules are 

selected to find representative rules of a whole data set providing 

flexibility in building a reliable prediction model. This selection is 

accomplished based on developing a diversification method to select 

positive correlation values of rules, and to cluster and calculate distance 

between rules. 

The proposed FACRM model for prediction is shown in Figure 4.1. There are four main 

phases in the model. 

 
Figure 4.1 The proposed FACRM model for prediction. 

 

First phase: Generating fuzzy classification association rules (or Fuzzy Rule Base 

(FRB)) from a fuzzy data using the Fuzzy Associative Classification Rules (FACR) 

algorithm as shown Figure 4.2. The improved G-K algorithm is employed as an 

automatic system, which transforms quantitative data set into fuzzy data (fuzzy terms). 
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Definition: Let                        be fuzzy terms (sets) of input fuzzy data, 

                       be fuzzy terms (sets) of output fuzzy data and    

             be a set of transactions   in a fuzzy database    of the fuzzy input terms 

    and the fuzzy output terms    , where       and      . Each transaction 

  in    is formed by a set of     in     where         and     in     where 

       . A strong Fuzzy Classification Association Rule (FCAR) is defined as 

            where          ,          and              . i.e. the 

FCAR as                      , assuming that MFTS is a Minimum Fuzzy Term 

Support value for a fuzzy term of the input     and the output    , then the FCAR is 

accepted if its support value is greater than or equal to the minimum value of MFTS 

from all fuzzy input and output terms within each FCAR; and its confidence value is 

greater than or equal to minconf threshold: 

                                                                        ; 

                              . 

FACR algorithm by employing EFDR is described in Figure 4.2 and demonstrated in 

the following example: 

1. Fuzzy Data    in Table 4-1 is scanned to calculate MIS, called     , based on 

Equations 2-5 and 2-6. Each candidate termset (1-termsets) is associated with its 

  , support value and      as it is shown in Fuzzy Term Set      ) of Table 

4-2. Any fuzzy term     ,     , where          and          that fails to 

pass      is discarded, i.e. the 1-termsets pass their      are stored in 

Enhanced Fuzzy Term Set       (the marked in Bold Italic). An association of 

any input 1-termset      with any output 1-temset (    ) in       is checked to 

form 1-associative termset as shown in Table 4-3 of Fuzzy Rule Term Set 

     . An associative termset will be stored in        if passes its      (the 
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marked Bold Italic). In other words, each frequent termset in       of input 

fuzzy term (1-termset)      is associated with each output termset     , and then 

the support value is calculated from       to form 1-associative termset as in 

     , if a termset satisfies its MFTS then it is called frequent associative 

termset. 

Table 4-1 Fuzzy Data (FD). 

Case ID 
X Y Z O 

x1 x2 y1 y2 z1 z2 o1 o2 

1 0.3 0.7 0.1 0.9 0.9 0.1 1 0 

2 0.1 0.9 0 1 0.5 0.5 0.2 0.8 

3 0 1 0.3 0.7 0.7 0.3 0.1 0.9 

4 0.2 0.8 0.2 0.8 0.75 0.25 1 0 

5 0.5 0.5 0 1 1 0 0.5 0.5 

6 1 0 0.2 0.8 0.8 0.2 0.4 0.6 

7 0.6 0.4 0 1 0.9 0.1 0.3 0.7 

8 0.9 0.1 0.3 0.7 1 0 0.75 0.25 

9 0.3 0.7 0.5 0.5 0.7 0.3 0 1 

10 1 0 0.2 0.8 0.8 0.2 0.5 0.5 

 
Table 4-2 Fuzzy Term Set 1 (FTS1/EFTS1). 

  =0.3, α=0.7 

Case ID 
X Y Z O 

x1 x2 y1 y2 z1 z2 O1 O2 

1 0.09 0.49 0.01 0.81 0.81 0.01 1 0 

2 0.01 0.81 1 0 0.09 0.49 0.04 0.64 

3 0 1 0.09 0.49 0.49 0.09 0.01 0.81 

4 0.04 0.64 0.04 0.64 0.5625 0.0625 1 0 

5 0.25 0.25 1 0 0.16 0.36 0.25 0.25 

6 1 0 0.04 0.64 0.64 0.04 0.16 0.36 

7 0.36 0.16 0.49 0.09 0.36 0.16 0.09 0.49 

8 0.81 0.01 0.01 0.81 0.04 0.64 0.5625 0.0625 

9 0.09 0.49 0.25 0.25 0.49 0.09 0 1 

10 1 0 0.04 0.64 0 1 0.25 0.25 

Support 0.365 0.385 0.297 0.437 036425 0.29425 0.336 0.386 

MFTS 0.2575 0.2775 0.1895 0.3295 0.2568 0.1868 0.2288 0.2788 

 

Table 4-3 Fuzzy Rule Term Set 1 (FRTS1/FRTS1`). 

 

 

 

 

 

1-assocative termset Support 

x1o1 0.2525 

x1o2 0.2375 

x2o1 0.2225 

x2o2 0.2875 

y2o1 0.3255 

y2o2 0.244 

z1o1 0.263 

z1o2 0.272 
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2. Candidate termsets (2-termsets) are generated from (1-termsets) of       of 

Table 4-2 then stored in     , i. e. two termsets are joined of size   from    . 

The support value for each termsets is calculated using Equation 3-4, each 

termset is associated with its    as shown in Table 4-4. If the support value of a 

termset is greater than or equal to its     , then store a frequent 2-termset in 

     . In other words, a training fuzzy data is scanned one time to generate 1-

termset involving one term by considering only frequent termsets that satisfy its 

MFTS of      , and then join these frequent termsets from       to form 

candidate 2-termsets, including two fuzzy terms as in      of Table 4-4. 

Subsequently, keep joining frequent termsets involving more fuzzy terms until 

      is empty. 

Table 4-4 Fuzzy Term Set 2 (FTS2/EFTS2). 

 

 

3. Repeat step 2, until       is empty. 

4. Candidate termset of 2- associative termset are generated from       by joining 

each frequent termset with      as it is shown in Table 4-5 of      , and then 

prune the candidate associative termsets as follows: 

 Foreach candidate associative termsets           do 

Foreach       subset S of     do 

IF (         or                            Then 

IF                            Then 

Delete     from       

EndIF 

EndIF 

EndFor 

 EndFor 

Case ID x1y2 x1z1 x2y2 x2z1 y2z1 o1 o2 

1 0.27 0.27 0.63 0.63 0.81 1 0 

2 0 0.03 0 0.27 0 0.04 0.64 

3 0 0 0.7 0.7 0.49 0.01 0.81 

4 0.16 0.15 0.64 0.6 0.6 1 0 

5 0 0.2 0 0.2 0 0.25 0.25 

6 0.8 0.8 0 0 0.64 0.16 0.36 

7 0.18 0.36 0.12 0.24 0.18 0.09 0.49 

8 0.81 0.18 0.09 0.02 0.18 0.5625 0.0625 

9 0.15 0.21 0.35 0.49 0.35 0 1 

10 0.8 0 0 0 0 0.25 0.25 

Support 0.317 0.22 0.253 0.315 0.325 0.336 0.386 
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FACR uses the sorted closure property, i. e. in case a termset is not frequent at 

      termset, it will not be pruned since an increment of terms to it can be 

frequent. Subsequently, if associative termsets pass their      then store them 

in       . 

5. Repeat step 4, until       is empty. 

Table 4-5 Fuzzy Rule Term Set 2 (FRTS2). 

 

 

 

 

Frequent termsets and associative termsets are generated recursively from      and 

      respectively, that having a smaller number of termsets      , starting from 

     generated in a single pass of a training fuzzy data. It is worth mentioning that, in 

case contradiction rules are found then only the rule with the highest confidence value is 

considered. 

The candidate termsets method employed by FACR, scans fuzzy training data to 

calculate the fuzzy terms supports as in     . This method is based on an improved 

multiple support (support difference) of Equations 2-5 and 2-6 and EFDR. In FACR 

there are no multiple fuzzy data scans. The process of generation of the candidate 

termsets with their support values using Equation 3-4, is performed only at the previous 

step. This process reduces the amount of information associated with each step, 

especially in the case of the availability of high correlated fuzzy data. 

2-associative termset Support 

x1y2o1 0.18115 

x1y2o2 0.13585 

x2z1o1 0.1541 

x2z1o2 0.1609 

y2z1o1 0.1904 

y2z1o2 0.1346 
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Figure 4.2 FACR algorithm. 

 

Second phase: This phase is the same as the second phase discussed in Chapter 3. 

Third phase: This phase is also the same as the third phase discussed in Chapter 3, but 

measuring the distance between two FRB is different at this phase using Equations 4-1, 

Input: Training quantitative data, parameters control: LS, α, minconf. 

 

Output: Fuzzy Classification Association Rules (Fuzzy Rule Base (FRB)). 

 

Pre-processing phase: 

 

Transform quantitative attributes into Fuzzy Data (FD) by employing the improved G-K algorithm. 

 

Method: 

1. Scan FD to calculate MIS called Minimum Fuzzy Term Support (MFTS) for each Fuzzy Set 

(Fuzzy Term (FT)) based on Equation 2-5 and 2-6. 

2. Find a set of Fuzzy Term Sets (    ) that satisfy their MFTS, then insert the frequent termset 

into      . 

3. Foreach termset in       Do 

4. Join each termset of fuzzy input term      and fuzzy output term     , and store it in       

5. IF associative termset                   Then 

6. Insert associative termset into        
7. EndIF 

8. EndFor 

9. Foreach (   ;          ;    ) Do 

10. Foreach pair of disjoint frequent termsets in         

11. Join termsets as follows 

12. { 

13. Insert into      

14. Select termset;                                     

15. From         called ( ),         called ( ) 

16. Where                                     

17. } 

18. EndFor 

19. Foreach termset in      

20. IF termset.Support pass MFTS Then  

21. Insert into       

22. EndIF 

23. EndFor 

24. Foreach frequent termset in         

25. Join termsets with      

26. Insert into       

27. EndFor 

28. Foreach associative termset.Support in       Do 

29. IF associative termset                   Then 

30. Insert associative termset into        
31. EndIF 

32. EndFor 

33. EndFor 

34. Foreach frequent associative termset in        Do 

35. Calculate the confidence value for each frequent associative termset using Equation 3-5. 

36. IF                                      Then  

37. Accept frequent associative termset as FRB 

38. EndIF 

39. EndFor 
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4-2 and 4-3 as explained in Section 2.8. These FRB can be clustered based on their 

similarities. Actually, the similarity between two FRB can be found as follows: 

    
                   

              
 

(4-1) 

      
         

           
 

(4-2) 

where,    : the similarity between two FRB (  and  ), the interval of its range is [0, 

1].       (Rule Attribute Fuzzy Set): the fuzzy set concerning an attribute within the 

    .      : the fuzzy set concerning an attribute within the     .      (Fuzzy Set 

Similarity): the partial similarity between two fuzzy sets FS (i and j) that belong to the 

same attribute.        : the maximum number (cardinality) of the fuzzy sets. 

Consequently, the distance can be calculated using Equation 4-3. 

                 

(4-3) 

The following example illustrates the calculation of the distance. Assuming that      

and       are two rules as follows: 

                              
                                 

 

Then, the similarity between      and       can be calculated by using Equation 4-1. 

Assuming that           ([1] Low, [2] Medium, [3] High). 

      
     

     
 

 

    
        

    
       

 

The numerator              comes from                 similar to 

                and               similar to             , 0.5 comes from       
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that represents the partial similarity between two fuzzy sets belong to the same attribute, 

whereas denominator 4 comes from all attributes of fuzzy sets 

                                      . 

Once the similarity between      and       is calculated, the distance can be found by 

using Equation 4-3, below: 

                         

 
Fourth phase: This phase is the same as the fourth phase discussed in Chapter 3. 

4.4.2 Experimental Results and Comparative Study 

In this sub-section, a data preparation is presented and two validation and 

comparison methods are conducted. In the first method, the comparison of the proposed 

model with common prediction models (ANN, SVM, Stepwise Regression (SR) and 

Classification and Regression Tree (CART)) is demonstrated. In the second method, the 

identification for the gas furnace time series data is illustrated and compared with the 

existing literature. 

4.4.2.1 Data preparation  

The data sets are normalized, which transforms each attribute value in the data 

set within the range [0, 1]. The attribute values vary across a wide range, therefore, data 

normalization is used to minimise the effect of these variations, and can also help to 

avoid numerical complexity through the calculation. The Euclidean norm (unit length) 

is used for the normalization purpose (Chu et al., 2007, Leopold and Kindermann, 2002) 

as given in Equation 4-4. 

   
  

        
   

 

(4-4) 
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where    is the normalized value of a data attribute,    is an attribute value, n is an 

attribute size (number of rows). 

4.4.2.2 First Validation and Comparison with Common Prediction Models 

To validate and assess the effectiveness of the proposed FACRM model, an 

empirical study is conducted using several data sets as shown in Table 4-6. This 

represents different domains taken from the University of California, Irvine (UCI) of 

machine learning (Frank and Asuncion, 2010) and the KEEL (Knowledge Extraction 

based on Evolutionary Learning) dataset repositories (Alcalá-Fdez et al., 2011). In the 

test stage, 10-fold cross-validation method is applied. The performance comparison of 

the proposed FACRM model with frequently used prediction models (ANN, SVM, SR 

and CART) is shown in Table 4-7, Table 4-8, Table 4-9 and Table 4-10 by using 

different evaluation criteria. These evaluation criteria are MAPE, MdAPE, RMSE and 

MAE as explained in Equations 2-8, 2-9, 2-12 and 2-10 respectively. 

The sensitivity analysis is carried out to identify the proper values of LS and minconf as 

depicted in Table 4-6. 

Table 4-6 Basic information of the data sets from UCI and Keel repositories. 

Data set name 
Number of 

features 

Number of 

instances 

(Real / Integer 

/ Nominal) 
LS minconf 

Diabetes 3 43 (3 / 0 / 0) 1 (2.33%) 0.65 

Friedman 6 1200 (6 / 0 / 0) 5 (0.42%) 0.45 

Plastic 3 1650 (3 / 0 / 0) 1 (0.061%) 0.45 

Dee 7 365 (7 / 0 / 0) 15 (4.11%) 0.5 

Quake 4 2178 (3 / 1 / 0) 1 (0.046%) 45 

Auto MPG6 6 392 (3 / 3 / 0) 15 (3.83%) 0.6 

Auto MPG8 8 392 (3 / 5 / 0) 27 (6.89%) 0.6 

Weather Izmir 10 1461 (10 / 0 / 0) 155 (10.61%) 0.75 

Weather Ankara 10 1609 (10 / 0 / 0) 40 (2.49%) 0.65 

Abalone 9 4177 (7 / 2 / 0) 55 (1.32%) 0.6 

California Housing 9 20640 (3 / 6 / 0) 100 (0.48%) 0.6 

Computer activity 22 8192 (22 / 0 / 0) 2450 (29.91%) 0.7 

Treasury 16 1049 (16 / 0 / 0) 100 (9.53%) 0.8 

House 17 22784 (17 / 0 / 0) 2000 (8.78%) 0.45 
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From the results in Table 4-7 and Figure 4.3 , Figure 4.4 and Figure 4.5 it can be 

observed that FACRM produced less error values than ANN, SVM and SR in terms of 

MAPE (the mean value of MAPE for all data sets equal to 15.37). 

Table 4-7 MAPE (%) values of prediction models for all data sets. 
Data set FACRM ANN SVM SR 

Diabetes 10.63 13.8 12.12 12.11 

Friedman 21.59 13.17 22.59 19.80 

Plastic 11.1 12.11 15.9 8.85 

Dee 15.17 14.01 12.31 15.53 

Quake 2.31 7.8 2.45 2.453 

Auto MPG6 11.7 15.02 14.26 14.93 

Auto MPG8 13.64 16.11 14.60 16.32 

Weather Izmir 3.52 7.81 3.85 3.872 

Weather Ankara 5.33 5.56 9.31 5.38 

Abalone 20.61 16.92 16.87 19.67 

California Housing 30.94 43.11 32.36 35.66 

Computer activity 8.84 131.05 13.28 11.97 

Treasury 15.74 10.11 18.57 21.91 

House 44.05 63.81 45.93 64.46 

Mean 15.37 26.45 16.74 18.06 

 

 
Figure 4.3 The comparison between FACRM and ANN using MAPE values for all data 

sets. 
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Figure 4.4 The comparison between FACRM and SVM using MAPE values for all data 

sets. 

 

 
Figure 4.5 The comparison between FACRM and SR using MAPE values for all data sets. 

Furthermore, the results in Table 4-8 recommend that FACRM yields to have lower 

value of errors than ANN, SVM and SR in term of MdAPE (the mean value of MdAPE 

for all data sets equal to 12.125). 

Table 4-9 shows that SR has the minimum value of the mean for all data sets, while 

SVM has the second minimum value of the mean for all data sets. It is worth 

mentioning that, FACRM also has a competitive result with SR and SVM using RMSE. 
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It can be seen from Table 4-9 that there is a slight difference between the mean value of 

FACRM and SR, which is equal to 0.00015. 

Table 4-8 MdAPE (%) values of prediction models for all data sets. 
Data set FACRM ANN SVM SR 

Diabetes 6.56 11.719 10.07 10.38 

Friedman 12.95 8.74 14.90 12.53 

Plastic 8.49 10.02 13.92 7.17 

Dee 11.01 8.76 10.10 12.86 

Quake 1.59 7.73 2.14 2.344 

Auto MPG6 9.79 11.29 12.88 12.98 

Auto MPG8 10.48 13.18 12.92 12.9 

Weather Izmir 2.99 6.38 3.41 3.20 

Weather Ankara 3.71 4.05 8.29 3.90 

Abalone 16.6 13.99 13.4 16.09 

California Housing 25.88 32.66 24.10 25.14 

Computer activity 4.10 14.56 6.48 5.145 

Treasury 12.24 7.84 14.21 15.65 

House 43.36 51.54 35.7 45.43 

Mean 12.125 14.46 13.037 13.265 

 
Table 4-9 RMSE values of prediction models for all data sets. 

Data set FACRM ANN SVM SR 

Diabetes 0.0193 0.02471 0.01959 0.02041 

Friedman 0.00537 0.003588 0.005461 0.00504 

Plastic 0.003074 0.003224 0.004155 0.00245 

Dee 0.008326 0.00888 0.00708 0.008881 

Quake 0.000775 0.001891 0.000718 0.000677 

Auto MPG6 0.007361 0.007812 0.00896 0.007863 

Auto MPG8 0.008476 0.00881 0.009033 0.00866 

Weather Izmir 0.00126 0.00217 0.001174 0.001291 

Weather Ankara 0.003642 0.003338 0.004122 0.00264 

Abalone 0.004836 0.00344 0.003731 0.00358 

California Housing 0.002558 0.00277 0.002283 0.00266 

Computer activity 0.002581 0.00205 0.0015 0.00124 

Treasury 0.00717 0.003131 0.0075 0.008351 

House 0.005256 0.00487 0.004436 0.004137 

Mean 0.00571 0.00576 0.0057 0.00556 

 

From Table 4-10 it can be noticed that the value of the mean of SR also 

generates the minimum value of MAE equal to 0.00414. However, FACRM also has a 

comparative result and there is a slightly higher MAE (0.00006) with FACRM with 

respect to SR. The use of different evaluation criteria such as: MAPE, MdAPE, RMSE 

and MAE tend to produce different results as obtained in Table 4-7, Table 4-8, Table 

4-9 and Table 4-10 which indicates that the error rate of FACRM is satisfactory for the 

data sets considered. 
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Table 4-10 MAE values of prediction models for all data. 
Data set FACRM ANN SVM SR 

Diabetes 0.01526 0.01985 0.01713 0.01708 

Friedman 0.00427 0.00294 0.0044 0.00390 

Plastic 0.0025 0.00268 0.00354 0.001974 

Dee 0.00669 0.00573 0.00551 0.006774 

Quake 0.000508 0.00166 0.000537 0.000532 

Auto MPG6 0.00558 0.00649 0.00682 0.00587 

Auto MPG8 0.006421 0.00723 0.00701 0.00659 

Weather Izmir 0.000909 0.0018 0.00095 0.000781 

Weather Ankara 0.00289 0.002665 0.00459 0.00204 

Abalone 0.00325 0.00263 0.00255 0.00256 

California Housing 0.00178 0.00213 0.00168 0.00171 

Computer activity 0.00131 0.001704 0.001217 0.000779 

Treasury 0.0048 0.00263 0.005527 0.00507 

House 0.00266 0.002718 0.00224 0.002316 

Mean 0.0042 0.00449 0.00455 0.00414 

 

Although the experimental results of using different evaluation criteria show that 

the prediction errors are of different values, the results of overall prediction 

effectiveness of the proposed FACRM prediction model, is consistently good as shown 

in Table 4-11. This table summarizes the previous Table 4-7, Table 4-8, Table 4-9 and 

Table 4-10 of the respective models. Table 4-11 shows the number of the data sets that 

produced the minimum values for each evaluation criteria. Table 4-11 summarizes all 

evaluation criteria (MAPE, MdAPE, RMSE and MAE). The results show that the 

FACRM model performs better for a higher number of data sets than ANN, SVM and 

SR in terms of MAPE and MdAPE. FACRM has the same number of data sets as that of 

ANN and SVM using RMSE, and also has the same results as that of SVM and SR in 

terms of MAE. SR produces lower error for a high number of data sets using RMSE. It 

can be noticed that, using different evaluation criteria offers diverse results, but overall 

FACRM has a higher average value among all the data sets using all the evaluation 

criteria as demonstrated in Table 4-11. 

Table 4-11 The data sets numbers that produced minimum error values out of 14 data 

sets. 
Evaluation criteria FACRM ANN SVM SR 

MAPE (%) 9 2 2 1 

MdAPE (%) 7 3 3 1 

RMSE 3 3 3 5 

MAE 4 2 4 4 

Average 5.75 2.5 3 2.75 
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Table 4-12 shows the average of mean error values from Table 4-7, Table 4-8, 

Table 4-9 and Table 4-10 of all prediction models using all evaluation criteria. It can be 

seen that, FACRM has the lowest value of the average of mean error among all the 

prediction models, at 6.88. 

Table 4-12 The average of mean error values of all prediction models. 
Evaluation criteria FACRM ANN SVM SR 

MAPE (%) 15.37 26.45 16.74 18.06 

MdAPE (%) 12.125 14.46 13.037 13.265 

RMSE 0.00571 0.00576 0.0057 0.00556 

MAE 0.00420 0.00449 0.00455 0.00414 

Average 6.88 10.23 7.45 7.83 

Difference (RMSE-MAE) 0.00151 0.00127 0.00115 0.00142 

 

The importance of using MAE and RMSE is to detect the variation in the error 

values of prediction. The difference between RMSE and MAE in FACRM equals 

0.00151 as illustrated in Table 4-12. FACRM is accurate for most of the cases 

(individual error values of the prediction), while there are some large error values that 

affect RMSE. The difference values (difference values between RMSE and MAE, for 

more details about the relation between RMSE and MAE, see Section 2.16) as shown in 

Table 4-12 illustrate that FACRM has slightly higher difference value than that of other 

models. This higher difference between RMSE and MAE is due to some cases of large 

error values. However, the experiments show that the large error values is not that much 

since FACRM produced the best results in terms of MdAPE (the minimum mean value 

of MdAPE for all data sets as shown in Table 4-8). Therefore, FACRM is relatively 

consistent model. Considering the above results and analysis of FACRM, Table 4-13 

shows the number of data sets where FACRM produces better results than the other 

prediction models using different evaluation criteria. 

Table 4-13 The number of data sets out of 14 data sets that FACRM beats other models. 
Evaluation criteria FACRM Vs. ANN FACRM Vs. SVM FACRM Vs. SWR 

MAPE (%) 10 12 11 

MdAPE (%) 10 10 10 

RMSE 8 7 7 

MAE 9 9 6 

Average 9.25 9.5 8.5 
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So far, the comparison has been with non-rule based models (ANN, SVM and 

SR). Table 4-14 shows the comparison of FACRM with CART, which shows that the 

performance of the FACRM is very close to that of CART. The mean value of all 

evaluation criteria of CART equals 5.742, while the mean value of FACRM equals 

6.876, with the difference being 1.13. On the other hand, FACRM has a high average 

number of data sets that produced less error values for all the evaluation criteria which 

equals 7.5 out of 14 data sets. 

Table 4-14 The comparison of FACRM and CART. 

Data set 
MAPE (%) MdAPE (%) RMSE MAE 

FACRM CART FACRM CART FACRM CART FACRM CART 

Diabetes 10.63 12.48 6.56 11.45 0.0193 0.0207 0.01526 0.01812 

Friedman 21.59 21 12.95 13.68 0.00537 0.00542 0.00427 0.004468 

Plastic 11.1 10.6 8.49 9.1 0.003074 0.003136 0.0025 0.002564 

Dee 15.17 17.16 11.01 11.47 0.008326 0.006958 0.00669 0.006958 

Quake 2.31 3.04 1.59 2.47 0.000775 0.000858 0.000508 0.000657 

Auto MPG6 11.7 11.91 9.79 10.56 0.007361 0.007428 0.00558 0.005621 

Auto MPG8 13.64 10.9 10.48 8.6 0.008476 0.00734 0.006421 0.005208 

Weather Izmir 3.52 4.12 2.99 3.38 0.00126 0.001311 0.000909 0.000971 

Weather Ankara 5.33 6.13 3.71 4.054 0.003642 0.00286 0.00289 0.002306 

Abalone 20.61 20.72 16.6 17.1 0.004836 0.0042 0.00325 0.003304 

California Housing 30.94 21.94 25.88 13.97 0.002558 0.00187 0.00178 0.0012 

Computer activity 8.84 2.96 4.10 1.86 0.002581 0.000446 0.00131 0.000304 

Treasury 15.74 2.16 12.24 1.042 0.00717 0.00121 0.0048 0.000641 

House 44.05 41.82 43.36 25.74 0.005256 0.004039 0.00266 0.00194 

Mean 15.37 13.35 12.125 9.61 0.00571 0.00484 0.0042 0.0039 

The average number of the data sets of the minimum error values of FACRM among all evaluation criteria 

equals 7.5 ((7+9+6+8)/4). The average of mean value of all evaluation criteria are as follows: 

FACRM equals 6.876 ((15.37+12.125+0.00571+0.0042)/4) and CART equals 5.742 

((13.35+9.61+0.00484+0.0039)/4). 

 

Table 4-15 presents the number of discovered and diverse rules. FACRM 

effectively makes a prediction by producing explicit rules, which can be easily 

understood by the decision makers in the given application domain. Diverse rules are 

selected based on measuring the distance by using a diversification method, which 

covers not only the knowledge extracted from high frequency data items, but also 

knowledge of particular data observations of a low frequency. 

CART generates a tree which can be represented as rules, as presented in Table 4-15. 

The table presents the comparison between the number of rules generated in FACRM 

and CART. It is clear from the table that our FACRM model generates a fewer number 
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of rules (14.8%) than those generated in CART (85.2%) to give a very close 

performance. In other words, FACRM produces competitive results with a fewer 

number of rules compared with CART from the error perspective. 

Table 4-15 Number of rules generated in FACRM and CART. 

Data set 

FACRM 

CART Number of 

discovered 

rules 

Number of 

diverse 

rules 

Diabetes 5.4 0 5.8 

Friedman 114 2 200.4 

Plastic 10 0 176.3 

Dee 70.2 0.7 59.4 

Quake 26.9 2.2 216.8 

Auto MPG6 58.9 0 65.3 

Auto MPG8 67.7 0 64.1 

Weather Izmir 34.2 0 245.8 

Weather Ankara 15.2 0 48.2 

Abalone 272 0.3 524.6 

California Housing 162.9 3 3135.4 

Computer activity 297.5 0 1193.9 

Treasury 55.8 0 188.4 

House 226.1 3 3533.8 

Average 102 689.87 

85.2%=100% - ((102/689.87)*100%) 

 

To investigate a statistical significance between FACRM and other models, 

Wilcoxon rank sum test is used, which is presented in Table 4-16. The comparison 

between FACRM and ANN shows that the prediction generated by FACRM over ANN 

is statistically significant for the following data sets: Quake, Auto MPG8, Weather 

Izmir, California Housing, Computer activity and House. For these data sets the 

FACRM produces minimum MdAPE. For other data sets (Diabetes, Plastic, Auto 

MPG6 and Weather Ankara), there is no difference in the prediction by FACRM or 

ANN. The comparison between FACRM and SVM shows that the prediction generated 

by FACRM over SVM is statistically significant for these data sets as follows: Plastic, 

Quake, Auto MPG6, Auto MPG8, Weather Ankara, Computer activity and Treasury. 

For these data sets the FACRM produces minimum MdAPE. For other data sets 

(Diabetes, Friedman and Weather Izmir), there is no difference in the prediction by 

FACRM or SVM. The comparison between FACRM and SR shows that the prediction 
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generated by FACRM over SR is statistically significant for the following data sets: 

Quake, Auto MPG6, Auto MPG8, Weather Izmir, Weather Ankara, Computer activity, 

Treasury and House. For these data sets the FACRM produces minimum MdAPE. For 

other data sets (Diabetes, Friedman and Dee), there is no difference in the prediction by 

FACRM or SR. The comparison between FACRM and CART shows that the prediction 

generated by FACRM over CART is statistically significant for the following data sets: 

Plastic, Quake, Auto MPG6, Weather Izmir, Weather Ankara and Abalone. For these 

data sets the FACRM produces minimum MdAPE. For other data sets (Diabetes, 

Friedman and Dee), there is no difference in the prediction by FACRM or CART. 

It is worth mentioning that the above analysis demonstrates that FACRM produces 

satisfactory results compared with other models. 

Table 4-16 Statistical significance using Wilcoxon rank sum test. 

Data set 
FACRM Vs. ANN FACRM Vs. SVM FACRM Vs. SR FACRM Vs. CART 

Significance Significance Significance Significance 

Diabetes 0.5005 No 0.5628 No 0.5686 No 0.167 No 

Friedman < 0.01** Yes 0.4547 No 0.1377 No 0.748 No 

Plastic 0.1308 No < 0.01** Yes < 0.01** Yes 0.05* Yes 

Dee <0.01** Yes < 0.01** Yes 0.2809 No 0.6792 No 

Quake < 0.01** Yes < 0.01** Yes < 0.01** Yes 0** Yes 

Auto MPG6 0.3452 No < 0.01** Yes < 0.01** Yes 0.0191* Yes 

Auto MPG8 0.0303* Yes 0.0475* Yes < 0.01** Yes 0.01** Yes 

Weather Izmir < 0.01** Yes 0.2104 No < 0.01** Yes 0.0099** Yes 

Weather Ankara 0.0718 No < 0.01** Yes 0.0112* Yes 0.0128* Yes 

Abalone < 0.01** Yes < 0.01** Yes < 0.01** Yes < 0.01** Yes 

California Housing < 0.01** Yes < 0.01** Yes < 0.01** Yes 0** Yes 

Computer activity < 0.01** Yes < 0.01** Yes < 0.01** Yes 0** Yes 

Treasury < 0.01** Yes < 0.01** Yes < 0.01** Yes < 0.01** Yes 

House < 0.01** Yes < 0.01** Yes < 0.01** Yes 0** Yes 

*Confidence level % 95                **Confidence level % 99 

 

4.4.2.3 Second Validation and Comparison Using Nonlinear System Identification 

The proposed FACRM prediction model has been validated using well-known 

benchmark data. It has been used extensively for identification and modelling of ‗gas 

furnace data‘ (Sugeno and Yasukawa, 1993, Sugeno and Tanaka, 1991, Pedrycz, 1984, 

Tong, 1980, Yinghua and A, 1995, Xu and Lu, 1987, Wang and Langari, 1995, Box and 

GM, 1970, Kim et al., 1997) which is real life data offered by Box and Jenkins in 1970 
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(Box and GM, 1970). The data consist of 296 records of single input/output. The input 

     represents the gas flow rate into the furnace, while the output      represents the 

CO2 concentration in outlet gas. 

FACRM is applied to sustain the identification of CO2 concentration     . The 

data set is formed to the common two inputs and one output as                      

which is reduced to 292 records. Figure 4.6 and Figure 4.7 illustrate some characteristic 

of input      and output      of the gas furnace time series data set. 

 
Figure 4.6 The input gas flow rate     . 

 

 
Figure 4.7 The output of CO2 concentration     . 
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To evaluate the performance of FACRM model, 10-fold cross-validation is used, 

where LS and minconf thresholds are set to 3% and 0.9 respectively. Furthermore, the 

performance index is the number of rules and Mean Square Error (MSE) of Equation 2-

11. 

The experimental results show that FACRM has identified the gas furnace 

prediction with very low MSE equals            with a small number of rules (6 

rules). Also, the results of using min-max normalization are still comparable based on 

the MSE value and the number of rules. Figure 4.8 shows a slight difference between 

the actual and predicted values. 

 
Figure 4.8 The difference between the actual and predicted values. 
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equivalent performance (very close performance) with a fewer number of rules. It is 

noticed that, the ANFIS, FuNN, FNN-Tool and HyFIS models produce a relatively 

lower MSE than FACRM, but FACRM generates a fewer number of rules. It is worth 

mentioning that these models are relatively complex models and difficult to use with 

high computational time which are based on fuzzy neural network topology, while the 

proposed model provides the best trade-off between simplicity, result quality and 

interpretability of the model. In general, the results of the second experiment validation 

show that the proposed FACRM is a competitive model when compared with other 

models reported in the literature. 

Table 4-17 The comparison of FACRM with different models. 

Model in literature 
Number of 

inputs 

Number of 

rules 
MSE 

Box and Jenkins (ARMA model ) (Box and 

GM, 1970) 
5 - 0.71 

Xie et al. (Xie et al., 2005) 2 13 0.65151 

Tong (Tong, 1980) 2 19 0.469 

Lee et al. (Lee et al., 1994) 2 25 0.407 

Pedrycz et al (Pedrycz et al., 2002) 2 25 0.395 

Sugeno (Sugeno and Yasukawa, 1991) 2 6 0.355 

Xu (Xu and Lu, 1987) 2 25 0.328 

Pedrycz (Pedrycz, 1984) 2 81 0.32 

Lin and Cunningham (Yinghua and A, 

1995) 
5 4 0.261 

Linear model (Sugeno and Yasukawa, 

1993) 
5 - 0.193 

Sugeno and Yasukawa (Position-gradient 

model) (Sugeno and Yasukawa, 1993) 
3 6 0.19 

Nie (Nie, 1995) 4 45 0.169 

Surmann et al. (Surmann et al., 1993) 2 25 0.160 

Hauptmann and Heesche (Hauptmann and 

Heesche, 1995) 
2 10 0.134 

Takagi–Sugeno model (Sugeno and 

Yasukawa, 1993) 
6 2 0.068 

Wang and Langari (Wang and Langari, 

1995) 
6 2 0.066 

Kim et al. (Kim et al., 1997) 6 2 0.055 

Jang (ANFIS model) (Jang et al., 1997) 2 25 0.00073 

Kasabov et al. (FuNN model ) (Kasabov et 

al., 1997) 
2 7 0.00051 

FNN-Tool current model (Almejalli, 2009) 2 15 0.00045 

Kim and Kasabov (HyFIS model ) (Kim 

and Kasabov, 1999) 
2 15 0.00042 

FACRM model (the proposed model using 

Euclidian Norm) 
2 6            

FACRM (the proposed model) 

(Min-Max normalization) 
2 6 0.0029 
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4.5 Summary and Conclusions 

In this chapter, an enhanced model for prediction, namely Fuzzy Associative 

Classification Rule Mining (FACRM), has been proposed and presented. The proposed 

model is based on the combination of different algorithms and approaches. Firstly, the 

improved Gustafson-Kessel (G-K) clustering algorithm is applied to transform a crisp 

quantitative data set into a fuzzy data set. Secondly, Improved Multiple Support Apriori 

(IMSapriori) algorithm is employed instead of using the global minimum support 

threshold minsupp (single support threshold). IMSapriori improves the classical 

multiple support approach in order to extract rules including rare terms and to limit 

insignificant rules. Thirdly, an enhanced method for fuzzy data representation and 

database scanning format is adapted to improve rules generation process. Finally, a 

diversification and clustering method is utilized by measuring the distance 

(dissimilarity) between these rules. Thus, best rules and diverse rules are selected for 

further prediction reliability. 

The performance study of the proposed FACRM model and its capability in 

discovering significant rules (Fuzzy Rule Base (FRB)) represented by high frequent as 

well as low frequent data items, have been studied. These extracted rules were used to 

minimize the prediction error. The experiments were conducted based on two sets of 

experiments validation. Firstly, the comparison with other prediction models (Artificial 

Neural Network (ANN), Support Vector Machine (SVM), Stepwise Regression (SR), 

Classification and Regression Tree (CART)) has been done. Secondly, the identification 

of a benchmark problem for gas furnace data has been demonstrated. The performance 

analysis of both methods shows comparable results with respect to reported work in the 

literature. It can be seen that the proposed FACRM generates a fewer number of rules 

compared with CART to give approximately a similar performance. The proposed 
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model produces explicit rules for decision makers, which can be seen to have an 

advantage over the other models (ANN, SVM and SR). 
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CHAPTER FIVE 

5 FEATURE SELECTION METHOD FOR ENHANCING 

THE PREDICTION MODEL 

5.1 Chapter Overview 

In this chapter, a new method is proposed for feature (attribute) subset selection 

entitled Weighting Feature Selection (WFS). The main aim of the proposed method is to 

enhance the process of data mining techniques (particularly the Fuzzy Associative 

Classification Rule Mining (FACRM) model developed in Chapter 4) by selecting a 

suitable number of features. The WFS employs two mechanisms which are weight and 

intersection operators. The method proposed in this chapter is evaluated using different 

data sets from the University of California, Irvine (UCI) of machine learning and KEEL 

(Knowledge Extraction based on Evolutionary Learning) repositories. The experimental 

results show the significant performance improvement with the proposed method by 

minimizing the error values and reducing the number of generated rules. Moreover, the 

WFS provides better results than the result produced by Stepwise Regression (SR). 

5.2 Introduction 

Data mining techniques have been extensively and widely applied in different 

domains such as the biomedical (Karabatak and Ince, 2009a, Karabatak and Ince, 

2009b, Peng et al., 2010, S´anchez-Monedero et al., 2010) and market basket analysis. 
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One of the main issues in these domains is high dimensionality data which requires pre-

processing. Pre-processing data is a preliminary and essential stage in knowledge 

discovery and data mining which employs feature selection methods for selecting a 

subset of features representing the data. Feature selection methods are an important 

practice in the pre-processing stage (Liu and Yu, 2005). These methods have been 

applied in many applications, by removing irrelevant and redundant features to assist 

and enhance model performance and prediction accuracy, i.e. data include irrelevant and 

redundant features that can cause inadequate predictive accuracy and performance 

(Peng et al., 2010). Relevant features are quantified as the strength correlation between 

each feature and the target feature (the output feature/class label feature). Redundant 

features are quantified as the strength correlation between each feature and other 

features. Pearson‘s correlation coefficient is one of the common methods used to 

measure the correlation (Puuronen et al., 2001). 

Feature selection methods/algorithms can be categorized into filter and wrapper 

models (Bluma and Langley, 1997). The filter model is an essential practice of the data 

pre-processing stage to select features (feature subset) that have relevance with the 

target feature (output/class label) based on mutual information and statistical test (Ding 

and Peng, 2005). In filter model, the feature subsets are rated based on a specific metric, 

and the data characteristics are examined to find the significant features. The filter 

model operates independently of any data mining technique and does not work for a 

specific data mining technique (learning algorithm). It is considered an important stage 

to reduce data dimension and improve the model accuracy and performance. The 

advantages of the filter model are represented by the efficiency and independence of the 

learning technique. The main drawback is that the resultant selected features lead to a 

different prediction accuracy using a variety of learning techniques. In the wrapper 

model, different features are evaluated for a specific data mining technique using cross-
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validation to estimate the usefulness of a feature subset (i.e. prediction accuracy of a 

feature subset). In other words, this subset is adapted (tailored) for the applied data 

mining technique. The advantage of the wrapper model is the high probability of 

prediction accuracy. The common disadvantages are over-fitting and high 

computational processing. It is noted that the filter model has been observed to be much 

faster and more practical in large databases than the wrapper model (Williams et al., 

2006, Peng et al., 2010, Hall and Smith, 1999, Hall, 2000). 

In this chapter, a method called Weighting Feature Selection (WFS) is proposed 

for feature selection to provide an insight into the influence of feature selection on both 

prediction error and performance (number of generated rules). The process of careful 

selection of a suitable number of features can be considered to be data pre-processing. 

In the context of prediction, feature selection chooses an optimal subset of features 

among the original features, which can minimize the prediction error and improve 

performance. 

The main focus of this research is to illustrate the benefits of employing the proposed 

feature selection method as pre-processing, thus enhancing the FACRM model. The 

prediction error is minimized and the prediction performance is improved by reducing 

the number of generated rules. 

The remaining sections are organized as follows: a literature review and the 

related work are presented in Section 5.3, a proposed methodology called WFS is 

illustrated in Section 5.4, experimental results and analysis are discussed in Section 5.5, 

and finally, the summary and conclusions are presented in Section 5.6. 

5.3 Literature Review and Related Work 

Correlation-based Feature Selection (CFS) is one of the widespread methods that 

has been applied for feature selection (Hall and Smith, 1999, Ooi et al., 2007, Lutu and 
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Engelbrecht, 2010, Williams et al., 2006, Hall, 2000, Hall and Smith, 1998) and is an 

evaluator method for features subsets. CFS measures the importance and the predictive 

ability of each feature with the target feature along with the degree of inter-correlation 

between the features. Specifically, the selected feature subset represents the features of a 

strong correlation (highly correlated) with target feature (output feature) and a low 

correlation (a low inter-correlation) between the features. CFS employs a variety of 

search methods to evaluate feature subsets based on function goodness (Hall and Smith, 

1998, Witten and Frank, 2005). The search methods for feature selection aim at finding 

the best subset of feature from the search space of features. This subset has the 

capability for better prediction. Several search methods based on heuristic strategy, such 

as Best First (BF), are often used to find a feature subset in reasonable time (Hall and 

Smith, 1998). Mainly, the search space can be investigated in both directions: forward 

selection and backward elimination. For each feature in the forward selection, if it is not 

included in the current subset then it will be inserted to it to be examined, thus a 

numeric measure is generated. The impact of inserting the feature is to assess each 

feature and choose the best one. Conversely, the search is stopped when no 

enhancement is made by adding the feature to the current subset. This method is called a 

greedy search which ensures a local instead of a global solution is found. Backward 

elimination performs in a similar way by removing single feature from the current 

subset then the evaluation is conducted to find an improvement. Heuristic methods for 

feature selection are widespread due to their contribution in finding a subset of the 

selected feature (Anbarasi et al., 2010) as an expensive search is explored to find an 

optimal subset of features in case of high data dimension (Peng et al., 2005). The search 

methods of the CFS are demonstrated below (Witten and Frank, 2005). These search 

methods are also employed in the proposed WFS method. 
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Best First (BF): a greedy hill climbing search method that accepts the best local 

modification at each iteration. A local modification to the current feature subset is 

carried out by either inserting or deleting a single feature. Backtracking is employed 

after a non-improving iteration. The search method can be progressed forward and 

backward. Forward starts from the empty set of features, while backward starts from the 

full set of features or middle point, taking into account all possible single-feature 

additions and deletions in both search directions. 

Greedy Stepwise (GS): a search method performs the same greedy technique as BF 

search method and has a forward and backward procedure without backtracking. The 

stopping criteria is applied once the evaluation metric is decreased in case of addition 

and deletion of the best remaining features. 

Exhaustive Search (ES): attempts a sequential search to find a solution by testing all 

possibilities. It examines the search space of feature subsets initially from the empty set, 

and then the best subset discovered is reported (revealed). 

Random Search (RS): a search method randomly investigates the space of feature 

subsets. If an initial set is provided, then it seeks subsets that enhance or equal the initial 

point with the same or fewer number of features. 

Genetic Search (GS): a search method utilizes the generic Genetic Algorithm (GA). 

GA is a search method that can be used for both solving problems and modelling 

evolutionary systems. Since it is heuristic based (it estimates a solution), similar to most 

real-life problems where the estimated solution cannot be calculated exactly (Goldberg, 

1989). GA is one of the best methods to solve a problem where little information is 

known, which uses the principles of selection and evolution to produce several solutions 

to a given problem (Skinner, [accessed October 2010]). A GA starts with a population 

of individuals (chromosomes) where each individual represents a possible solution for a 

given problem. Once the genetic representation and the fitness function are defined, GA 
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proceeds to initialize a population of solutions randomly then improve it through 

repetitive application of crossover, mutation operators. An initial population is specified 

by determining a list of features and then GA persists in finding an improvement 

(feasible solution) through a number of generations. 

Sequential Feature Selection based on Stepwise Regression (SFS-SR): this has 

already been discussed in Section 2.13. 

Williams et al. (Williams et al., 2006) studied the effect of feature reduction on 

classification accuracy and computational performance using different machine learning 

algorithms (Bayesian Network, Naive Bayes Tree and C4.5). The correlation-based 

feature selection is one of the feature selection methods that has already been used in 

this study where the results found that the computational performance, such as the 

classification speed, was more significantly trend effecting than classification accuracy. 

Also, the results of the classification accuracy using the mentioned algorithms that 

applied over the selected features are almost similar, but the computational performance 

is improved. 

A performance study of feature selection which applied in the web text 

classification (categorization) was presented in (Saian and Ku-Mahamud, 2010). An 

algorithm called Ant-Miner (an optimization algorithm based on an ant colony used for 

classification problems) (Parpinelli et al., 2002) was used for learning rules to classify 

web pages. The feature selection method is used to show the performance of the 

predictive accuracy and number of the generated rules of the selected features. The data 

set consists of 2,571 web pages. The comparison of the performance results of the Ant-

Miner algorithm with the C4.5 algorithm (an algorithm proposed by Quinlan (Quinlan, 

1993) based on building a decision tree used for classification problems) was 

conducted. The random search method of the correlation-based feature selection 



Feature Selection Method for Enhancing the Prediction Model 

  129 

evaluation was found to provide a higher result in terms of prediction accuracy and 

number of rules generated using Ant-miner algorithm. 

In (Anbarasi et al., 2010) CFS evaluator, in particular, genetic search was 

applied to find feature subset. Six features were selected out of thirteen features 

(original feature). The selected feature was later used for classification task. Peng et al. 

(Peng et al., 2010) developed a novel approach for feature selection in biomedical data 

ranging between 30 to 50 features where the proposed approach was integrated filter 

and wrapper models using the sequential search method. 

Ding and Peng (Ding and Peng, 2003, Ding and Peng, 2005) developed a 

method for feature selection called minimum Redundancy Maximum Relevance 

(mRMR), which used a heuristic algorithm based on Mutual Information (MI). MI is the 

amount of information that quantifies the relation between a feature    and the target 

feature (output/class). Existence/elimination of a feature    will participate in the correct 

predictive decision. In other words, MI measures the dependency by maximizing it 

between the selected features and the target feature (Manning et al., 2008 , Peng et al., 

2005). mRMR is considered as a filter model that is able to deal with selected features 

concerning the characteristics of minimum redundancy and maximum relevance criteria. 

Minimum redundancy reveals that the correlation of the feature set to be minimum to 

each other, or their mutual Euclidian distance to be maximum. Minimum redundancy 

reflects the comprehensive representation of the features, for example, in a 

bioinformatics domain a data set contains 50 features of genes, which contains some 

genes that are highly correlated, while the number of representative (uncorrelated) genes 

are few approximately 20 genes, thus, removing 30 genes (highly correlated) from the 

data will not have an effect on the predictive performance. Therefore, this removing will 

improve the prediction efficiency. Maximum relevance discloses a high correlation 

(maximum mutually information) between each feature and the target feature. mRMR is 
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an integration of both criteria relating to minimum redundancy and maximum relevance 

(Ding and Peng, 2003, Ding and Peng, 2005, Peng et al., 2005). The experimental 

results were conducted using three classification techniques such as support vector 

machine, to validate mRMR which was applied on six data sets in gene expression. The 

results found that the selected features using mRMR have a better accuracy than the 

selected feature using only maximum relevance criteria selection method (compared 

with baseline feature set based on standard MI, statistical test that select the ranking   

features) (Ding and Peng, 2005). 

mRMR is employed in our proposed WFS method due to the following characteristics 

(Ding and Peng, 2005): 

 The most representative feature set (independent features) is selected 

(minimum redundancy). 

 Small number of feature set is found which covers the same space 

compared with large feature set. 

 Integration of maximum relevance and minimum redundancy criteria. 

5.4 The Proposed Methodology 

The proposed method for feature selection is considered as a filter method, by 

the integration of different and well-know feature selection methods/algorithms (CFS, 

SFS-SR and mRMR) to generate the most significant features. Figure 5.1 presents the 

general overview of the proposed method for feature selection which consists of two 

main steps: 

 Integration of different feature selection methods/algorithms, these are: 

CFS, SFS-SR and mRMR methods. 

 Assessment of different features from different methods/algorithms for 

selecting the most suitable features using two mechanisms. These 
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mechanisms are weight and intersection operators as presented in the 

following definition. 

 
Figure 5.1 The proposed WFS method. 

 

Definition: Let             be the number of all features and             be 

the number of all feature methods. Let                denote a set of features and 

                   denote the method that is used for features selection. If 

feature    used by method     , then                  define the selected features 

generated from method j. Let       be a set of methods that select feature    ,       

                 .      is the intersection between methods            for feature 

   equal zero, if    is not selected at least by one method, otherwise it is equal 1.     is 

the union between methods for feature    equal zero, if    is not selected by all methods, 

otherwise it is equal 1.    be the number of elements in set       and     be the 

threshold weight, where       . This definition of the proposed method is clarified 

in Figure 5.2. 

 
Figure 5.2 The definition of the proposed WFS method. 

 

The research work presented in this chapter aims to improve and evaluate the model 

prediction (FACRM) in terms of prediction error and performance. The prediction error 

term is referred to in the common statistical measures presented in Section 2.16, while 

the term of prediction performance is defined by the number of generated rules. The 
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WFS is proposed to find the consistent set of features as a filtering model. A flow chart 

describes the WFS method shown in Figure 5.3. 

 
Figure 5.3 Flow chart of WFS method. 

 

Figure 5.4 demonstrates an example of the WFS method. Let      ,     , 

     . Intersection, union and weight operators are used to filter the selected 

features extracted from different methods. The features    and     are filtered and 
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Figure 5.4 An example of WFS method. 

 

Figure 5.5 illustrates the procedures of WFS, which selects the features based on 

two mechanisms; weight and intersection. The union is not used in the experiments any 

more, as it has produced all features (original data features) in most cases. Thus, the 

union operator is excluded from the proposed method. mRMR algorithm requires to 

determine   , where   is the number of selected features. The sensitivity analysis has 

been conducted to find the best   value. As presented in Figure 5.5, if the number of 

original features is small (approximately 6 features), then it is found that using weight 

produces satisfactory results on the tested data sets (as demonstrated in the experiments 

section). On the other hand, when the number of original features is medium (greater 

than 6), then the intersection seems to give better results. Alternatively, the weight can 

be used, since in some data sets, the intersection might not be applicable because at least 

a feature    from all original features could not be selected by all methods. 
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Figure 5.5 The WFS method. 

 

5.5 Experimental Results and Analysis 

In this section, the validation of the proposed WFS method for feature selection 

is conducted. The FACRM model proposed in Chapter 4 is applied in this chapter to 

assess the selected features (attributes). The main focus of this research is to 

demonstrate the advantages of the WFS method, which is tested and evaluated using 

several data sets from the University of California, Irvine (UCI) of machine learning 

repository (Frank and Asuncion, 2010) and KEEL (Knowledge Extraction based on 

Evolutionary Learning) repository (Alcalá-Fdez et al., 2011). These data sets were used 

in Chapter 4 and described in Table 4-6. The common method of 10-fold cross-

validation is used where the process of each data set is divided into 10 equal parts of 

data subsets. Each time, one of the data subset fold is used as testing data and the 

remaining folds (nine-fold) are used for training of the model. The evaluation measures 

used to assess the results were also discussed in Chapter 2 (see Section 2.16). Here, the 

aim of this study is to evaluate the impact of selected features (reduced features) on the 

prediction error and performance (number of generated rules). 

Input: Original features (all data features). 

Output: Filtered features (feature subset). 

Method: 

1. Find the selected features in each method. 

2. Calculate the weight and intersection. 

3. Evaluate the selected features as follow: 

For            //  is the maximum number of data sets,   is any data set.  

IF     between 3 and 6   //    is the number of original features. 

Using Weight of     
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EndIF 

EndFor 
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Table 5-1 shows the number of full features (original features) without the target 

feature (output) in each data set, the number of selected features through WFS, the 

parameters (LS, minconf) used in the experiments chosen based on the sensitivity 

analysis and finally the number of selected features in SR. The weight value threshold is 

set to be      , this threshold value produced consistent results. 

Table 5-1 Full features, selected features in all data sets used in FACRM and SR. The 

values of LS and minconf are also used in FACRM for each data set. 

Data set 

Full features 

without target 

feature 

FACRM SR 

# Selected  

features 
LS minconf 

# Selected 

 features 

Diabetes 2 2 1 (2.33%) 0.65 2 

Friedman 5 4 5 (0.42%) 0.45 4 

Plastic 2 2 1 (0.061%) 0.45 2 

Dee 6 4 20 (5.48%) 0.5 5 

Quake 3 1 1 (0.046%) 45 1 

Auto MPG6 5 5 15 (3.83%) 0.6 2 

Auto MPG8 7 3 1 (0.26%) 0.6 5 

Weather Izmir 9 2 155 (10.61%) 0.75 6 

Weather Ankara 9 3 10 (2.49%) 0.65 6 

Abalone 8 5 200 (4.79%) 0.55 6 

California Housing 8 2 100 (0.48%) 0.55 8 

Computer activity 21 3 50 (0.61%) 0.7 15 

Treasury 15 2 70 (6.7%) 0.8 11 

House 16 2 1000 (4.4%) 0.45 15 

 

A comparison is performed between the implementation models of the FACRM, 

FACRM with WFS and SR. The comparison criteria are based on the error values (error 

values represented by MAPE, MdAPE, RMSE and MAE) and the number of generated 

rules. Table 5-2, Figure 5.6, Table 5-3, Table 5-4 and Table 5-5 show overall prediction 

results on the tested data sets using WFS. The values of MAPE, MdAPE, RMSE and 

MAE are smaller for the majority of data sets using the WFS method. The results show 

an enhancement in the quality of FACRM using WFS. Also, the experiments indicate 

that the FACRM model with the selected feature using the proposed WFS method, is 

able to produce satisfactory results. 
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Table 5-2 MAPE (%) values of prediction models for all data sets using full set and 

selected features. 
Data set FACRM-full set FACRM-WFS method SR 

Diabetes 10.63 10.63 12.11 

Friedman 21.59 22.64 19.80 

Plastic 11.1 11.1 8.85 

Dee 15.17 13.44 15.53 

Quake 2.31 2.59 2.453 

Auto MPG6 11.7 11.7 14.93 

Auto MPG8 13.64 10.97 16.32 

Weather Izmir 3.52 2.91 3.872 

Weather Ankara 5.33 4.31 5.38 

Abalone 20.61 20.52 19.67 

California Housing 30.94 31.7 35.66 

Computer activity 8.84 7.19 11.97 

Treasury 15.74 12.56 21.91 

House 44.05 45.01 64.46 

Mean 15.37 14.81 18.06 

 

Table 5-3 MdAPE (%) values of prediction models in all data using full set and selected 

features. 
Data set FACRM-full set FACRM-WFS method SR 

Diabetes 6.56 6.56 10.38 

Friedman 12.95 14.09 12.53 

Plastic 8.49 8.49 7.17 

Dee 11.01 9.68 12.86 

Quake 1.59 0.94 2.344 

Auto MPG6 9.79 9.79 12.98 

Auto MPG8 10.48 8.33 12.9 

Weather Izmir 2.99 2.25 3.20 

Weather Ankara 3.71 2.98 3.90 

Abalone 16.6 17.05 16.09 

California Housing 25.88 25.56 25.14 

Computer activity 4.10 4.28 5.145 

Treasury 12.24 12.40 15.65 

House 43.36 38.80 45.43 

Mean 12.125 11.51 13.265 

 

Table 5-4 RMSE values of prediction models for all data sets using full set and selected 

features. 
Data set FACRM-full set FACRM-WFS method SR 

Diabetes 0.0193 0.0193 0.02041 

Friedman 0.00537 0.00575 0.00504 

Plastic 0.003074 0.003074 0.00245 

Dee 0.008326 0.00770 0.008881 

Quake 0.000775 0.000822 0.000677 

Auto MPG6 0.007361 0.007361 0.007863 

Auto MPG8 0.008476 0.00672 0.00866 

Weather Izmir 0.00126 0.000914 0.001291 

Weather Ankara 0.003642 0.00262 0.00264 

Abalone 0.004836 0.00467 0.00358 

California Housing 0.002558 0.00254 0.00266 

Computer activity 0.002581 0.00141 0.00124 

Treasury 0.00717 0.00368 0.008351 

House 0.005256 0.00482 0.004137 

Mean 0.00571 0.00509 0.00556 
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Table 5-5 MAE values of prediction models for all data sets using full set and selected 

features. 
Data set FACRM-full set FACRM-WFS method SR 

Diabetes 0.01526 0.01526 0.01708 

Friedman 0.00427 0.00456 0.00390 

Plastic 0.0025 0.0025 0.001974 

Dee 0.00669 0.00606 0.006774 

Quake 0.000508 0.00057 0.000532 

Auto MPG6 0.00558 0.00558 0.00587 

Auto MPG8 0.006421 0.00502 0.00659 

Weather Izmir 0.000909 0.00070 0.000781 

Weather Ankara 0.00289 0.00200 0.00204 

Abalone 0.00325 0.0033 0.00256 

California Housing 0.00178 0.0018 0.00171 

Computer activity 0.00131 0.000936 0.000779 

Treasury 0.0048 0.00324 0.00507 

House 0.00266 0.00228 0.002316 

Mean 0.0042 0.00384 0.00414 

Difference(RMSE-MAE) 0.00151 0.00125 0.00142 

 

 
Figure 5.6 The comparison between FACRM-full set, FACRM-WFS method and SR using 

MAPE values for all data sets. 

 

The results of the comparisons of FACRM, FACRM with WFS and SR 

presented in Table 5-2, Figure 5.6, Table 5-3, Table 5-4 and Table 5-5 confirmed a 

number of observations. Firstly, using FACRM with WFS produced better results on the 

tested data sets than using full data features (original features). The second observation 

is that using FACRM with WFS provided better results than the results achieved by SR. 

As mentioned in Section 4.4.2.2 the importance of using MAE and RMSE is to 

detect the variation in the prediction error values. The difference between RMSE and 
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MAE in FACRM-WFS equals 0.00125, as illustrated in Table 5-5, which reduces the 

difference compared with FACRM- full set (0.00151). This means that FACRM-WFS is 

accurate for most cases (individual error values of the prediction), while there are some 

large error values that affect on RMSE. FACRM-WFS has a lower difference value than 

SR in terms of the difference between RMSE and MAE. Also, FACRM-WFS produced 

the best results in terms of MdAPE (the minimum mean value of MdAPE for all data 

sets as shown in Table 5-3). This means that, FACRM-WFS is relatively an accurate 

and consistent model. 

Furthermore, Table 5-6 expresses the number of generated rules by utilizing 

WFS. As expected, the results reveal that the number of rules decreases as the number 

of data features decreases. This means that the selected features by the proposed WFS 

method have a better prediction performance. 

Table 5-6 The discovered and diverse rules generated by FACRM using full set and 

selected features. 

Data set 

Full set of features Using WFS 

# Discovered 

rules 

# Diverse 

rules 

# Discovered 

rules 

# Diverse 

rules 

Diabetes 5.4 0 5.4 0 

Friedman 114 2 78.2 1.6 

Plastic 10 0 10 0 

Dee 70.2 0.7 34.9 0 

Quake 26.9 2.2 4 0 

Auto MPG6 58.9 0 58.9 0 

Auto MPG8 67.7 0 27.9 1.5 

Weather Izmir 34.2 0 9 0 

Weather Ankara 15.2 0 7.2 0 

Abalone 272 0.3 40.1 0.9 

California Housing 162.9 3 11 1.9 

Computer activity 297.5 0 19.7 2 

Treasury 55.8 0 11 0 

House 226.1 3 12.1 0 

Mean 102 24.1 

 

The key findings of this study are: 

 The proposed method is able to deal with several data sets of different 

domains. Thus, the identification and selection of suitable features is 

performed to improve the prediction model. 
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 The prediction error is not greatly improved (i.e. the error value remains 

same or is slightly decreased) in some data sets. However the prediction 

performance is enhanced by speeding up prediction and minimizing the 

number of generated rules. 

 The sensitivity analysis of the selected features is accomplished to 

express the role and importance of the proposed method. 

Assessing the results presented in Table 5-2 indicates that the MAPE value of 

the Friedman data set selected 4 features (approximately the same as the original 

feature) among all features (5 features) and is equal to 22.64. One can notice that 

the MAPE value increased from 21.59 to 22.64 when using the WFS method. This 

method slightly deteriorates the accuracy of the prediction model by increasing the error 

value. The MAPE of the Treasury data set selected 2 features (very low number of 

features) out of 15 features and is equal to 12.56. As can be seen in Table 5-2 the MAPE 

is decreased from 15.74 to 12.56 by applying WFS. Therefore, this method impacts the 

prediction model by decreasing the error value. This can be explained as follows: 

 Pearson‘s correlation coefficient measure is calculated between the 

original features and the target feature to find the relevant features, 

especially for the Friedman and Treasury data sets. The coefficient 

values of the selected features for the Friedman data set are 0.433, 0.371, 

0.615 and 0.275, respectively. In the Treasury data set, the coefficient 

values are 0.992 and 0.995, respectively. It is observed that in the 

Friedman data set the correlation values are not as strongly correlated 

compared with the values in the Treasury data set which are very 

strongly correlated. This implies a reduction of the error value. 

 Dimension reduction and feature selection methods have been considered 

and used to reduce high dimensional data. Features discarding is 
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designed for features that do not contribute much to model performance 

and facilitation of model interpretation. For instance, it seems that 4 

features selected in the Friedman and 2 features selected in the Treasury 

data sets are already a small number of selected features. Therefore, all 

features may be required for a good model performance (even a small 

increase or decrease in the error value). 

 Feature selection methods can discard important information (some 

features). These methods remove features which are not correlated with 

the target features (feature relevance), but show a low degree of inter-

correlation among them (redundant feature). In other words, the feature 

subset is under-described. This will affect the model performance. 

5.6 Summary and Conclusion 

In this chapter, a new method is proposed namely Weighting Feature Selection 

(WFS) method. The proposed method is simple, flexible and reliable, employing two 

mechanisms for selecting a suitable number of features. These mechanisms are weight 

and intersection operators. The WFS provides a filtering approach as data pre-

processing with the aim of improving the prediction performance by minimizing the 

error rate and reducing the number of generated rules. 

Feature selection method is one of the most significant aspects in the knowledge 

discovery process. One of the major problems of the knowledge discovery models is use 

of high dimensional data. In this case, increasing dimensionality of data will effect 

negatively the model‘s performance and interpretability. The proposed WFS method for 

feature selection was found to perform effectively by robustly selecting a small number 

of features (feature subset). This subset is able to perform better on prediction tasks than 

a larger number of features (reduced noise). Experiments on several benchmark data 
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sets showed that this method is practical, much more robust and better than the results 

produced by Stepwise Regression (SR). Also, the results clearly confirm the great 

potential of the proposed method for enhancing the model‘s prediction in most cases. 
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CHAPTER SIX 

6 CONCLUSIONS AND FUTURE WORK 

6.1 Observations and Conclusions 

The research work presented in this thesis has investigated the design of a model 

for predicting a future value accurately. A new model related to a knowledge discovery 

process for predicting a future value was proposed. Extensive research has been 

conducted to build a prediction model in a particular domain. This study was focused on 

building a model to be applied in different benchmark data sets in a wide range of 

application domains. In addition, this model has been developed to tackle the problem 

of extracting association rules (useful knowledge) from a quantitative data. The future 

value prediction using a combination and adaptation of fuzzy clustering, multiple 

support thresholds and associative classification approaches were investigated. The 

performance of the proposed model was shown by conducting a set of experiments on 

benchmark data sets. Finally, a feature selection method entitled Weighting Feature 

Selection (WFS) was proposed. WFS considers as a data pre-processing, in order to 

improve the performance of the proposed prediction model by minimizing the error rate 

and reducing the number of generated rules. 

The first stage of the proposed Knowledge Discovery (KD) prediction model 

design presented in Chapter 3 includes the following steps: (1) quantitative data is 

transformed into fuzzy data by using Fuzzy C-Means (FCM) algorithm; (2) Fuzzy 

Association Rules (FARs) are extracted from fuzzy data by applying Apriori approach; 
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(3) FARs are filtered and stored in a Knowledge Base (KB); (4) Fuzzy Inference System 

(FIS) is used to command the KB for prediction in a particular application domain. 

In this context, FARs mining was applied based on the combination of the FCM 

algorithm and Apriori approach. Subsequently, the Apriori approach was utilized to 

extract FARs in the form of ―IF-Then‖ from fuzzy data. Next, those rules are filtered by 

considering only the rules where their consequent parts (―Then‖ parts) included a target 

attribute (dependent/output attribute), and then the filtered FARs are used for building a 

KB. 

Finally, FIS was used to command the extracted FARs that are stored in the KB. As a 

result, the prediction model in the first stage has been evaluated and validated using two 

case studies of different data set sizes in a road traffic management domain. This road 

traffic data has been generated using a traffic simulation model called the METANET. 

The experimental results using benchmark evaluation measures for error estimation 

have been used to compare two data sets of different size. One of the conclusions 

resulting from the experiments is that the data set of a large size produced better results 

with lower MAPE, NMAE, NRMSE and Uncorr than the results produced in the data 

set of a small size. 

FCM is one of the fuzzy clustering algorithms, which was employed in order to 

handle a quantitative data since association rule mining, in particular Apriori algorithm, 

fails to deal with quantitative data directly. Quantitative data is essential and important 

in the sense that it includes distinct values, which requires an efficient and simple 

techniques to transform it into fuzzy data. The result of FCM is to transform the 

quantitative data into fuzzy data. 

The second stage of this research, described in Chapter 3, was to improve the 

prediction model (KD model) of the first stage. The main advantages of the prediction 

model presented in the second stage are: (1) handling unbalance data through using 
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multiple support thresholds of Minimum Item Support (MIS) instead of using one single 

support minsupp threshold; and (2) finding the best and most diverse rules 

(representative rules) through proposing a method for rules diversification. 

The proposal in this study was to incorporate a diversification method as a 

supporting method within the prediction model. The advantage of this diversification 

method is to find the best and representative rules, for covering hidden and infrequent 

knowledge space. This enhances the ability of the prediction model to produce rules to 

cover the data set used in the model learning process. Hence, the prediction model has 

extracted useful knowledge (high quality and diverse rules) for predicting new input 

data cases of such data set. 

The prediction model in the second stage includes the following steps: (1) FCM was 

used to transform quantitative data into fuzzy ones; (2) Multiple Support Apriori 

(MSapriori) approach was employed for extracting FARs from fuzzy data; (3) a method 

for rules diversification was proposed in order to select the best and representative rules. 

The diversification method has utilized the sharing function technique used in multi-

objective optimization for clustering FARs. The representative rules are a small number 

of rules that cover data set cases, especially those cases of a low frequency in a 

particular data set; (4) the significant and representative FARs are stored in a KB; (5) 

FIS is used to command the KB for prediction in a particular application domain. 

The model in this stage has been applied in two case studies; the first case study was 

applied to a benchmark data set called Abalone, while the second one was applied to a 

data set in road traffic domain. This model has produced satisfactory results with lower 

MAPE as compared to other prediction approach as reported in the literature. 

It was observed that, the generated rules are highly dependent on the threshold values 

(such as Least Support (LS) and β values) used in the proposed prediction model. Thus, 
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the selection of an appropriate threshold value leads to the selection of a suitable 

number of rules. 

The experimental results show that the proposed prediction model can be applied to a 

wider range of application domains. The knowledge base contains diverse, useful 

knowledge and a reasonable number of rules. Therefore, the proposed model is reliable 

and helps the user/human expert easily to understand an application domain. 

It was noticed that employing a multiple support thresholds approach improved the 

results of the proposed prediction model. The main idea underlying this approach was to 

deal with an unbalanced data set and to tackle the problem of rare items, which aims to 

generate frequent patterns with rare items (attributes). The diversification method was 

an essential phase to select the best (significant) and representative rules, and then the 

representative rules are found by clustering the rules to ensure the diversity in the 

knowledge base. The significant and diverse rules make the prediction model more 

generic and reliable. Although using diverse rules is important to make the prediction 

model robust/generic, in some instances it might result in a slight increase in the 

prediction error value. It is observed from the experimentation that the best and diverse 

rules contribute to building a generic prediction model in a particular application 

domain to predict a future value for new input data case accurately. 

The third stage of this research study presented in Chapter 4, further 

investigations have been carried out to improve and develop the prediction model of the 

second stage. The outcome of the third stage is a new novel hybrid model for predicting 

a future value, namely Fuzzy Associative Classification Rule Mining (FACRM). This 

model adapts recent algorithms/approaches: (1) the improved Gustafson-Kessel (G-K) 

fuzzy clustering algorithm has been used to transform quantitative data into fuzzy data; 

(2) the improved multiple support algorithm has been utilized to extract the frequent 

patterns that contain the rare items (attributes) and to limit the combinatorial explosion 
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(uninteresting frequent itemsets); (3) the vertical data format scanning for fuzzy data has 

been adapted to improve the efficiency of the rules extraction process; (4) the 

associative classification approach has been employed for rules pruning directly; (5) the 

proposed diversification method used in the second stage was also applied in this stage. 

The hybrid model was tested on different benchmark data sets (14 data sets) from the 

University of California, Irvine (UCI) of machine learning and Knowledge Extraction 

based on Evolutionary Learning (KEEL) repositories. The effectiveness and 

performance of this model have been evaluated and validated using the following two 

experimentations with the common 10-fold cross-validation method.  

In the first experimentation, an empirical performance study has been conducted by 

comparing the proposed hybrid model with common and well-known existing 

prediction models, namely (Artificial Neural Network (ANN), Support Vector Machine 

(SVM), Stepwise Regression (SR) and Classification and Regression Tree (CART)). 

The common statistical measures were used in order to evaluate the results such as 

MAPE, MdAPE, RMSE and MAE. Also, Wilcoxon rank sum test was used to assess 

the statistical significance between FACRM and other models. The results showed that 

the proposed FACRM produced better results for the majority of the data sets among all 

prediction models. In terms of the number of generated rules, the results showed that, 

FACRM produces less number of rules in comparison with CART rule base model. 

In the second validation experimentation, a well-known benchmark problem called the 

Box-Jenkins problem of gas furnace data was used. This data has been used extensively 

for identification and modelling. The experiments were performed using two 

normalization methods for trustworthy comparison to other existing and well-known 

models in the literature. Furthermore, a comparative analysis demonstrated that 

FACRM is competitive with these exiting models in terms of MSE and produced fewer 

number of rules. 
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The proposed hybrid model features the following: (1) Fuzzy Classification 

Association Rules (FCARs) (or Fuzzy Rule Base (FRB)) discovered from fuzzy data 

directly, and improves the model‘s performance. In contrast with the FARs extraction 

process, FARs requires a filtration technique to select only rules that contain a target 

attribute in their consequent parts (right-hand side of the rules); (2) useful knowledge 

(rules) are extracted, i.e. extracting frequent patterns that contain rare items and avoid 

non-dominating rules; (3) the best and representative rules are determined and selected 

for reliable prediction. 

FCM was used in Chapter 3 while G-K algorithm was applied in Chapters 4 and 

5. It is worth mentioning that based on the test data sets and existing literature, both the 

FCM and G-K algorithm provide approximately the same results for determining the 

fuzzy sets. 

The limitations of the proposed model can be summarized as follows: 

 The proposed prediction model has been applied to a quantitative data set 

(numeric data). 

 The prediction accuracy deteriorates approximately in case of high 

dimensional (large data size) and outliers data. 

 High dimensional data and correlated data attributes have generated a 

large number of rules. This makes the prediction slightly slow by 

effecting the efficiency (performance and computational time) of FIS. 

 Tuning parameters and thresholds (such as minsupp, minconf, β value) 

have been necessary to check the prediction error value. Appropriate 

parameters and thresholds have to be selected based on a sensitivity 

analysis for each data set. 

Finally, towards performance enhancement of the proposed FACRM model, a 

new method has been proposed for feature selection (attribute selection) introduced in 
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Chapter 5, namely Weighting Feature Selection (WFS). The proposed method is based 

on two mechanisms; the mechanisms are weight and intersection operators. 

It is observed that, the proposed WFS method performed effectively by robustly 

selecting a small number of features (feature subset). This subset is able to perform 

better on prediction tasks than a larger number of features by reducing noise. 

The results obtained have demonstrated that WFS is practical and offers a potential for 

enhancing the model prediction in comparison to FACRM without WFS. A comparative 

analysis has demonstrated that using WFS as a filtering model (data pre-processing) 

implies better results than Stepwise Regression (SR). 

Regarding the effect of WFS on improving the prediction performance, it was found 

that WFS can reduce the prediction error value and minimize the number of generated 

rules. However, in some cases applied to some data sets the WFS degraded the 

prediction performance by increasing the prediction error value. Nevertheless, the 

proposed method produced satisfactory results by decreasing the prediction error value 

among overall data sets. 

In summary, an investigation into several approaches and methods to build and 

develop an effective and reliable model for prediction was proposed and experimented 

in this thesis. Further investigation was carried out to develop a method for feature 

selection in order to improve and enhance the proposed prediction model. 

6.2 Future Work 

Some suggestions for future work that can be built from the research outcomes 

presented in this thesis are as follows: 

 In the proposed prediction model in Chapter 3 and Chapter 4, it was 

assumed that the maximum cluster number is set to be four clusters (four 

fuzzy sets were used for each attribute) to reduce the complexity of the 
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prediction model and FIS. It would be interesting to enhance the 

proposed prediction model through the clustering validation measure. 

Several methods have been proposed in the literature to measure validity 

of the number of fuzzy clustering. Xie and Beni (XB) (Xie and Beni, 

1991) is one recommended clustering validity measure that could be used 

to verify the number of fuzzy clustering in the improved G-K or FCM 

algorithms. The minimum value of XB is the optimal clusters number. 

 The current clustering algorithms are not always able to find the optimal 

fuzzy sets. Thus, further enhancement for the current prediction model 

can be gained by using a dynamic adjustment and tuning the membership 

functions of the fuzzy sets, which can be achieved using Genetic 

Algorithm (GA). The importance of the rules (knowledge) quality 

depends on the superiority of the membership functions, with the 

purpose of reflecting more accuracy on the discovered knowledge. 

Improving the performance of the membership function is achieved by 

adjusting (tuning) the fuzzy set, which optimizes the range of the fuzzy 

sets to find a suitable membership function (Kaya and Alhajj, 2003, 

Hong et al., 2010, Hong et al., 2006, Chen et al., 2008a, Chen et al., 

2008b). 

 In a supervised learning approach, the target attribute (output attribute) is 

determined as a special attribute called label. In case the label value is 

discrete or category, it is called the class label and hence the task applied 

is called classification. Otherwise, if the label value is continuous, then 

the task applied is called regression. The proposed prediction model in 

this thesis employs a supervised learning approach using the target 

attribute (label) of continuous values. It is worth investigating the 
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performance of applying the proposed prediction model to a 

classification problem with some modifications. The modifications can 

be accomplished by developing an effective method for ranking the 

extracted rules in order to build a classifier model. A classifier model can 

be constructed by two phases. In the first phase, the rules are generated 

by utilizing Fuzzy Associative Classification Rules (FACR) algorithm 

presented in Section 4.4.1. In the second phase, the rules are ranked and 

evaluated by developing an effective method to find out the 

representative (coverage) rules from a training data (Thabtah et al., 2005, 

Pach et al., 2008). 

 The proposed Weighting Feature Selection (WFS) method has been 

experimented for data sets with up to 22 features. However, further 

performance analysis of the WFS method would be interesting using 

extensive experiments for very high dimensional data sets with a very 

high number of features. In addition, the proposed prediction model has 

been applied to complete data sets but not for the data set with missing 

values. It would be interesting to investigate the proposed model for 

some data sets including missing values. 

 It would be interesting to further investigate the performance of 

computational cost, which can be improved by incorporating and 

adapting a Frequent Pattern Growth (FP-Growth) approach. This 

approach stores the database in a condensed form (see Section 2.3.3), in 

order to improve the candidate itemsets generation process. 

 The experimental results carried out on this thesis have shown the 

effectiveness and reliability of the proposed prediction model in several 

data sets of different application domains. Further studies can be 
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conducted by investigating the performance of the proposed prediction 

model in other wider problem domains. In addition, the proposed feature 

selection method and prediction model in this thesis facilitate KB 

building process, which can provide a basis for a Decision Support 

System (DSS) for an application area. 
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