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Abstract— This paper proposes two frequency offset estimation
algorithms for the uplink of an Interleaved Frequency-Division
Multiple-Access (IFDMA) system. One algorithm performs es-
mation in the frequency domain and the other in the time domai.
Both algorithms are based on the maximum likelihood estimabn
(MLE) principle and use knowledge about pilot symbols. IFDMA
utilizes a block-interleaved frequency allocation scheméo exploit
the frequency diversity of the channel. In the presence of &-
quency offsets between users, multiple-access interferan (MAI)
appears, which has a negative impact on existing frequencyffset
estimation algorithms. The proposed algorithms are robustsince
a special construction of pilot symbols allows to exclude aatge
amount of MAI in the presence of frequency offsets between
users. As a result, the proposed time domain frequency estiation
algorithm outperforms the frequency domain algorithm and all
other known schemes.

I. INTRODUCTION

Orthogonal frequency-division multiplexing (OFDM) hassbe

new user entering the system, as in [10]. The algorithms use
pilot symbols and exploit the signal structure of IFDMA for
maximum likelihood frequency offset estimation. As in [L0]
we assume that the other users have been acquired and
aligned to the base station reference. The obtained freguen
estimation is returned to the mobile terminal via downlink
control channel and is used to adjust the mobile terminal
carrier frequency.

We use the following notation: variables denoting signals i
time domain are written in small letters, variables dergtin
signals in frequency domain are written in capital lett&msld
variables designate matrices or vectors.

The remainder of the paper is organized as follows. Section
Il introduces the IFDMA scheme. In section Il time and
frequency domain algorithms for frequency offset estiorati
are presented. Simulation results are discussed in selation
and, finally, section V concludes the paper.

accepted for several wireless multiple-access systergs, e.

IEEE 802.16 [1] and the wireless LAN 802.11 family [2].
Combining OFDM with FDMA [3] results in orthogonal

Il. INTERLEAVED FREQUENCY¥DIVISION MULTIPLE
AcCESS(IFDMA) SCHEME

frequency-division multiple access (OFDMA) [3], which is dn the following, IFDMA is described as a special case of
promising approach for mobile radio uplink transmissiom. AOFDMA-CDM. For additional descriptions of the IFDMA
alternative to OFDMA is IFDMA which has been introducedcheme refer to [5]. The standard OFDMA-CDM [7] uplink

in [4] and described in detail in [5]. Recently, IFDMA attath

transmission system is able to support ugdtsimultaneously

significant importance and is considered as an air inteetive users. The number of active users is definedl as. K.
face candidate for 4G mobile communications [6]. IFDMAEach OFDMA-CDM useti = 1,..., N,, performs a blocked

is equivalent to an OFDMA-CDM [7] scheme with blocktransmission of) complex-valued symbol&é”,q =1,...,Q,
interleaved frequency allocation and Fourier spreadirlg [&hich are assumed to be equally likely and are taken from
Compared to conventional OFDMA, IFDMA seems more athe underlying modulation alphabet. The duration of onexdat
tractive due to its lower complexity, since IFDMA requires n symbol dﬁj) is Ts. The @ symbols are arranged to build the

discrete Fourier transform (DFT) at the transmitter. Moo

IFDMA shows a significantly lower peak-to-average power

ratio (PAPR) than conventional OFDMA.

Like OFDMA, IFDMA is very sensitive to timing and carrier symbol vectord®
frequency offsets [9]. In IFDMA and OFDMA uplink sys-
tems, frequency offsets between mobile users and the b%
station cause MAI. Several studies have been accomplis

to estimate the frequency offset in OFDMA uplink systemg,
Recently, Morelli presented a joint timing and frequencg(i)

symbol vectord® of useri

d® = (d{",d5",....dY). (1)
is first serial-to-parallel converted.
Then, a code-division multiplexing (CDM) component is in-
uced by spreading each symbol with a different sprepdin
ecq,g=1,...,Q, of lengthL > @ and adding together
resulting@ chips. After summation, the resulting vector
can be represented by

offset estimator for OFDMA uplink systems, which uses a

block-interleaved subcarrier allocation [10]. This sclealies

on the repetition of fixed pilot symbols and the frequency

estimator is derived from ad hoc reasoning.

Q
sg):ch’q-dtgi),nzo,...,L—l, (2)
qg=1

In this contribution, we propose a frequency domain andveherec, , is the n-th component of the spreading codg,
time domain algorithms for frequency offset estimation of @ = 1,...,Q. Usually, Walsh-Hadamard (WH) codes are
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utilized for the spreading. Finally, an inverse DFT (IDFTwheren is a vector of white Gaussian noise samples #fd
with user-specific frequency mapping is performed for thgenotes the diagonal matrix of user frequency offsets
row vectors"). Block interleaving achieves optimal frequency ) . (i) (1.)

diversity, since it distributes th& chips of the@Q symbols of £ = diagfe®™ /N L 2T (6)
user: equally over the whole transmission bandwidth. Note, (6), ¢
OFDMA-CDM exclusively assigns to each of théusers a set
of L frequencies out of all possibl&, = K L subcarriers. If
all subcarriers assigned to useaare uniformly spaced over the

i), refers to the frequency offset of usenormalized
to the subcarrier spacing, such tHalt)| < 1. The channel
matrix h(®)

whole available transmission bandwidth at a distadggL, R @ gL 0
. . o 3) ; 1 _ M i
the time domain transmit 5|gnaf ,0=0,...N.—1, obtained o B .ope
after the IDFT operation in the transmitter, can be repriesen ~ (i) ! M @)
by = : : " : : :
o a1 KD 4 e o ... x WY o
1) _ jN—:Z ,i jT"n. 3 (i) (%)
T € \/ﬁcn:osn € 3) 0 0 ey .. hy

is the N. x N, right circular matrix whose rows are cyclically
As in standard OFDMA, a guard interval larger than the maxhifted versions of the vectdr® . The vectorh(*) is obtained
imum channel delay is added as a cyclic prefix in OFDMApy appendingV, — M zeros toh(®).
CDM in order to avoid interference from preceding OFDMADefiningW as anN, x N, DFT matrix, the frequency domain
CDM transmission symbols. representation of the received signal vegtaran be written as
IFDMA as a special case of OFDMA-CDM can be realize = Wy. The L elements,,;x1;,n =0, ..., L—1, of vector
if a fully loaded system, i.eL = (@, is considered and Y determine the data symbols of useon the L subcarriers
Fourier codes (instead of WH codes) with components = 1K

;27
{e7e™yn =0,....,L—1,q = 1,...,Q, are used for y = _ @ () + ZZH(M sk _
. . . . n 7 — L4, i°n v v vK+k—nK—i
spreading. In this case, the Fourier codes for spreading and " i 0 o0 ket Kk "
the rotation factors of the Fourier transform cancel out and ke

the transmit signal given in (3) reduces to

, (8)
where the fading coeﬁicientﬂfﬁwi,n =0,...,L — 1,
2P = R ) dl(zr?nodL’Z:Ov"-aNc_L are obtained by DFT transformation of matrix'*). The

~—— coefficientsI{" depend on the frequency offsef) and are

user specific phase factOR . —— :
transmitted chips given by [11]

(i) iz 1

Comparing (4) with [4] [5] it follows that IFDMA is equivalén L) = N, sin = (u + )
to OFDMA-CDM with block interleaved frequency allocation T Ne
and can be completely generated in the time domain withdTie first term in (8) represents the useful data of usand
using the Fourier transform. The time domain generation tife second term can be considered as MAI caused by the
IFDMA uses compression and repetition as described inldetiiequency offsets.
in [5]. Note, the multiplication with the user specific phase
factor in (4) ensures the user discrimination by assignmg t !/l M AXIMUM -LIKELIHOOD ALGORITHMS FOR
each usei a set of subcarriers orthogonal to all other users’ FREQUENCY OFFSETESTIMATION
subcarrier sets. The duration of the resulting chi;é@ is In this section, we propose two novel algorithms for frequyen
T,/K. offset estimation which are based on the maximume-likelthoo
In the following, we assume transmission over a timegsrinciple. The algorithms can be applied to both IFDMA and
dispersive mobile radio channel described by its impulse r@FDMA. One of the algorithms performs estimation in the
sponse vectoh() of dimension)M with components,,,,m = frequency domain whereas the second performs estimation in
1,..., M. By inserting a guard interval with a length nothe time domain. We assume a transmission scheme where
less thanM at the transmitter, we can convert the lineaseveral transmission symbols are grouped into a transmissi
convolution of the transmitted symbol vectaf” and the frame and where several pilot symbols at the beginning of
channel impulse responde” into a circular convolution. each frame are available for frequency offset estimation.
Therefore, the orthogonality between the subcarrier séts Krequency offset estimation is performed in two steps. & th
different users is maintained. The received signal vegtor first step, the MAI within the pilot symbols caused by the
after guard interval removal can be represented by frequency offsets is reduced. In the second step, the actual
p maximum-likelihood frequency estimation is performedt&o
i s . reducing the MAI within the pilot symbols prior to perforngin
y = fOhOx + Zf(k)h(k)x(k) T, () the frequency estimation improves the performance of the
’7;% considered algorithms and makes them robust against MAI.

1

ejTr(lfN—C)(UﬂFe(i)) (9)




Reduction of MAI the following. Thus, we omit the subscrifitin the rest of the
The reduction of MAI within the pilot symbols is achieved?@Per.

by applying additional spreading in time direction. ForsthiFrequency offset estimation in the frequency domain

purpose, we divide theé< possible users, ¢ = 1,...,N,, Lo . .
into groups of P users and assign to each usea unique For frequency offset estimation we consider those sulrarri

orthogonal spreading code®), v = i mod P, of length P which are used for transmitting the chips of user #1.

e.g. a Walsh-Hadamard codefif is a power of two. Starting Additionally, we consider one adjacent subcarrier for each
with a known transmit signal vectat®), altogetherP pilot transmitted chip. The vectdr,, which consists of the received

symbols for usef are constructed by spreadis§ with b(*), yalges for the considered subcarriers, has a length/.oand
v =i mod P, in time direction. As a result, the-th received 1S 9iven by

g!ot symboly,,u=1,..., P, can be written according to (5) Y, = {Yi1, Yo, .. R ATy Yr,(L_1)K+2}T~ (14)
Moreover, we introduce the vector of fading coefficieEtgor

K
V= f(i)fl(i)x(i)bfj mod P) Zf(k)fl(k)x(k)bfﬁ modP) 4 p,  subcarrriers, where chips have been transmitted. Note that
the vectorH is unknown at the receiver. The equation which

k=1 _
ke describes the relation between vedbrandY, can be written

(10)
MAI reduction can be performed in frequency or time domaiff> Y. — 8(oH 15
For the frequency domain estimation, the DFT operation must r=0(c)H +n, (15)

be applied first. After DFT operation, the obtained freqyencyhere 6(¢) is a 2L x L-dimensional matrix, which is deter-

domain vectorY,, = Wy,,u = 1,..., P, is placed in a mined by the frequency offset coefficients given in (9)

P x N. - dimensional matrix as theth column. Despreading

is performed by multiplication of the obtained matrix withet Iy Ig . Ik S1

spreading codb(* M4 F) and results in a new vectdf, which I, Ixcr oo Teng-n || %2

can be represented as 0(c) = I i Iy In-9)k | @)
Y ={Y1,....Y,,...,Yp}blimd ) (11) : : :

Assuming that the channel coefficients remain constant at To-mk—1 oo Tk = SL

least for the P pilot symbols Y, = 1,...,P, allows oy task is to estimate the frequency offgeéxploiting the

us to simplify (11). As a result, we obtain the elements yectorY, and equation (15). An ML approach can be utilized
Ying4i,n=0,...,L—1 of vectorY;, which determine the for this purpose. We build a trial function and variate

data symbols of useras Initially, we keepé constant and try to find the estimatidi
Yinki:i = P? {Hle}(+i57(~j)Iéi) (12) for the unknown vectoH. The ML solution is given by [12]
-1 H=[07(€)0(e) 10" ()Y, 17)
+ VZ:O IZ;{ Hz(/l;3+k5(vk)I”K+k‘"K‘i] Substituting (17) into (15) and maximizing with respectéto
" (k mod P)=(i mod P) produces the trial function of ML estimateof the frequency
k#i offset e

A comparison of (12) with (8) reveals that in (12) the amount
of MAI is significantly reduced. Especially, the interfecen
:‘rr]or(nlg)leZli/lgrlegségrhbac;]rlr;%;;k:i:sargﬁzvf (Er?;ptlﬁ;e')cior:frfri]g\éizgs algorithm is referred to as the FD in the following. The
in (9) degrade ra;;idly with increasing, which means that e_llgorithm requires an one—dim_ensional search over the
the significant interference contributior; due to the framye pPSSIbI? range fO.E' .Moreover, the inversion of .am; X L-

. . . dimensional matrix is needed. The next step is to develop
offset stems from the neighboring subcarriers.

. L L practical and simple algorithm for the estimateof the
MAI reduction can also be performed in time domain witho tequency offsets:, in the time domain without any exhaustive
DFT operation. The time domain signg| can be written as q Y ' y

search.
= {1 Vi pi mod P), 13
Yoy Y oypd (13) Frequency offset estimation in the time domain
and is used, in the following, for frequency offset estimmati g s ccessful reduction of the MAI
in time domain. : i . . . received signaly,, obtained in (13), is used for frequency
Thus, the MAI-free signal of useris obtained either in (11) J«cot estimation. For this purpose, the sigyalis divided
or in (13), where the influence caused by the frequency offs'ﬁ{o K subgroupsy, k = 1 K. The elements-y, .1 —

(@) j ' ;
€S reconstruc'ged on thav subcarrlers. . 0,...,L —1 of each subgroug: can be defined as
For the sake of simplicity, but without loss of generalitplyo

the frequency estimation for user #1 1) is considered in Thm = YrkLyne 2T (RLFMI/Ne (19)

¢ = argmax Y 0(?) [eH(g)e(g)} ToteY. (18

the time domain



where y pr4n.k = 1,...,K,n = 0,...,L — 1, are the System Parameters

H —j27 (kL /N .. . . . .
elements of the vectay;. The rotating phase 727 ("E+m)i/Ne 1o yansmission system under investigation has a banwidt

is added in (19) in order to eliminate the influence of the Use§t 2 MHz and the carrier frequency is located at 5 GHz.
specific phase vector. Note, for the considered user #1, we hgne sampling interval if, = 0.5us. The total number of

i=11in (19). subcarriers isV, = 256. The resulting subcarrier spacing is
A closer analysis reveals that due to the repeating streictyr.81 kHz. The spreading length is set fo= 32 and the

of the IFDMA time domain signal in (4) and the property ofotal number of users i& = 8. All users are assumed to be
the right-circulant matrix in (7), the obtained groups i®)1 perfectly aligned in the time direction. This can be conside
experience exactly the same influence of the transmissigs a realistic scenario, since for each user, the start of the
channel. transmission is determined by the instructions transohftiem

If K is even, the obtained subgroups can be arranged in ti@ base station via the control channel.

one-row matriceg,; and¢, such that

Channel Model
¢, = {Fel . 7ri’;{/2}, (20) For the simulations, a multipath channel model is consitiere
¢ = [f 7 v} which consists of a tapped delay line withh = 11 statistically
2 - K/2+1 2 K/2+10 0 T K D independent Rayleigh fading taps. The average power fdr eac
and the following expression is valid channel componernt,,,m = 1,..., M, is modelled as
E{|hm|?} = —m +1 (dB). (24)

Gy = eijl- (21)

Additionally, the average channel attenuation is nornealito
unity in our simulations. For each simulation run, a channel
gpapshot is generated which is kept constant for Eheb-
erved pilot symbols. The maximum frequency offsgly is

.15, which corresponds to a mobile speed greater than 200
m/h. In particular, frequency offsets are modelled as doan
variable with uniform distribution ovef—emax, €max-

The obtained vectors have lengi</2 and differ only by a
constant value, which is determined by the frequency offs
Therefore, ife is determined using the observation in (21), ig
is possible to obtain an accurate estimation even if theebffsk
is too large for successful data demodulation.
As shown in [13], the MLE can be written as
System Performance

H
e L1 1 S1GGr) (22) We evaluate the performance of both the TD and the FD
m %{CQC{{} ’ algorithms in terms of the mean square error (MSE) of the
frequency estimates and the standard deviation of such an
where operators¥(xz) and £(z) denote real and imaginary estimate.
part of z, accordingly. In Fig. 1, the standard deviation of the estimate is simdlate
The following remarks are of interest: for different values ofP. Only user #1 is active an&/,, = 1.
. . . . .The theoretical curves are plotted according to (23). Ahhig
« Functiontan™" can be approximated by its argument |fS : : .
¢ is small enough. NR valueg, s[mulatlon results perfectly match the thémabkt
. . . gurves, validating our approach.
o The solution presented in (22) does not require know]-"_. .
. ) In Fig. 2, a performance comparison between the TD and the
edge of the channel state information. Lo : .
.y S . FD frequency estimation algorithms is presented. As a resul
» The limits of the estimation given by (22) afte < 0.5 . .
S ; . the TD algorithm outperforms the FD algorithm. The reason
which is half of the subcarrier spacing. df> 0.5, the ; . . ; ;
expression (21) is no longer valid for each subgraup for that is that in the FD algorlthm the trial function .(18)sha
a flat dependence of and is easily affected by noise. The

When this happens, the estimate given by (22) becom;Seesrformance of the FD estimation algorithm degrades rapidl

useless. since flatness in (18) increases with decreasing
o The standard deviation of the estimétean be addressed . ) . .
as follows In Fig. 3, the MSE of the proposed TD frequency estimation

) algorithm is compared to the reduced complexity frequency
var(é) (1) i7 (23) estimator (RCFE) proposed in [10]. The MSE is simulated
) ~yLP as a function ofemay. It is stated in [10], that RCFE is
equal to the frequency estimator proposed in [13] for the
case of P = 2. We have compared the performance of
RCFE and the TD frequency estimation algorithm for the
IV. SIMULATION RESULTS realistic scenario, where all users are active i/é,, = 8.
The SNR is 14 dB. As a result, the proposed algorithm
The performance of the proposed frequency estimation algmitperforms RCFE. The TD frequency estimation algorithm
rithms is investigated by computer simulation in a freqyencperforms equal to RCFE, Hnax is low. With increasingmax,
selective fading channel. The following assumptions ardana MAI also increases and the performance of RCFE degrades

where~ represents the signal-to-noise ratio (SNR).
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(7]
rapidly. In contrast, the performance of the TD frequency
estimation algorithm remains nearly constant. The main palg]
of MAI comes from neighboring users, which influence can

be completely eliminated by the proposed additional spngad [
in time direction.

V. CONCLUSIONS (10
Two novel frequency offset estimation algorithms for uklin 1]
IFDMA systems have been proposed. Both algorithms expkglt
the knowledge of pilot symbols and allow maximum likelihood
estimation of the frequency offset. The TD frequency estimb
tion algorithm does not require exhaustive search and gesvi (13
higher precision than the FD frequency estimation algorith
Due to the special construction of the pilot symbols, the
proposed TD algorithm is robust to MAI caused by frequency
misaligned users. It has been shown that the proposed TD
algorithm outperforms the RCFE algorithm proposed in [10].
The TD algorithm can also be applied for OFDMA uplink
scheme with block-interleaved frequency allocation.
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