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Abstract

Model-based Human Upper Body Tracking using Interest Points

in Real-time Video

by Alireza Dehghani, M.Sc.

Vision-based human motion analysis has received huge attention from researchers be-

cause of the number of applications, such as automated surveillance, video indexing, human-

machine interaction, traffic monitoring, and vehicle navigation. However, it contains several

open problems. To date, despite very promising proposed approaches, no explicit solution

has been found to solve these open problems efficiently. In this regard, this thesis presents

a model-based human upper body pose estimation and tracking system using interest points

(IPs) in real-time video.

In the first stage, we propose a novel IP-based background-subtraction algorithm to seg-

ment the foreground IPs of each frame from the background ones. Afterwards, the foreground

IPs of any two consecutive frames are matched to each other using a dynamic hybrid local-

spatial IP matching algorithm, proposed in this research.

The IP matching algorithm starts by using the local feature descriptors of the IPs to find an

initial set of possible matches. Then two filtering steps are applied to the results to increase the

precision by deleting the mismatched pairs. To improve the recall, a spatial matching process

is applied to the remaining unmatched points.

Finally, a two-stage hierarchical-global model-based pose estimation and tracking algo-

rithm based on Particle Swarm Optimiation (PSO) is proposed to track the human upper body

through consecutive frames. Given the pose and the foreground IPs in the previous frame and

the matched points in the current frame, the proposed PSO-based pose estimation and tracking

algorithm estimates the current pose hierarchically by minimizing the discrepancy between the

hypothesized pose and the real matched observed points in the first stage. Then a global PSO is

applied to the pose estimated by the first stage to do a consistency check and pose refinement.
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Chapter 1

Introduction

This sky where we live is no place to lose your wings, so love, love, love.

HAFEZ, 14TH CENTURY, PERSIAN POET.

This chapter introduces the central concept of the research and provides a high-level ex-

planation of the motivation and approach for the research. In Section 1.1 this field of research

is reviewed briefly. Then, the motivation behind this thesis is presented in Section 1.2. The

significance and contributions presented in this work are summarized in Section 1.3. Finally,

Section 1.4 outlines the thesis contents.

1.1 Research Review

Human motion analysis has been one of the most challenging and active research topics in

Computer Vision (CV) for more than 30 years. This strongly growing interest has been moti-

vated by its inherent complexity as well as its number of existing and forthcoming applications,

such as automated surveillance, video indexing, human-machine interaction, traffic monitor-

ing, vehicle navigation etc. (Yilmaz et al., 2006). Factors such as the speed and price of the

existing technologies, and the eagerness of the market for security products have increased

this attention towards making human motion capture and analysis automatic and as reliable as
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possible. The number of papers presented in conferences, journals, workshops as well as the

size of budgets, which have been assigned to this research field by funding agencies, prove its

importance (Moeslund et al., 2006).

This field of research deals with the analysis of images involving humans. Theoretically,

it could involve the analysis of every detail in the movement of the Human Body (HB) from

facial movements to changes in the skin due to tightening the muscles (Poppe, 2007). How-

ever, in practice only the larger limbs, which make up the articulated human body, are dealt

with. Among others, face recognition, hand gesture recognition, whole/partial body track-

ing and activity recognition are some of the most active research topics of this field (Gavrila,

1999). Nevertheless, some other topics such as eye gaze tracking and recognition, head pose

estimation, gait analysis are investigated also by researchers. The main purpose of this thesis

is Human Upper Body (HUB) pose estimation and tracking. The methodology of research in

this topic is affected by several parameters such as (Moeslund and Granum, 2001):

• The limb or limbs to be tracked.

• The type of sensors which capture the motion (visual light, infra-red, range data, etc.).

• The number and structure of sensors.

• The method of tracking, model-based versus model-free methods (which are also called

appearance-based or view-based methods).

• The number of people to be tracked.

• The tracking environment (indoor versus outdoor).

• Tracking in 2D versus 3D.

Despite the huge amount of work which has been done in articulated pose estimation and

tracking, it is still a largely unsolved problem due to the challenges it faces. These challenges

can be divided as follows (Moeslund et al., 2011):

• The human body is an object with variable visual appearance in the image.

2
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• The illumination condition is variable with the time and environment.

• The physics of the human body is not fixed and changes from person to person.

• Partial occlusions by the human body itself or the objects in the scene.

• Non-linear and complex structure of the human body skeleton.

• The pose space is fairly high-dimensional due to the high number of degrees of freedoms

(DoFs).

• Image acquisition implies the loss of 3D information.

All the above factors are important challenges in this field. However, the lack of 3D

information is more important than others. Observation from multiple cameras and sensors

tackles this problem to an extent and makes the articulated human body pose estimation and

tracking more feasible, particularly in practical use. Nonetheless, the single camera strategy

is still the focus of research despite it substantial challenging nature (Moeslund et al., 2011),

because:

• The depth information can be calculated using the single camera (Saxena et al., 2007).

• Monocular computer vision approaches requires less computational cost, because only

one camera is processed at each frame.

• Stereo-based depth calculations imply a high-cost matching process, which is even more

challenging in low light and/or low resolution situations and results in noisy and low-

resolution depth maps. So, monocular techniques would be an affordable solution in

these situations. As an instance, Crivellaro et al. (2014) proposed a monocular-based

approach for tracking specular and poorly textured objects, which only requires a stan-

dard monocular camera and has no need for a depth sensor.

• In no-occlusion situations, which are the objective of this thesis, a single camera can be

used to handle even the 3D movements.

3
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In order to make tracking easier, and more feasible, and tackle some of the above men-

tioned challenges, different types of constraints can be imposed on the motion. The appearance

of the target, the light condition of the environment, the length of time which the person is in

scene, the number of people in the scene, the background colour and contents, are some of

these constraints, which influence the direction of the approach (Yilmaz et al., 2006). Accord-

ing to Moeslund and Granum (2001), the typical assumptions, which apply constraints on the

conditions of motion, are divided into movement and appearance assumptions. Table 1.1 sum-

marizes the typical assumptions which apply constraints on the conditions of motion in ranked

order according to their popularity.

TABLE 1.1: The typical assumptions made by motion capture systems listed in ranked order
according to frequency, adapted from (Moeslund and Granum, 2001).

Assumptions related to movements Assumptions related to appearance

The subject remains inside the workspace

E
nv

ir
on

m
en

t

Constant lighting

None or constant camera motion Static background

Only one person in the workspace at the time Uniform background

The subject faces the camera at all time Known camera parameters

Movements parallel to the camera-plane Special hardware

No occlusion

Su
bj

ec
t

Known start pose

Slow and continuous movements Known subject

Only move one or a few limb Markers placed on the subject

The motion pattern of the subject is known Special coloured clothes

Subject moves on a flat ground plane Tight-fitting clothes

According to Yilmaz et al. (2006), the task of human motion tracking is classified into

three key steps: detection of the target in the scene (sometimes referred to as ”separating fore-

ground from background”), tracking the detected object or objects, and analysing the tracked

movements to understand them and recognize some pre-defined actions. Similarly, Moeslund

and Granum (2001) categorize it into initialization, tracking, pose estimation, and recognition.
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Fig. 1.11 shows a human motion tracking example and its different stages, adapted from (Man-

zanera, 2009). In comparison to most research work, which emphasises just one or some of

these steps (Moeslund and Granum, 2001), industrial research is supposed to cover almost all

of the steps. This thesis, which has been supported by Movidius2, an Irish company active in

the Mobile Vision Processor field, seeks to carry out a human upper body pose estimation and

tracking in the presence of some constraints which will be described in the following sections.

FIGURE 1.1: A human motion tracking example and its different stages, adapted from (Man-
zanera, 2009).

1.2 Motivation

Different types of commercial human motion-capture analysis systems (marker-based and

marker-less) have been proposed in recent years. Some of them, such as Motion Capture

1Human motion analysis: Tools, models, algorithms and applications http://perso.ensta-paristech.fr/
˜manzaner/Download/Tutorials/Tutorial_HumanMotion_LACNEM09.pdf

2Movidius: http://www.movidius.com/
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(MoCap)3 and Vicon4 can capture human movements at a very high frequency rate with an ac-

ceptable level of accuracy, which is good for industrial applications such as the film industry.

However, mostly they do not have an affordable price to be used in general by people in mobile

and wearable applications. Moreover, they force the user to wear some special clothing and

even operate under multiple permanently installed cameras in specific locations like studio en-

vironments. In comparison, some others, like Kinect5 by Microsoft, satisfy home application

users, particularly in gaming, by their price. However, they use different types of sensors like

laser cameras for capturing the 3D movement, which makes it infeasible to be used in mobile

and wearable devices in terms of the size and energy consumption.

By contrast, the new trend in this context is using sensors with an affordable power con-

sumption and price rate as well as with high frame rate capture capability. It is becoming

more popular in a diverse range of applications from home computers to mobile phones and

wearable devices. In this regard, a single sensor like most of the traditional vision based de-

vices, multiple sensors of the same type such as Google’s Project Tango6, or a combination

of different sensors like Amazon’s fire phone7 can be used. Embedded platforms like Movid-

ius’s Myriad18 and Myriad29 offer very low power consumption rates in a stereo-vision-based

framework for realizing affordable and efficient vision-based intelligent devices and systems.

This new trend started a new era a few years ago and has tackled the dependency on mark-

ers and specific studio-like environments using expensive devices. However, motion tracking is

still a challenging task, which has not been solved yet and there are a number of hard and open

problems. The high dimensionality of the human body, its fast movements, self-occlusion, and

occlusions by other objects or people, illumination changes of the environment are some of

the problems which researchers are still trying to solve.

3MoCap: https://www.xsens.com/tags/motion-capture/
4vicon: http://www.vicon.com/
5Kinect for Xbox One: http://www.microsoft.com/en-us/kinectforwindows/
6Project Tango: https://www.google.com/atap/projecttango/#project
7Amazon Fire phone: http://www.amazon.com/Fire_Phone_13MP-Camera_32GB/dp/B00EOE0WKQ
8Movidius’s Myriad1: http://www.movidius.com/our-technology/myriad1/
9Movidius’s Myriad2: http://www.movidius.com/our-technology/myriad-2-platform/
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In this work, we are seeking a robust pose estimator and tracker in a monocular scenario

based on interest points (IPs) to estimate and track the pose of the upper body of a person in

an indoor environment under slight changes of illumination. The underlying system aims to

estimate and track 3D movements in a 2D pose space. As mentioned earlier in this chapter,

this thesis is an industry-supported research and covers all the steps in the process that would

be required for industrial implementation. The detection of a person as the foreground object

– a process, which is named background subtraction (BGS) - will be done first. Model-based

human upper body pose estimation and tracking (HUBT) by means of IP matching between

the consecutive frames is the next goal of this thesis. We examine the efficiency of using the

IPs for the task of human body tracking (HBT). Owing to the limited time we have had in this

research, due to covering all the steps from BGS to pose estimation, the occlusion problem has

not dealt with in this research. Similarly, we will not consider the pose initialization process

in this work. Instead, we suppose the initial pose is available and we focus on estimating the

pose of the subsequent frames using the IPs in a Particle-Swarm-Optimization(PSO)-based

framework. Nevertheless, we have designed an automatic pose initialization algorithm as well

as some other future works, which will be discussed in Chapter 6. Our proposed model-based

human upper body pose estimation and tracking system is illustrated in Fig. 1.2.

Due to the lack of a suitable ground-truth dataset for comparing the efficiency of different

stages of our proposed system (Chapters 3-5) with the other works, a test video containing

a person acting in front of the camera with a range of pose changes captured from a static

camera is used in this regard. However, the BGS algorithm of Chapter 3 will be compared

with the popular Wallflower dataset (Toyama et al., 1999). In terms of the frame rate of the

test video, we aimed to maintain the smoothness or small inter-frame motion assumptions,

which are valid to assume in human body tacking (Herda et al., 2000). The test video has been

captured with 15 frames per second. Increasing the frame rate would help the proposed system

because it would increase the inter-frame motion smoothness, while decreasing the frame rate

would violate the assumption which will cause failure in the system. Experimental results for

the frame rate are presented on p. 159.
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FIGURE 1.2: Framework of our human upper body pose estimation and tracking system.

1.3 Significance and Contributions

This thesis makes three major contributions as well as a few minor contributions to the field of

computer vision. These contributions, which constitute sequentially the proposed model-based

Human Upper Body Tracking (HUBT) system, are:

• IP-based Background Subtraction (Chapter 3): the first major contribution of this

thesis is a novel IP-based background subtraction algorithm, which can be used in any
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IP-based tracking application beyond our project. Current Background Subtraction al-

gorithms are mostly pixel-based methods. We propose an IP-based BGS approach ap-

plicable in IP-based CV applications.

Briefly, based on a block-wise processing strategy, the frames are divided into blocks of

the same size. The IPs inside each block are treated together as Events. Throughout the

frame sequence, the algorithm stores the Events in each block as well as the numbers of

their occurrences (Repetition Index (RI)) in a Binary Tree. The RI is used then to classify

Events as either background or foreground. The background Events appear significantly

more often than foreground Events. Events with an RI greater than a certain threshold

are classified as background, the rest as foreground. This Event classification is used to

label IPs of frames into the foreground and background IPs (BG-IPs).

• IP-matching (Chapter 4): following the BGS algorithm, we propose a dynamic hybrid

local-spatial IP matching algorithm, which is used to match the foreground IPs of any

two consecutive frames. This algorithm finds an initial set of possible matched pairs us-

ing the local feature descriptors of the IPs. Then, two cross-checking and displacement-

checking filtering steps are applied to the results to increase the precision by deleting

the mismatched pairs. The spatial matching stage, which uses the spatial relation be-

tween IPs, is applied then to the remaining unmatched IPs to improve the recall, while

holding the precision at the same level. Two different spatial matching strategies, i.e.

graph-based and the Shape-Context-based, have been developed for the second stage of

the IP matching algorithm.

• Model-based Human Upper Body Tracking by means of PSO (Chapter 5): the fi-

nal major contribution of this work is a two-stage hierarchical-global model-based ar-

ticulated human upper body tracking approach based on Particle Swarm Optimisation

(PSO). This algorithm, which is a combined bottom-up top-down approach, estimates

the skeletal pose for the current frame given the pose in the previous frame and the

matched foreground IPs between the previous and current frames.

The two PSO-based pose estimators of the first and second stages in the proposed algo-

rithm similarly hypothesize a number of pose candidates around the potential position
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for the pose in the current frame. Then, a set of IPs with the same number of points as IPs

in the previous frame is rendered for any hypothesized pose. A discrepancy function,

which calculates the similarity between the IPs of the current frame and the rendered

IPs of a pose hypothesis, measures the estimation cost for that hypothesised pose. PSO,

starts with a random generation of solutions in the first iteration and moves the solutions

toward the optimum position iteratively to find the pose with lowest cost.

Taking advantage of the hierarchical nature of our tree-like kinematic model, the pro-

posed two-stage hierarchical-global PSO approach tackles the intrinsic difficulty of solv-

ing the optimization problem in the entire high dimensional pose space at once. Our

approach solves this problem through a divide-and-conquer strategy in the first stage,

by decomposing the parameters of the pose vector and estimating them separately. It

optimizes the corresponding parameters of the joints in the pose vector hierarchically in

several levels, from the higher to lower order. Thereby, it reduces the complexity of the

search and overcomes the mentioned drawbacks. Afterwards, the second stage operates

on the pose estimated at the first stage globally at once to do a consistency check and

refine the estimated pose. This stage acts as a post-processing stage on the result of the

first stage to compensate for the inaccurate estimated parameters of the pose vector.

The proposed algorithms benefit from:

– A hierarchical model-based pose estimation method (HPSO) in the first stage to cut

down the complexity and computational cost of a high-dimensional optimisation

problem.

– A post-processing pose refinement method (GPSO) to compensate for the spatial

and temporal propagation errors caused by the first stage.

1.4 Thesis Outline

Following on from the above, the thesis is organized as follows:

10
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• Chapter 2 discusses the concepts of different areas related to articulated human body

tracking as well as the state-of-the-art approaches in this field.

• Chapter 3 is dedicated to a comprehensive discussion of the proposed novel IP-based

background subtraction algorithm.

• Chapter 4 describes extensively the proposed two-stage IP-matching algorithms. Both

the graph-based and shape-context-based approaches are explained and compared in this

chapter.

• Chapter 5 goes through the two-stage hierarchical-global model-based human upper

body pose estimation and tracking using the PSO.

• Chapter 6 summarizes the implications and contributions, and discusses the possibili-

ties for future work.

• Appendix A introduces the deployed skeletal model in terms of its implementation.

• Appendix B presents the complementary discussion and considerations about the PSO.

• Appendix C discusses the geometric transformation we need in Chapter 5.

• Appendix D deals with the implementation considerations. We discuss the tools and the

libraries we use for developing the proposed ideas.

11



Chapter 2

Literature Review

To live is the rarest thing in the world. Most people exist, that is all.

OSCAR WILDE, IRISH POET.

As stated earlier in Chapter 1, human motion analysis is a very hot topic in computer

vision, which has been discussed for more than three decades. The importance and popularity

of this field of research, as well as the number of published papers in conferences and journals

has led to several surveys with different taxonomies based on how they deal with (Moeslund

and Granum, 2001):

• the object representation.

• the image features.

• the modelling of the object motion.

• the appearance and shape.

• the type and number of sensors

Some of the most popular surveys are as follows:
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• Moeslund and Granum (2001) and Moeslund et al. (2006) focus on the overall struc-

ture of the motion capture systems and review these based on the subsequent phases in

the pose estimation process, initialization, tracking, pose estimation, and recognition.

Moeslund et al. (2011) introduce a coherent text that gives a comprehensive review of

progress and open-problems.

• Gavrila (1999) divides the research into 2D and 3D approaches, where 2D methods are

divided into the methods with or without explicit use of shape models.

• Aggarwal and Cai (1997), Aggarwal and Ryoo (2011), and Wang et al. (2003b) present

a taxonomy with three categories: human detection, tracking, and activity recognition.

The tracking parts of these surveys are divided into model-based and model-free meth-

ods. Similarly, Ji and Liu (2010) have proposed the same taxonomy for only the view-

invariant approaches.

• Ye et al. (2013) give an overview of approaches that use depth data to perform human

motion analysis. Meantime, they discuss traditional image based approaches. Similarly,

Chen et al. (2013) address human activity analysis using depth imagery by reviewing the

main published research in this regard. Based on their claim, the review is a good guide

in the selection and development of depth-based algorithms, not only for the researchers

and practitioners familiar with the topic, but also for newcomers to this field.

• Saini et al. (2013) investigate the various stochastic tracking algorithms in 3D human

articulated tracking. They mainly focus on stochastic filtering (PF and APF) and evolu-

tionary optimization algorithms (PSO and QPSO).

• Nunes et al. (2013) present a detailed and broad review of the most cited motion simula-

tion and/or analysis tools, developed both by the scientific communities and commercial

entities.

It is out of the scope of this thesis to do a survey similar to the above surveys and review

all the published works in this field. Instead, in this chapter we discuss the concepts of different

areas related to this research as well as the state-of-the-art approaches in this field, which allow
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us to identify limitations and propose suitable approaches. In this regard, firstly a compact

definition and review of object modelling methods with regard to human body models will

be introduced in Section 2.1. Then background subtraction methods (as the first stage of our

work) will be described and reviewed in Section 2.2. Finally, Section 2.3 addresses the human

body pose estimation and tracking problems.

2.1 Modelling

As stated in Chapter 1, the following parameters specify what method should be selected for

human motion tracking:

• Object representation.

• Image features.

• Model-based versus model-free.

• Number of viewpoints and cameras.

• Environment.

• 2D versus 3D.

Among these parameters, object representation is one of the most important ones in se-

lecting a specific scenario for human body tracking. It also influences different stages of the

tracking system. On this basis, we start this chapter by reviewing the methods of represent-

ing the object to be tracked, before dealing with different tracking approaches. Human body

models are also discussed in this Section, owing to the fact that the focus of this thesis is on

model-based tracking methods.

2.1.1 Human Body Representation

Vision-based human body tracking algorithms look for the position and pose of the human

body across several successive images. In this way, the target human body, which is a part of
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the image, should be represented in an efficient way. This is the first step of human motion

analysis. Moeslund and Granum (2001) call it initialization.

The image by itself has plenty of redundant information. If the target object shares this

redundancy, it increases the computational cost of tracking. To overcome this inadequacy,

the human body target object inside the acquired images is described only with meaningful

information extracted from the image as follows (Fig. 2.1):

FIGURE 2.1: Object representations. (a) Centroid, (b) multiple points, (c) rectangular patch,
(d) elliptical patch, (e) part-based multiple patches, (f) object skeleton, (g) control points on
object contour, (h) complete object contour, (i) object silhouette, copied from (Yilmaz et al.,

2006).

• Points

As the most lightweight form of object representation (Aanæs et al., 2012), IPs represent

well-defined features of the image such as corners. They provide a high level of descrip-

tive power and a robustness to illumination changes (Leutenegger et al., 2011). These

strengths make them superior to other object representation methods, such as Kernel and
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Silhouette (will be defined in the following pages), in terms of speed, accuracy and ro-

bustness (Yilmaz et al., 2006). Moreover, tracking the objects represented by IPs avoids

tracking them as a whole, but instead requires only tracking interesting distinguishable

points of the image (Saunier and Sayed, 2006). The object can be represented only by a

single point, (e.g. the centroid) when the target occupies a small region of the image, or

by a set of points, when it occupies a larger region of the image (Yilmaz et al., 2006).

Different IP detectors and feature descriptors have been proposed up to now. Although

there is no clear definition about what should be considered as an interesting point in

an image, the definition proposed by Shi and Tomasi (1994) states “the right features

are exactly those that make the tracker work best”. This implicitly accepts any set of

points which are consistent. In other words, the same points should be detected by

point detection algorithm from different images that show the same scene. Some of the

well-known interest point detectors are (Gauglitz et al., 2011):

– Harris corner detectors (Derpanis, 2004).

– Shi-Tomasi’s ”Good Features to Track” Difference of Gaussians (DoG) (Shi and

Tomasi, 1994).

– Features from Accelerated Segment Test (FAST) (Rosten and Drummond, 2006).

– Centre-Surround Extrema (CenSurE) (Von Hirsch, 1993).

– Scale Invariant Feature Transform (SIFT) (Lowe, 2004).

– Speeded Up Robust Features (SURF) (Bay et al., 2008).

– Gradient Location and Orientation Histogram (GLOH) (Mikolajczyk and Schmid,

2005).

– Oriented FAST and Rotated BRIEF (ORB) (Rublee et al., 2011).

To use the IPs in the tasks such as the IP-matching and IP-based tracking, the local fea-

ture descriptors around the IPs should be calculated. As for the interest point detectors,

some of the most-used descriptors (Mikolajczyk and Schmid, 2005), which capture the

texture of the local neighbourhood and are invariant to changes in illumination, scale

and rotation are:
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– Image Patch

– SIFT.

– SURF.

– Key point Classification with Randomized Trees.

– Key point Classification with Ferns.

Table 2.1 summarizes and compares different feature points alongside descriptors (Gauglitz

et al., 2011). Also, this table shows the existing IP-based visual object tracking systems

along with the algorithms they use. The purpose of the table is not to go into detail on

specific features and contributions of the listed systems. Instead, it gives an overview

of the applications of visual tracking and the algorithms that have been employed based

on different IP detectors and descriptors. It could be said that they perform well in the

field. However, it is more complicated to compare these algorithms in terms of how well

they do because their performance is measured according to different criteria which is

depends on the method they use. Thus, sometimes it is not possible to do a comparison

between them.

• Silhouettes and contours

A contour defines the boundary curve of an object in the image, whereas a silhouette

defines the region inside the extracted contour. These types of image descriptors are

used when the objects to be tracked are complex non-rigid shapes particularly against

static backgrounds (Poppe, 2007; Yilmaz et al., 2006). In the presence of a background

with a different colour to the target object, silhouettes and contours can be extracted

effectively, while backgrounds, which are cluttered or changeable with time, make the

situation more challenging. These image descriptors have no information about the

colour, texture, and depth of the object. Silhouettes and contours have been used for

mostly 2D tracking. However, they have sometimes been used for recovering 3D poses

(Avidan, 2004). The performance of this type of object representation is highly depen-

dent on shadow and noise in the background as the result of low resolution and changes

in illumination.
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TABLE 2.1: Existing feature-based visual tracking systems (Gauglitz et al., 2011).

• Colours and textures

The human body can be seen in different poses and views. However, the appearance

(colour and texture) of the human body parts individually remains unchanged. This sug-

gests the idea that the human body can be represented using colour and texture (Poppe,

2007). Gaussian colour distributions (Wren et al., 1997) or colour histograms (Ramanan

and Forsyth, 2003) can be used to describe the appearance of the human body parts.

Nevertheless, the appearance depends on the clothing, rotation, and changes in the illu-

mination. To make this type of object representation robust with regard to these factors,

appearance models can be used (Roberts et al., 2006). Skin colour, as a good cue for

finding the not-covered parts of the human body i.e. head and hands, has been a common

way of using colours and textures in human motion analysis.
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• Primitive geometric shapes (Kernels)

Simple shape primitives such as rectangles and ellipses in 2D or cylinders, spheres,

cubes and cones in 3D, or a surface such as polygonal mesh can be used as a generic hu-

manoid model to approximate the subject’s shape. Historically, these primitive geomet-

ric shapes delivered a coarser representation than silhouettes (Wang et al., 2012). Hence

primitives are generally more suitable for representing rigid bodies than non-rigid bod-

ies, which need more precise representation (Yilmaz et al., 2006). For example, Hilton

et al. (1999) presented a generic mesh model created from the silhouettes of the front

and side views.

More recently, several approaches have been proposed to make this type of human body

representation method more mature in approximating a specific person. In this regard,

multiple sensors such as multiple calibrated cameras have been used to capture several

simultaneous views of the human body and achieve more accurate shape and appearance

(Carranza et al., 2003; Pascal and Plankers, 2003; Starck and Hilton, 2003). Model

fitting approaches have been used to provide an accurate parametrized approximation

of the human body using the pre-specified shapes for the generic model. However,

they could not be general methods because of their dependency on the hair and tight

clothing assumption. Nevertheless, some other efforts tried to create a highly detailed

representation of the human body shape using 3D scanners (Allen et al., 2002; Starck

et al., 2003). As will be seen, kernels can be used in object representation for both the

model-based and model-free tracking scenarios.

Blob representation is another member of the kernel family, which represents the object

to be tracked as a blob or a number of blobs each having some similar characteristics.

It typically follows some of the figure–ground segmentation approaches (Moeslund and

Granum, 2001). Similarity criteria such as coherent flow (Ju et al., 1996), similar colors

(Heisele and Woehler, 1998), or both (Bregler, 1997) can be used for blob detection.

Blob representation is mostly applicable in model-free human body tracking methods.

• Depth representation
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Most of the above mentioned object representation methods represent the object of track-

ing based on the pixel information inside an intensity image. Although intensity images

deliver rich information, they have some drawbacks and present object representation

methods with some difficulties. They are sensitive to illumination changes, and there-

fore tasks such as background subtraction are difficult to perform robustly. Moreover,

the interest point detectors may be attracted more to the object textures rather than its

geometry. In contrast, object representation using depth images has some superiorities

over intensity images. Depth images are robust against illumination changes and provide

the 3D information of the scene. These advantages can make tasks such as background

subtraction, segmentation, and motion estimation easier (Chen et al., 2013).

The occlusion problem, which is one of the recent challenges in this field of research, is

hard to solve using the above-mentioned object representation methods. However, depth

representation has shown itself to be a good solution to the occlusion problem (Gavrila,

1999). Recovering 3D depth information from images has important applications such

as scene understanding and 3D reconstruction (Saxena et al., 2008b). In the case of the

silhouette representation, a 3D representation of the scene is constructed from different

views of the camera using two common techniques: volume intersection (Bottino and

Laurentini, 2001) and voxel-based approaches (Cheung et al., 2003; Mikić et al., 2003).

In terms of depth cues, depth perception methods can be divided into monocular and

binocular approaches, which provide the depth information from a single view or two

(or more) views respectively, as follows:

– Binocular perception: in this category, the disparity and depth information can

be extracted from cues such as binocular parallax (Stereopsis1), Convergence, and

Shadow Stereopsis. In binocular methods, stereo-matching is a common way to

compute the depth information from the images of two calibrated cameras. Using

triangulation the depth is calculated either in a dense fashion (depth for the whole

image), or sparse fashion (depth for some patches of the image, or only for some

interesting points). Nearly all stereo correspondence algorithms use a cost function

1Stereopsis http://en.wikipedia.org/wiki/Stereopsis
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to measure the disparity of the image locations. Different matching costs, stereo-

methods and their evolution have been discussed by Hirschmuller and Scharstein

(2007). In spite of the advantages of calculating the depth using stereo-cameras,

they have the following drawbacks for depth-perception:

∗ Since most existing approaches rely on triangulation for depth estimation,

their performance is highly affected by any changes in the baseline distance

between the two camera-positions (Olson and Abi-Rached, 2010; Saxena et al.,

2007).

∗ Texture-less areas, repetition, occlusion and discontinuity can cause false cor-

respondences (Domı́nguez-Morales et al., 2012).

∗ The accuracy of the disparity calculation and hence the resolution of the depth

map are highly dependent on the camera resolution (Munro and Gerdelan,

2009). High resolution images cannot be acquired using cheap USB cameras

because of bandwidth limitations.

– Monocular perception: numerous monocular cues such as texture variations and

gradients, defocus, and colour/haze (Saxena et al., 2008a) make depth estimation

possible from a single still image. On this basis, monocular-based depth perception

methods have produced promising results. They need no calibration and rectifica-

tion.

An important issue in the case of both binocular and monocular depth extraction strate-

gies is the regions of image, for which the depth information is calculated. This depends

on the object representation method. In the case of kernels and silhouettes, since the

whole region of the target object is detected and tracked in each frame, the depth infor-

mation of the whole image should be calculated in a pixel-wise sense. It is performed

either locally by searching in a window with a small number of pixels around the pixel

under study or globally in the entire image itself (Domı́nguez-Morales et al., 2012). This

is not efficient, particularly in a real-time system. In contrast, point-wise or patch-wise

depth calculation decreases the computational cost.
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In terms of 3D modelling and 3D imaging sensors, three dimensional image reconstruc-

tion techniques can be categorized as follows (Gomes et al., 2014; Rocha et al., 2014;

Sansoni et al., 2009):

– Structured light sensor: In this field, a laser combined with camera triangula-

tion are used to extract 3D information. Ferreira et al. (2010); Pinto et al. (2010)

present 3D modelling approaches for industrial applications, in which the precision

directly depends on the thickness of the laser line and the camera. Furthermore,

they need the object or robot to move to reconstruct the 3D. A well-structured light

environment is also required. Klimentjew et al. (2010) use a three-dimensional

Laser Range Finder (LRF) and a camera. Similarly, the Microsoft Kinect2 (which

has received most of attention recently particularly due to its affordability.) uses

a single infra-red pattern to acquire 3D data at a rate of 30 range images per sec-

ond with low precision and noisy data. Kinect sensor has a high potential due to

its capability to extract 3D points cloud plus colour features. Kinect 2 also has a

very high resolution at the moment. Kinect has been used extensively for different

depth-based applications from background subtraction to segmentation and human

body tracking and pose estimation.

– Stereo Vision: As we discussed earlier, a category of depth extraction methods use

two or more cameras to calculate the disparity and depth using binocular cues. For

example, Brandou et al. (2007) presents a 3D reconstruction stereo-based approach

that it could be used in a vast range of applications such as visual navigation of

robots or 3D games. The main aspects of these approaches are: low cost (can be

built using common web-cams), portability, low resolution and low accuracy in an

uncontrolled environment, usually real-time acquisition.

– Time of flight: This group of 3D modelling approaches emits pulses of light

and calculates the round-trip time determine the distances over the surface of the

scene. Callieri et al. (2009) propose a system based on time-of-flight laser scan-

ners, mounted beneath a balloon to obtain data of large historical buildings from

2Kinect: http://www.microsoft.com/en-us/kinectforwindows/
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above. This system operates mainly over large distances which makes it suitable

for scanning large structures under noisy conditions.

• Why interest points rather than kernels and silhouettes

The way in which the target object is represented affects all the steps in object detection

and tracking. Different object representation methods (Yilmaz et al., 2006) are briefly

compared as follows:

– Since interest points are only related to the most important and distinguishable

information of the object (Saunier and Sayed, 2006) in comparison to kernels and

silhouettes, they reduce the computational cost highly.

– Background subtraction, which carries out segmentation of foreground objects

from a stationary background (Paragios and Deriche, 2000), faces a significant dif-

ficulty caused by environmental changes in illumination, noise, and shadow. This

is more serious in the case of silhouettes and kernels where the whole region of

the foreground object is segmented from the background. Although the temporal

information computed from a sequence of frames (Elgammal et al., 2002) compen-

sates for the weakness of using only a single frame, it increases computation cost.

In contrast, interest points have demonstrated a great improvement in robustness to

environmental changes (Gevrekci and Gunturk, 2009), which makes background

segmentation more robust to changes in background objects. This addresses one

of the crucial needs of gaming applications.

– In point-based tracking methods the same algorithm can be used for tracking in

daylight, twilight or night-time conditions, as well as different scene conditions

(Saunier and Sayed, 2006). It is automatic because it selects the most promi-

nent features under the given conditions. In contrast, in the cases of kernel and

silhouette-based tracking methods, different types of constraints such as the ap-

pearance of the target, the background colour and contents, and the light condi-

tions are imposed on the scene, in order to make tracking easier and more feasible

(Yilmaz et al., 2006).
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– The scale, rotation and affine invariant properties of most interest points are an-

other of their superiorities.

– In terms of the occlusion problem, particularly partial occlusion, interest points

behave more efficiently than kernels and silhouettes, because in partial occlu-

sion some of the feature points of the moving object can be observed (Saunier

and Sayed, 2006). So, it may overcome the problem and reduce the need for re-

initialisation in the case of losing the object during tracking. Although some parts

of the kernel and silhouette also would be visible, they are not as individually

meaningful as interest points.

2.1.2 Human Body Models

In the case of the model-based (or generative) human motion analysis, prior information about

the human body is used in tracking (Poppe, 2007). This information helps to solve some ambi-

guities in movement tracking and makes the model-based approaches more accurate than the

model-free methods particularly in occlusion situations. However, it increases their compu-

tational cost due to the large number of parameters that have to be estimated (Sigalas et al.,

2009). In terms of the model, typically it would describe the kinematic properties of the body

along with its shape and appearance. We will discuss these in this section.

• Kinematic human body models

The human body, as an articulated body composed of some rigid limbs connected to-

gether by joints, is governed by a mathematical model of mechanical systems, namely

the kinematic chain (Reuleaux, 1963). In theory, each joint of the kinematic chain can

move in 6 different directions (DOFs), 3 translations in the x, y, and z directions and 3

rotations of roll, yaw and pitch. Owing to the number of body parts, the study of human

body movement would be complicated by the large number of DOFs in the body ( 244)

(Kuo, 1994). However, in practice kinematic constraints hinder the motion of these in-

dependent rigid bodies. They reduce the number of rigid bodies as well as the feasible

movements of each joint and so reduce the DOFs to about 34 for a full body (Ning et al.,
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2004). A pose of the body model is represented by the all DOFs of the body together.

Generally, the two types of kinematic models, which have been used, are 2D and 3D.

Although 2D models are more lightweight than the 3D ones from the computational cost

point of view, they are more suitable for the case of motion parallel to the image plane

and are used mostly for gait analysis (Poppe, 2007). Ning et al. (Ning et al., 2004) use

a pictorial model of whole body with 12 DOFs in which each body part is represented

by a truncated cone except for the head represented by a sphere. Oh et al (Oh et al.,

2011) represent the upper body model by a cardboard cut-out of 6 parts for torso, head,

left and right arm, left and right forearm. Huo et al. (Huo et al., 2009b) and (Huo et al.,

2009a) use a 2D silhouette model with only three parameters: the x and y coordinates

of the model in 2D space and its scale.

In the case of 3D a maximum of three orthogonal rotations (kinematic constraints may

reduce them to two or one) can be considered for each joint (Poppe, 2007), whereas in

2D only one rotation per joint is possible. Various kinematic models have been pro-

posed, depending on the application at hand. Gavrila and Davis (Gavrila and Davis,

1996) have proposed a 30 DOF model for the whole body and arms. In comparison,

a model of 30 DOFs consisting of 15 cylinders, with a mesh of 4× 5 points has been

proposed by Lehment et al. (2010). Li and Kulic (2010) use a 25 DOF skeletal model

and an outer shape model of truncated cones for the description of the model surface. In

a simpler way, Sigalas et al. (2010) exploit a 4 DOF kinematic model for each arm and

one additional DOF for the orientation of the body around the vertical axis. The pose of

the user is tracked in a 9 DOF model space.

As can be seen, different numbers of DOFs have been used in different studies. Some-

times around 10 DOFs are used for upper body pose estimation. In contrast, for the

estimation of the full-body poses, no less than 50 DOFs (Agarwal and Triggs, 2006)

have been utilized. The number of possible poses is very high even in the case of few

DOFs. Elimination of the infeasible poses by applying kinematic constraints such as

joint angle limits (Deutscher and Reid, 2005), limits on angular velocity and acceler-

ation (Yamamoto and Yagishita, 2000), and non-penetrability of human body are an
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effective solution to prune the pose space (Sminchisescu and Triggs, 2003).

• Human body shape models

Looking at the shape of the parts of the human body model without considering its

kinematics is called a ”human body shape model”. 2D shape models usually consist of

2D primitive geometric shapes. For example, Da Xu and Kemp (2009) propose a 2D

connected ellipse model, consisting of 6 ellipses and 3 joints, which is used for human

upper body tracking. On the other hand, the 3D models are presented in two different

forms:

– Volumetric-based: segments of the model are represented commonly by spheres

(O’Rourke and Badler, 1980), cylinders (Sidenbladh et al., 2000) or tapered super-

quadrics (Kehl and Gool, 2006).

– Surface-based: the whole body is represented by a single surface which consists

of a deformed mesh of polygons under the kinematic structure (Barrón and Kaka-

diaris, 2001).

Such human body representations have been promising. However, they are too crude

and unrealistic, to recover both shape and motion precisely due to using oversimpli-

fied primitives such as cylinders or ellipsoids (Deutscher and Reid, 2005). In contrast,

new 3D surface estimation methods make it possible to capture time-varying geometry

in detail. The model introduced by Plankers and Fua models surfaces based on meta-

balls (according to Wikipedia ”Metaballs are, in computer graphics, organic-looking

n-dimensional objects”.) (Plankers and Fua, 2003), whereas Balan et al. (2007) present

a learned SCAPE (Shape Completion and Animation of PEople) which models non-

rigid deformation of the human body through combining both pose and shape deforma-

tion models (Anguelov et al., 2005) (Fig. 2.2)). These approaches have not involved

clothing in modelling the human body, whereas Bălan and Black (2008) have estimated

clothes from images using SCAPE.

The increasing attention on user-centered design (UCD) in the last few years (Abras

et al., 2004) has made consideration of the human factors significant and compelling.
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FIGURE 2.2: Animation of a Motion Capture Sequence taken for a single body scan subject.
The muscle deformations are synthesized automatically from the space of pose and body

shape deformations, copied from (Anguelov et al., 2005).

Consequently, lots of effort has been made to generate accurate and reliable digital hu-

man models. The body shape modelling methods which have been widely discussed in

the literature can be categorized into Direct model acquisition/creation, Template model-

based scaling, Image-based reconstruction, Statistics-based model synthesis (Baek and

Lee, 2012).

2.2 Background Subtraction

The segmentation of areas of an image related to moving objects (foreground) from the areas

related to static objects in the scene (background) is called Background Subtraction when

the processed image is captured by static cameras (Herrero and Bescós, 2009). This is the

earliest stage of many computer vision applications such as human motion analysis, automated

surveillance, video indexing, and vehicle navigation. Therefore, it exerts a strong influence on

further processing (Moeslund et al., 2006). Accordingly, a great deal of research has been

conducted on BGS over the past few years and many algorithms have been proposed, most

of them pixel-based. They rely on the difference between pixels through one of the following

ways to model and update the background (Varcheie et al., 2008):

• Individually: which uses the pixels’ illumination (Stauffer and Grimson, 1999).

• Regionally: which uses the texture of a group of pixels in the form of blocks (Fang

et al., 2006) or clusters (Bhaskar et al., 2010).
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Owing to the importance of BGS (Varona et al., 2008) as the earliest step of algorithms

such as tracking, recognition, and behaviour analysis approaches, a huge amount of research

has been conducted in this field. Several surveys can be found in the literature which have

studied and classified the proposed algorithms from different points of view (Bouwmans,

2011, 2012; Cristani et al., 2010). In terms of image measurement and segmentation meth-

ods, background segmentation is divided into motion-based, appearance-based, shape-based,

and depth-data-based (Moeslund et al., 2006). Motion-based BGS methods (the scope of this

chapter) are classified, based on the way they model the background (Bouwmans et al., 2014),

into:

• Traditional models: which are basic, simple to implement, but have limitations. They

are briefly classified into:

– Basic Models: which model the background using techniques such as average

(Lee and Hedley, 2002), median (McFarlane and Schofield, 1995) or histogram

analysis over time (Zheng et al., 2006).

– Statistical Models: which, for instance, take into account statistically the history

of pixel brightness (Gaussian methods (Bouwmans et al., 2008)), or model the

background using supervised learning methods such as SVM (Lin et al., 2002)

(Support Vector Models).

– Cluster Models: which cluster pixels in each frame using K-means (Butler et al.,

1900), Codebooks (Kim et al., 2004), or basic sequential clustering approaches

(Xiao et al., 2006).

– Neural Networks: where the background is modelled by a trained neural network.

– Estimation Models: which estimate the background using filters such as Wiener

(Toyama et al., 1999), Kalman, and Chebychev (Chang et al., 2004).

• Recent models: which are more sophisticated, capable of addressing more complicated

challenges, and require improvements to become real-time, are classified into:

– Advanced Statistical Background Models, which for example use new distribu-

tions in Mixture Models, or fuse different distributions in Hybrid Models.
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– Fuzzy Background Models, which use fuzzy concepts to deal with imprecisions

and uncertainties in BGS (Bouwmans, 2012).

– Discriminative Subspace Learning Models, where discriminative methods are

used to provide supervised modelling of the background in contrast with the earlier

re-constructive subspace learning models (Skocaj et al., 2006).

– Robust Subspace Models, which separate the background and foreground using

a robust subspace model based on a low-rank and sparse decomposition.

– Sparse Models, where sparse models such as structure sparsity models (Huang

et al., 2011), dynamic group sparsity models (Tibshirani, 1996), and dictionary

models (Tropp and Gilbert, 2007) are used.

– Transform Domain Models, where the background and foreground are discrim-

inated in a different domain using different transformation such as Fast Fourier,

Discrete Cosine (Porikli and Wren, 2005), Walsh (Tezuka and Nishitani, 2008),

Wavelet (Gao et al., 2009), and Hadamard (Baltieri et al., 2010).

Beside the above, the size of the image element in background modelling, which could be

a pixel (Stauffer and Grimson, 1999), a block of pixels (Fang et al., 2006), or a cluster of pixels

(Bhaskar et al., 2010), is another important issue and determines the precision and robustness

to noise. The bigger the size of the element, the higher the precision of the algorithm and the

lower its robustness to noise. The type of feature, moreover, is another important factor in

BGS, which is classified into (Baltieri et al., 2010):

• spectral features (colour features).

• spatial features (edge features, texture features).

• temporal features (motion features)
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2.3 Human Body Pose Estimation and Tracking

Human body tracking is defined as a way to find the temporal trajectory over the frame se-

quence of a human body, partially or totally, in a state-space, where the state-space could be

3D Cartesian space or 2D image space. There are several different ways to classify human

body tracking methods. Based on whether they use explicitly a prior model or not, human

body tracking methods are classified into model-based and model-free methods. Model-based

(generative) approaches use an explicit model to perform tracking directly by minimizing the

error between the real data and the human body model. In contrast, model-free (discrimina-

tive) methods commonly optimize the error between the observations and a projection function

(in the learning-based case) or example set (in the example-based case) (Poppe, 2007; Sigalas

et al., 2009). Moeslund et al. (2011) categorize all the pose estimation and tracking meth-

ods into four major classes: generative-model-based approaches, discriminative-model-based

approaches, part-based-model approaches, and geometric approaches.

Pose estimation is defined as the process of finding the set of pose parameters which

minimizes an error value between the real observation of the frame and a projection function.

Pose estimation is defined for both the model-based and model-free approaches. The pro-

jection function is the projection of the human body model in the model-based approaches,

whereas in the model-free approaches it is a function obtained from either the learning sets

(in learning-based approaches) or example set (in example-based methods) (Poppe, 2007).

In model-based methods, pose estimation is in fact an internal part of the tracking process

(Moeslund et al., 2006). Owing to the scope of this thesis, we leave the other categories here

and only discuss the model-based human body tracking concepts and approaches.

2.3.1 Top-down Versus Bottom-up

Estimating the pose parameters in the model-based pose estimation and tracking methods can

be performed through two different strategies: Top-down and Bottom-up. In the Top-down

strategy the whole body is found first, then the parts are estimated from the body. In contrast,

the Bottom-up strategy finds the parts of the body first, then it assembles them to match the
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whole body. Combining the pure top-down and bottom-up methods yields the combined top-

down and bottom-up estimation. In the following, we review the top-down and bottom-up

methods briefly.

• Top-down approach This type of pose estimation and tracking method involves analysis-

by-synthesis to match the projected human body model to the image observations. In

these approaches, an initial estimation is performed by means of prediction. Then, re-

finement is carried out through a local search around the predicted pose for each frame.

At the start, manual pose initialization is performed, which is an obvious drawback of

this pose estimation method. For the subsequent frames, the estimated pose in any frame

of the video acts as the initial pose for the next frame. Obviously, projection of the hu-

man body model over the image as well as calculating the distance between projected

model and real data requires a high level of computational cost. This is another draw-

back of this method (Poppe, 2007).

Ning et al. (2004) present a hierarchical divide-and-conquer technique for kinematic-

based 2D tracking of a walking human in a monocular video sequence. The pose esti-

mation is initiated by roughly predicting the torso position from the silhouette centre of

gravity and then refining it using physical forces. The other limbs of the model are hier-

archically estimated similarly by minimizing the matching error based on boundary and

region information. A similar approach has been proposed by Muhlbauer et al. (2008).

The proposed model-based algorithm, which estimates the body poses using stereo vi-

sion, uses point clouds and a 27 DOFs model. Using the skin colour information, the

point clouds of the head are matched to the head part of the model. Then the algorithm

tries to fit the attached links iteratively based on the assumption that the start point of

any link will be the end point of the previous link. The link’s end point will be searched

somewhere near this reference point.

The top–down tracking approaches often have problems with (self-) occlusions. An in-

accurate estimation for the any part such as torso or head propagates the error onto the

estimation of the lower body parts in the kinematic tree. Imposing constraints between
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linked body parts in the kinematic chain has been proposed as the solution by Drum-

mond and Cipolla (2001). So the lower parts can affect the higher parts in the chain.

• Bottom-up approach In contrast, the bottom-up approaches find the human body by

estimating the body parts and assembling them into a whole body. They need limb de-

tectors for most body parts, which is a drawback of these methods because of the False

Positives (FP) and False Negatives (FN) due to wrong detection and missing information

respectively (Poppe, 2007). However, physical constraints such as body part proximity

improve the assembling process. Temporal constraints also are used to solve the occlu-

sion problems. Obviously, that there is no need for manual initialization, is the main

advantage of these tracking methods.

Felzenszwalb and Huttenlocher (2005) model body parts and the coherence among them

using 2D appearance models. The optimal solution for body parts in the tree of body

configurations is found using a dynamic programming algorithm. Lan and Huttenlocher

(2005) extend trees using the correlations between body parts. For example, correla-

tions between upper arm and leg swings have created more robustness in walking pose

estimations. Ronfard et al. (2002) have used pictorial structure along with more sophis-

ticated methods such as Support Vector Machines (SVM) for learning the appearance of

the body parts. Ronfard et al. (2002) have reduced the motion tracking to the problem

of inference in a Dynamic Bayesian Net using simple appearance-based part detectors.

Owing to the pros and cons of the top-down and bottom-up methods, more robust meth-

ods have been achieved by combining them. For example, Navaratnam et al. (2005)

have proposed a search-space decomposition approach to find the lower body part of the

kinematic chain within the image region using detectors.

2.3.2 Single-hypothesis Versus Multiple-hypothesis

Traditional tracking approaches generate and maintain a single hypothesis as the solution for

the pose state over the frame sequence. Although efficient in terms of computational cost, this

often causes loss of track. In contrast, more recent works focus on having several hypothesis
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over time. In this sense, human body pose estimation and tracking approaches are categorized

into the Single-hypothesis approaches and Multiple-hypothesis approaches as follows:

• Single-hypothesis approach Single-hypothesis approaches, including simple Kalman

filtering and local-optimization methods (Bregler et al., 2004; del Rincón et al., 2011;

Kakadiaris and Metaxas, 1998), are relatively old-fashioned pose estimation and track-

ing approaches which generate and maintain only one solution over the frames. Thus,

in ambiguous situations such as occlusion, there is little chance of preventing selecting

the wrong pose and losing track. They also face error accumulation, and drift problems,

in both of which cases it is hard to recover from the wrong pose and loss of track will

happen.

• multiple-hypothesis approach

To overcome the mentioned problems in single-hypothesis methods, multiple solutions

are generated and maintained over time. For example, a set of Kalman filters, instead

of a single simple Kalman filter, can be used simultaneously to propagate multiple hy-

potheses (Cham and Rehg, 1999). This helps to recover the pose in situations where a

single hypothesis fails. Although it outperforms a single Kalman filter, it still has prob-

lems in estimating the motion of the human body, which is a non-linear process due to

its joint accelerations.

Sampling-based approaches such as Particle Filtering (PF) (Deutscher and Reid, 2005)

are able to do pose estimation and tracking in non-linear situations. Basically they are

multiple-hypothesis approaches, which generate and propagate a number of particles

using a dynamic model with a noise component. A weight coefficient is associated

to each particle, which is updated iteratively based on a cost function. The particles

that generate lower cost will have higher weights. The final estimated pose would be

summation of the particles based on their weights. In this fashion, a combination of

multiple hypotheses generates the estimated pose.

As can be seen, the sampling-based methods appear a very promising solution for the

pose estimation and tracking. However, they need a large number of particles, due to
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the high-dimensionality of human body pose space, to span the pose space sufficiently.

It increases the computational cost of these dramatically (Arulampalam et al., 2002)

because the number of particles required increases exponentially with dimensionality

(Moeslund et al., 2006). Another problem that particle filtering methods face, is the fact

that particles tend to gather in a very small area of the pose space, which is called sam-

ple impoverishment (King and Forsyth, 2000). This problem decreases the number of

effective particles. To solve these problems of the particle filtering approaches, different

particle sampling schemes such as partitioned sampling of the state space (MacCormick

and Isard, 2000), Annealed Particle Filtering (Deutscher et al., 2000) have been pro-

posed.

2.3.3 Stochastic versus Heuristic

In one sense, human body pose estimation and tracking approaches can be compared in terms

of whether they are stochastic or heuristic. This comparison makes sense because of the con-

cept of a ”particle”, which is used in both stochastic and heuristic methods. Although this may

lead the reader mistakenly to think that they are same, there are substantial differences in their

nature.

• Stochastic approaches:

Among the various stochastic filtering algorithms and their extended variants, Particle

filters and Annealed Particle Filter (APF) are the algorithms which have been exten-

sively used for articulated human body tracking (Saini et al., 2013). In these methods,

filtering is the process of estimating the state of a statistical model according to the mea-

sured observations. Given the previous state before the measurement, a state estimation

is performed by predicting the current state and then correcting it according to measure-

ments. The widely used filtering methods, Kalman and particle filters and their variants,

have been described earlier in this Chapter.

• Heuristic approaches: The performance of stochastic filtering algorithms in highly

non-linear human body pose estimation and tracking problems is limited. They need
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a big population of particles which leads to huge computational cost, particularly in a

high-dimensional pose space. The requirements of human body pose estimation and

tracking include:

1. Handling anatomical constraints.

2. Modelling both the observations and the human body.

3. Handling pose estimation and tracking simultaneously.

It is not easy to meet these requirements using stochastic Bayesian approaches (which

range from classic Kalman filters (Bregler et al., 2004; Mikić et al., 2003) to particle

filters (Deutscher and Reid, 2005; Fablet and Black, 2002)).

In contrast, stochastic evolutionary optimization algorithms such as Ant Colony Opti-

mization (ACO), particle swarm optimization (PSO), genetic algorithms (GA) and their

variants have shown a great deal of success at overcoming the above mentioned difficul-

ties. Among the evolutionary methods, PSO in particular, has been applied to different

problems in object pose estimation and tracking. In the last few years, PSO has been

becoming popular in computer vision applications due to its simplicity and capability

of searching for the global optimum of hard non-linear problems. Moreover, PSO has a

parallel nature and is able to handle the anatomical constraints straightforwardly. It has

no need for any statistical observation modelling process, which reduces its dependency

on a high prior knowledge of the optimisation problem (Robertson and Trucco, 2006).

Owing to these advantages, PSO is the most commonly used for human motion pose

estimation and tracking among the evolutionary methods.

Among the several proposed approaches to human body pose estimation and tracking

using PSO, Robertson and Trucco (2006) present a multi-view human upper body pose

estimation approach. They fit a skeleton model hierarchically to 3D point cloud stereo

data captured from an array of cameras without using a prior motion model. Ivekovič

et al. (2008) address the problem of human body pose estimation from multiple-view

still images of a person sitting at a table. They formulate the human upper body pose es-

timation problem as an analysis-by-synthesis optimisation algorithm using PSO. They fit
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a generic 3-D human body model to the silhouettes extracted from the images. Oikono-

midis et al. (2012) propose a model-based method based on PSO to track the full ar-

ticulation of two unconstrained interacting hands with each other, which is the first and

probably the best approach in this regard.

2.3.4 IP-Based Object Tracking

Owing to the efficiency of the IP representation, many IP-based object tracking approaches

have been proposed recently (Gauglitz et al., 2011). The proposed IP-based object tracking

algorithms, which perform tracking as shown in the block diagram in Fig. 2.3 (Gauglitz et al.,

2011), are categorized into model-based tracking versus the model-free tracking algorithms,

according to the categorization presented by Wang et al. (2003a). The concept of this classi-

fication is different from the definition of model-based and model-free human body tracking

algorithms mentioned in Section 2.3. To understand this difference and the concept of the clas-

sification within the IP-based object tracking methods, we review one cycle of such a typical

IP-based object tracking algorithm as follows (without loss of generality):

1. Given a new frame of the video as the current frame, an IP detector is applied to the

frame to detect the potential IPs for tracking.

2. A feature descriptor is formed for each of the detected IPs. As stated in Section 2.1.1,

this descriptor represents a local neighbourhood around the IPs and is used to find the

matched IPs to IPs of the current frame.

3. A matching algorithm is then applied to the detected IPs of the current frame and either

the IPs of the previous frame or the IPs of a reference frame. The correspondence

between the two IP sets is then used to track the position of the object in the current

frame.

The last step is the distinguishing point between the model-based and model-free IP-based

object tracking methods. If the IPs of a reference frame are used to search the subsequent
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FIGURE 2.3: detector-descriptor-based visual tracking system (Gauglitz et al., 2011).

frames pixel-wise by doing a local search inside a proper-sized window to find the positions

with the best similarity according to their descriptors, that is a model-free approach. The

method introduced by Lucas and Kanade (1981) along with its improved versions (Shi and

Tomasi, 1994; Tomasi and Kanade, 1991) is one of the most famous IP-based trackers in this

category. This case is desirable when the cost of descriptor calculation for all the pixels is

small and therefore the IP detection step is avoided and instead the matching is performed

over all pixels inside the predicted search window. Active search (Davison et al., 2007) and

gated search (Klein and Murray, 2008) are two of the search methods.

In contrast, in model-based tracking algorithms the same confident IPs for each frame

are selected. Then correspondences between both groups of IPs are established using a prior

model. In this case, the IP detector is used to reduce the field of potential candidates and

decrease the cost of descriptor calculation. Usually, the number of matched IP pairs is much

greater than the degrees of freedom that we need to estimate. Thus the system is highly overde-

termined in this case. This fact is used for data cleaning to remove the outliers before being

used for pose estimation (Gauglitz et al., 2011). Ma et al. (2013) present robust algorithms for
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non-rigid point set registration by calculating the transformation between the sets iteratively.

Ma et al. (2014) present a similar solution in the Tikhonov regularization problem framework.

A great deal of research has been accomplished on IP-based object tracking (Gauglitz

et al., 2011; Gil et al., 2014; Wang, 2006). Table 2.1 summarizes some of the seminal methods

in this regard. He et al. (2009) present a motion-based tracking approach, where the object,

which can be a human body, is represented by a set of SURF local invariant features, and its

motion is tracked by a feature correspondence process. A SIFT-based mean shift algorithm

is presented for object tracking by Zhou et al. (2009). However, pose estimation and tracking

on non-rigid articulated human body using IPs is a harder task due to the difficulty we face

in identification of the subject feature points from the inter-frame tracking information. It

requires interest point identification which is the determination of the correspondence between

the interest points and model across the frames (Li et al., 2008a). The task addresses the

difficult problem of pose recovery over the frames, which is much harder in the monocular

situations where we face more ambiguity.

On the other hand, the IP-based tracking methods suffer from the limitation of the unavail-

ability of a sufficient number of matched IPs in all frames of the video sequence, particularly

in the case of the articulated human body. (Gupta et al., 2013) present an IP-based human

body tracking approach using a dynamic model, consisting of a set of evolving SURF descrip-

tors over time, for modelling the changes of the human body pose and motion throughout the

frames. The proposed approach focuses only on modelling the foreground object of track-

ing, which reduces the computational cost due to obviating the need for learning a classifier

separately. In contrast, there are approaches which take into account both the foreground and

background areas in the modelling process (Gu et al., 2011; Haner and Gu, 2010; Zhou et al.,

2009). Ta et al. (2009) and Zhou et al. (2009) learn the actual motion model of the object,

while Bing et al. (2010) create a bag-of-words through clustering for modelling the object of

tracking.
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2.4 Conclusions

Articulated human body pose estimation and tracking, from either a video stream or a set of

still images representing the first frame of a video sequence, is an important task in many re-

search topics such as surveillance, motion capture, human gait analysis, medical analysis, sign

language recognition and so on. As we reviewed in this chapter, a large body of approaches

has been presented on this topic focusing on different combinations of observation represen-

tation, matching, and pose estimation. However, vision-based articulated human body pose

estimation and tracking is still an unsolved problem with some open ill-posed difficulties due

to the high dimensionality, complex motions, occlusion and so on (Moeslund et al., 2006). It

could be argued that Kinect has solved this problem. However, it is not applied to all situations,

because:

• It is too large to be embedded in the mobile and wearable devices.

• It only works over a range of 1-3 meter whereas an IP-based solution could, in principle,

work over any range.

• An IP-based solution such as the system proposed in this thesis, could be implemented

on a wearable device with small size (e.g. 3×1.5cm2) and very low power consumption.

See the Eyes of Things (EoT)3 project.

Owing to the efficiency of the IP representation, lots of IP-based object tracking ap-

proaches have been proposed recently. They perform human body pose estimation and tracking

through the model-based tracking and the model-free scenarios. On the other hand, the use of

evolutionary optimization methods has been applied to the task of human body pose estima-

tion and tracking recently due to its simplicity and ability in solving complex highly non-linear

high-dimensional optimisation problems and finding the global optimum.

Particle swarm optimization, which is a nature-inspired population-based meta-heuristics

algorithm (Beheshti and Shamsudding, 2013), has been gaining popularity in the computer

3Eyes of Things http://eyesofthings.eu/?page_id=228
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vision application domain (Saini et al., 2013). Different types of observation representation

methods along with PSO have been investigated for these tasks. Ivekovič et al. (2008) and

John et al. (2010) use silhouette as the image observations. Oikonomidis et al. (2012), in

contrast, use depth data for hand pose tracking using PSO. Despite the fact that only 9% of

PSO applications are devoted to image and video analysis applications Poli (2007), the success

achieved by PSO-based approaches signals that there is yet high-potential to be investigated.

Owing to these, we came up with the idea to investigate interest points as the most light-

weight method of object representation in the task of human body pose estimation and tracking

using PSO. One of the main differences of our method with the others is in the way we compare

the particle solutions of PSO with real observations. Most other approaches generate synthetic

observation data independently from the observations in the previous and current frames to

compare them with the real observation. This is not possible in our method for the interest

points because IPs come from the appearance and texture of the object as well as the scene.

Thus, we generate the synthetic data using the relationship between the images and observation

in the previous and current frames. This is probably the central contribution of our work in

this research.

Summary: Based on this literature review we decided to investigate IPs in the task of

model-based human body pose estimation and tracking in a PSO framework. As our idea

depends on the foreground IPs of the frames as the input, an IP-based background subtraction

algorithm has to be performed in the first stage of system. To provide the requisite information

for the PSO-based pose estimation of the third stage, a robust IP-matching algorithm had to

be developed and deployed in this work. The matched IP pairs of the IP-matching stage act

as the input for the pose estimation stage of the system. Through a combined bottom-up top-

down pose estimation strategy, a two-stage hierarchical-global model-based approach is be

presented to infer the pose in the current frame based on the pose of previous frame as well as

the matched IP pairs between the frames. Fig. 1.2 shows the framework of our human body

pose estimation and tracking system.
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IP-Based Background Subtraction

The inspiration you seek is already within you, be silent and listen.

RUMI, 13TH-CENTURY PERSIAN POET.

A great deal of research has been conducted on background subtraction over the past few

years and many algorithms have been proposed, most of them pixel-based. They rely on the

difference between pixels either individually (Stauffer and Grimson, 1999), using the pixels’

illumination, or regionally, using the texture of a group of pixels in the form of blocks (Fang

et al., 2006) or clusters (Bhaskar et al., 2010), to model and update the background (Varcheie

et al., 2008). In contrast, IPs, as the most lightweight way of object representation (Aanæs

et al., 2012), have not so far been used for BGS.

In contrast to the above pixel-based approaches, we propose an IP-based BGS algorithm

in this chapter, applicable in IP-based CV applications. At this stage, we do not have any

specific quantitative requirements for this system. Because this is a novel approach, our motive

is simply to demonstrate its feasibility and measure its accuracy and efficiency in comparison

to existing pixel-based approaches. The main contributions of our proposed approach lie in its

difference from pixel-based algorithms in the following respects:
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• The number of IPs is much less than the number of pixels in the image. So they reduce

the computational cost greatly. Some people might object that, due to the fact that all

the pixels must be processed during the IP detection task, the proposed approach must

deal with all the pixels, just as the pixel-wise approaches do, and therefore it would not

be superior. To answer this, we would mention that, if the background subtraction were

the ultimate goal of the system, the criticism would be justifiable and there would be no

superiority of the IP-based over the pixel-based approaches in terms of the number of

individual entities which need to be processed. However, if the system is an IP-based

CV system which is intended to do subsequent additional processing on the IPs, then

we would need to run IP detection anyway. Thus, it is better to avoid visiting all the

pixels for the background subtraction purpose and instead work on the IPs using an IP-

based approach. The foreground IPs then constitute the data which will be subsequently

processed by the system.

• IP-based BGS methods are robust to illumination changes due to the robustness of IPs to

environmental changes (Leutenegger et al., 2011). In contrast, pixel-based BGS meth-

ods face a significant difficulty regarding illumination changes. Although they compen-

sate for the weakness of a single frame by using the temporal information computed

from a sequence of frames (Elgammal et al., 2002), it increases the computation cost by

itself.

• IP-based BGS approaches can work widely in daylight, twilight or night-time as well

as different scene conditions. In contrast, the pixel-based BGS methods need to impose

constraints such as the background colour, background contents, and the environmental

light conditions in order to make BGS more feasible (Yilmaz et al., 2006).

• IP-based BGS approach delivers more information to CV applications than pixel-based

approaches. To put it another way, some of the foreground IPs of the moving object can

still be observed during partial occlusion (Musa and Watada, 2008). This may be used

to overcome the occlusion problems in tracking applications. In comparison, although

some pixels of the foreground may also be visible in the pixel-based approaches, they

are not as individually meaningful as the IPs.

42



Chapter 3. IP-Based Background Subtraction

• As we discussed in Chapter 2, IPs are the core of many modern CV algorithms and

therefore it makes sense to extract them in a preprocessing step. and introduce a BGS

algorithm, which is immediately based on IPs. However, there are some disadvantages.

The drawback of this approach is that it does not deliver the silhouette, which some sys-

tems require as input. Nevertheless, it would be possible to generate a rough silhouette

from the foreground IPs.

Another group of background subtraction algorithms, which are more similar to our IP-

based method than to the pixel-based approaches, are the edge-based background subtraction

methods. These methods rely on edges, which contain the most informative pixels in the im-

ages and are less sensitive to intensity changes and noise, just as IPs are (Kim et al., 2013),

though they have less stability and information than IPs. Edge-based and IP-based methods

provide similar capability of designing more accurate and robust algorithms with similar com-

putational time as they work with fewer pixels. Despite this similarity between edges and IPs,

have a different appearance and do not coincide with each other, which makes their comparison

somewhat infeasible.

This chapter represents a novel IP-based background subtraction approach which is the

first stage of our model-based human upper body tracking system (the blue block in Fig. 1.2).

Firstly, our motivation for introducing a new BGS algorithm based on IPs as well as the idea

behind it are discussed in Section 3.1. Then, the algorithm is described technically in Section

3.2. To evaluate the performance of this algorithm and also to compare it with the other

BGS approaches, the results of several experiments are represented afterwards in Section 3.3.

Finally, conclusions and future work are discussed in the last section of this chapter.

3.1 Motivation

All the objects in the frames of a video are divided into two groups: the background objects

(static objects in consecutive frames); and the foreground objects (ones moving around the

image throughout the frames). This fact inspires us to propose a novel IP-based BGS approach,
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which is used to discriminate the moving IPs from the stationary ones (IP-based BGS). On

this basis, the extracted IPs from the background areas of the image should remain stationary

throughout the frames in contrast to the moving IPs of the foreground, which move around the

image. To discriminate these IPs from each other, their position and number of appearances

in any location should be recorded and analysed. In future work, we may include additional

features e.g. the strength or descriptors of the IPs (see p.70). Although this seems to imply

that all the frames should be processed to decide, if any IP belongs to the background IPs

group, this is not the case in practice. As will be shown in Section 3.3, the background IPs

need to stay motionless only for a specific number of consecutive frames, not necessarily all

the frames. More importantly, this enables the algorithm to update the background model

following changes (e.g., when something is added to or removed from the scene).

To fulfil this idea, suppose an index I(x,y) is assigned to any location (x,y) of the image

plane. I(x,y) is defined as the number of times IPs have appeared at this location. For any

IP i of frame k with coordinate (xi,yi), the index I(xi,yi) is increased by one. This means

that an IP has located one more time at that position of image. In this way, the index I(x,y)

records and updates the number of times the location (x,y) of image has met IPs. Since the

background IPs are extracted from the stationary areas of image, it follows that they hit the

specific locations of image repeatedly over the frames and so those locations have a higher

value of I. In contrast, the foreground IPs are moving around the image throughout the frames.

Therefore, their corresponding locations (x,y) have lower values of I(x,y). It might seem that

the foreground IPs may appear like the background IPs, when they try to stand still. However,

it rarely happens because they have enough movement to cause changes in the location of their

extracted IPs.

Although this idea is simple enough and seems to be efficient, it turns out to be too severe

and suffers from the problem of spurious background IPs which are actually foreground IPs.

This happens when a location in the image is occupied repeatedly by the foreground IPs of

different parts of a foreground object, as it moves around the image and hits that specific

location. This location looks like a background location because of having a high number for

its I(x,y), whereas it is spurious and should be avoided effectively. To overcome this problem,
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the neighbouring locations in the image are dealt with together as a group using a block-wise

processing approach, which divides the image into blocks of the same size. On this basis, the

combination of locations in a block, hit by IPs inside that block, are considered together as an

Event. In other words, an Event is a simultaneous observation of a group of IPs, a specific

pattern, inside a block.

Accordingly, instead of counting the number of times a location is met by any IP, the

number of times a combination of locations (an Event) is met inside a block is recorded.

This strategy guaranties that only the specific persistent Events inside the blocks, those with a

high level of repetition, are recognized as the static background IPs. The foreground IPs are

unlikely to create exactly these patterns. Therefore, counting the number of repetitions of the

Events instead of the individual IPs across the frames gives us an accurate interpretation of the

location of the real background IPs. Obviously, if there are no IPs in a block, that block would

have no events and neither FG nor BG IPs. Fig. 3.4 shows the repetition of Events for a block

of an image, for example.

Based on this definition, the blocks of the image are categorized into three different types:

Background blocks: These are the blocks which are completely occupied by the background

IPs (areas of the image with no moving objects). The numbers of repetitions of the

Events in these blocks are significantly greater than of Events in the other blocks. So,

these Events are labelled as dominant Events. It is expected that the Events inside these

blocks are seen in nearly all the frames, approximately. Nevertheless, the number of IPs

and their position in each block can be changed because of some phenomena such as

changes in illumination, noise in the image, image resolution, and weakness of the IP

detector.

Foreground blocks: These blocks, areas where moving objects are present, are occupied by

the foreground IPs. The IPs of these blocks are unlikely to create the same Events

throughout the frames. This implies that the foreground IPs increasingly create new

Events for their associated blocks, which cannot appear dominantly. The proposed
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block-wise processing strategy ensures that they are less likely to create spurious back-

ground Events.

Background-Foreground blocks: These are the blocks occupied by the outer boundary of

the foreground object. Therefore, some IPs in these blocks belong to the background

while the others belong to the foreground. Although it may seem the background IPs of

these blocks could create dominant Events, it will not happen here because either some

background IPs have been occluded or the foreground has added some new IPs, which

means a new Event has been created. Consequently, new Events are added to the record

of each block, which will never be dominant from the repetition point of view because

they do not persist long enough. Although this type of block may look useless during

the BGS process, they can be used for further processing due to the valuable information

they have about the outer edges of the foreground object.

Summary of the idea: According to the concept of motion detection, which is all about

determining if a pixel (an IP here) is associated to a moving object at time t, the proposed

algorithm detects the moving IPs by classifying all the IPs into background and foreground

ones. When the algorithm is run, it starts to model the background by finding the dominant

Events of all the blocks, which are used later on to determine the location of the background

IPs. In a sense, the whole image is background. If there are no foreground objects in the scene,

i.e. everything is still, all the background is visible. In contrast, some areas of the background

would be invisible in circumstances where a moving object (foreground) is present in the scene.

The background subtraction algorithms needs to model and update the whole background.

Owing to this, the background blocks here are apparently the blocks which are not covered by

foreground objects and the foreground ones are in fact the blocks covered by the foreground

objects.

In this regard, the background modelling exhibits two different cases. The first case is

when there is no foreground object in the scene and so all the background blocks are visible.

In this case, the algorithm learns the dominant Events for all the blocks quickly in less than

a few tens of the frames. In comparison, the second case is when there are some foreground

blocks or covered background blocks due to the presence of foreground objects. In this case,
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the algorithm learns the dominant Events only for the uncovered background blocks. The other

covered background blocks will remain unlearned until they will become uncovered. At this

time, the algorithm starts to learn for these blocks similarly through a few tens of the frames.

On the one hand, this process is the background modelling process. On the other hand, the

model update process renews the status of dominant Events of the blocks when any change

happens in the background. Fig. 3.1 shows an image with its foreground IPs and background

IPs, in red and blue, respectively. The three different types of block can be seen in blue, red

and green, accordingly.

(a) Image, IPs, and blocks; blue: Background block, red: Foreground block,
green: Background-Foreground block.

(b) Structure of a block.

FIGURE 3.1: The block and its different types.

3.2 IP-Based BGS Algorithm

In this section, first the proposed BGS approach is described technically. Then, the post-

processing tasks which are applied to amend the result and reduce the errors are presented.

3.2.1 Technical Description of the Algorithm

For the purpose of block-wise processing, the image of size H×W is divided into blocks of

N×M pixels (Fig. 3.1).In terms of hardware implementation and efficiency, it would be better

to select N and M as a power of 2 because the memory blocks are counted based on powers
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of 2. Fig. 3.1 shows a frame of 240× 320 pixels and its blocks in yellow as well as the

structure of a block. Then the extracted IPs of any frame are assigned to appropriate blocks

based on their global coordinates (x,y) in the image plane. Obviously, the blocks related to the

smoother areas of the image have fewer IPs (sometimes no IP), and those associated with the

highly textured areas of the image have higher numbers of IPs. Afterwards, local coordinates

(r,c) are calculated for each IP using its global coordinates in the image plane and the block

size as shown in Eq. 3.1. As an instance, for an IP with global coordinate (155,85) and block

size of 15×15, its local coordinate would be (6,11).

r = (y mod N)+1 , c = (x mod M)+1 (3.1)

To store the Events of each block through consecutive frames, firstly we need to define a

unique tag for any Event using its constituent IPs. This tag is composed of some numbers, cor-

responding to the local location of the IPs in the block, separated by commas e.g. {9,21,39}.

To make the implementation easier, firstly the 2D local coordinates of pixels in the block are

mapped into a 1D coordinate by numbering pixels from 0 at the top left corner of the block,

and then counting along each row from left to right to N×M-1 at the bottom right corner (Fig.

3.1(b)). For example, for the block of Fig. 3.2 with 15×15 pixels, numbering is started from

0 at the top left corner and is terminated at 224 at the bottom right corner. If this block has

5 IPs at the positions (2,2),(3,6),(5,8),(9,13),(11,4) in frame k, locations 16, 35, 67, 132,

153 in the block are occupied by the IPs, respectively. By concatenating these numbers to each

other by commas, the event {16,35,67,132,153} is created for the mentioned IPs in the block.

Finally, a unique tag is created for any Event using this terminology.

Now, the Events of each block as well as their number of repetitions should be stored and

renewed at any frame using these tags. This process is accomplished through two different

operations:

• Storage, which means storing a new Event for the block, if the underlying tagged Event

is a new one and has not happened so far.
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FIGURE 3.2: A sample Event {16,35,67,132,153} for IPs (2,2),(3,6),(5,8),(9,13),(11,4)
in a block with size 15×15 pixels.

• Update, when the Event has been seen in this block in the previous frames at least once,

its number of repetitions should be increased by one.

As one of the main motivations of our proposed BGS approach is to preserve the speed and

efficiency as much as possible, an efficient way of storage, sorting, and searching is important

here.

FIGURE 3.3: A binary search tree: the larger inputs feed into the right sub-trees and the
smaller ones feed into the left sub-trees.

The Binary Search Tree (BST) (Gilberg and Forouzan, 2001), which is a fast way of

storing, sorting and searching, is used in this regard. It stores the values in a tree-shaped

graph. To do this, the larger inputs go into the right sub-trees and the smaller ones go into the

left sub-trees (Fig 3.3). This strategy makes storage, sort, and search faster. On this basis, a
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BST is created for each block and the assigned Events to this block throughout the frames are

stored in the tree as well as the numbers of their occurrences (Repetition Index (RI)) by means

of the mentioned tags. If any Event is happening for the first time, a new node with RI of 1

is created in the tree. Otherwise, the node corresponding to the Event is found and its RI is

increased by 1. So, the BST of each block summarizes the Events and their RIs in that block.

As stated before, the background IPs are supposed to be motionless. This implies that

they should appear in specific locations in the blocks and therefore specific Events should be

created by them in the blocks. Regardless of the rare changes in the position of these IPs

in the blocks, due to changes in illumination and low resolution, they appear significantly

more often than a threshold criterion. In contrast, the foreground IPs changes their location

in the image and so they create different non-repetitive events in the blocks. As can be seen

in Table 3.1, these non-repetitive Events created by the foreground IPs, have RI values less

than the threshold (The threshold has been set to 10 in this table. However, we will discuss

the optimum value for threshold in Section 3.3.5). In this regard, the Events of each block are

divided into the Dominant Events, created by the background IPs and the non-Dominant ones,

created by the foreground IPs. Therefore, the algorithm classifies any Event as dominant if its

RI is equal to or greater than a threshold. The proposed algorithm is summarized in Algorithm

3.1.

FIGURE 3.4: Repetition Index for Events of a block after 1000 frames.
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TABLE 3.1: The stored Events of block 102 of image for 1000 frames.

# Event RI D # Event RI D # Event RI D

1 (363,110) 1 15 (280,110,353) 1 29 (303,171) 1

2 (303,14) 325
√

16 (285,110) 82
√

30 (303,353,14) 2

3 (285,14) 92
√

17 (285,11) 1 31 (303,353) 1

4 (285) 40
√

18 (285,12) 16
√

32 (303,394) 1

5 (125,333) 1 19 (303,110) 143
√

33 (323,14) 13
√

6 (110,353) 9 20 (303) 134
√

34 (323) 6

7 (110) 1 21 (285,9) 1 35 (305,14) 14
√

8 (124,353,14) 2 22 (285,14,394) 1 36 (305,12) 1

9 (144,353) 4 23 (303,11) 5 37 (323,110,353) 1

10 (144,12,353) 1 24 (303,12) 49
√

38 (323,110) 10
√

11 (144,353,14) 10
√

25 (303,110,353) 1 39 (343,14) 3

12 (280,110) 2 26 (303,110,394) 1 40 (323,353) 1

13 (222,110,353) 1 27 (305,110) 16
√

41 (353,14) 1

14 (280,171) 1 28 (305) 4

Fig. 3.4 and Table 3.1 show the stored Events for block 102 (7th row and column) in its

BST after 1000 frames. As the algorithm assumes, only a few Events appear dominant. On

the other hand, the non-dominant Events have been created by the foreground IPs when they

have met this block. The dominant Events have been marked with the ”
√

” sign in the ”D”

column of the table. IPs which create these dominant Events are classified as background IPs

(bold numbers in ”Event” columns of table). They are stored in a list of background IPs.

Fig. 3.5 shows the real image with its extracted IPs (FAST corner IPs in this case), and

the foreground and background IPs in red and blue colours, respectively. As can be seen, there

are some erroneous background and foreground IPs, which will be named later as FN and

FP, respectively. To reduce these errors and amend the results, two post-processing stages are

applied to the results as will be described in the next section.
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Algorithm 3.1 IP-Based BGS Algorithm

1: Input: IPs of frames k = 1, . . . ,K.
2: Output: background IPs & foreground IPs of each frame.
3: Initialization:
4: for frame k = 1 do
5: Divide image frame into B blocks.
6: Create a Binary Tree (BT) for each block.
7: Create the lists of background events (BG-E-list) and background IPs (BG-IP-list).
8: end for
9: Background Modelling & Subtraction:

10: for every frame k > 1 do
11: Background Modelling:
12: for each IP i do
13: Assign IP i to the corresponding block based on its (x,y) coordinate.
14: end for
15: for each block j do
16: Create an Event Em from its assigned IPs.
17: Search Binary Tree BTj for Event Em.
18: if Em ∈ BTj then
19: Increase Repetition Index of Event Em by 1 (RIm = RIm +1).
20: if RIm > threshold then
21: Add Event Em to BG-E-list.
22: Add IPs of Event Em to BG-IP-list.
23: end if
24: else
25: Add a new node in BTj and set its RI to 0.
26: end if
27: end for
28: Background Subtraction:
29: for each IP i do
30: if IP i ∈ BG-IP-list then
31: IP i⇒ background IP.
32: else
33: IP i⇒ foreground IP.
34: end if
35: end for
36: k = k+1
37: end for

3.2.2 Post-Processing

This section describes the post-processing tasks which improve the performance of the pro-

posed IP-based BGS algorithm.
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FIGURE 3.5: The real image with its IPs, red: foreground IPs, blue: background IPs.

Task 1: As can be seen in Table 3.1, the positions of some IPs have been changed be-

cause of changes in illumination, noise, and the quality of the images. For instance, the Events

(285,14) and (285,12) have happened 92 and 16 times throughout 1000 frames, respectively.

This means that IPs in locations 12 and 14 should presumably be the same, their position hav-

ing been changed across the frames. Since IP 14 has a greater repetition in its corresponding

Event than IP 12, it could be said that IP 14 has been mislabelled as 12 in some frames because

of noise. Although after 1000 frames the RI of Event (285,12) has satisfied the threshold crite-

rion, which is 10 for this experiment (This value has been selected by trial and error. In future

work a more systematic method can be used in this regard.), and so IP 12 has been added to

the BG-IP-list, it has been misclassified as a foreground IP for all the frames before satisfy-

ing the threshold criterion. To overcome this type of error, which increases the False Positive

(FP) rate, a simple comparison between such non-dominant and dominant Events of the block

((285,12) and (285,14) for example) is performed in terms of Euclidean distance. This pro-

cess saves the IPs of these non-dominant Events from being misidentified as foreground IPs.

Another example in this experiment is ambiguity between Events (303,12) and (303,14).

FIGURE 3.6: The 2D kernel of 3×3 filter.
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Task 2: The second post-processing task is to decide about the foreground blocks with

no foreground blocks in their neighbourhood. To do this, an image with the same size as

the number of blocks ((H÷N)×(W÷M)) is constituted (the Foreground Block Binary (FBB

image), hereafter). The effect of varying block size will be examined in Section 3.3.2. The

value of each pixel in this image is 1 if the corresponding block has at least one foreground IP.

Otherwise it is 0. Then a 2D 3× 3 filter with the kernel shown in Fig. 3.6 is applied to FBB

image to calculate how many foreground blocks each block has around itself. By applying this

filter, the foreground blocks with no foreground block in their neighbourhood are identified

and considered as spurious foreground blocks and then the status of their IPs is changed from

background to background. Also, the background blocks which have foreground blocks in

their neighbourhood more than a threshold, are reclassified as foreground blocks. In fact, this

task refines the status of some erroneous blocks, which reduces FN and FP. Fig. 3.7 shows the

result of the post-processing procedures.

FIGURE 3.7: Left: foreground blocks, Right from bottom to top: the real image, foreground
IPs before, and after post-processing.

3.3 Experimental Results

To evaluate the performance of the proposed IP-based BGS algorithm and also to compare it

with the other BGS approaches, we present the results of several experiments in this section.

First, the evaluation factors are explained, briefly.
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3.3.1 Evaluation Factors

Since the background subtraction is a classification task, it can be evaluated based on the

overall number of False Negatives (FN) and False Positives (FP) which are produced in each

video (Benezeth et al., 2010). Below, Table 3.2 illustrates these factors.

TABLE 3.2: Evaluation factors in classification context

On this basis, the precision and recall are defined as (Olson and Delen, 2008):

precision =
T P

T P+FP
, recall =

T P
T P+FN

(3.2)

Specificity and accuracy, as the other two measures used to measure the performance of

binary classification tasks, are used as complementary evaluation factors in some experiments.

They are defined as follows (Olson and Delen, 2008):

speci f icity =
T N

T N +FP
, accuracy =

T P+T N
T P+T N +FP+FN

(3.3)

To take into account the precision and recall factors concurrently, the F-measure, which

is the harmonic mean of precision and recall values, is considered. As will be seen, we use

this factor to find the best value for the threshold of the BGS algorithm. The Fβ measure for

non-negative real values of β is:

Fβ = (1+β
2) · precision · recall

β2 ·precision+ recall
(3.4)
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β provides the user the flexibility to vary the weight of the recall β times with respect to

the precision. The special case of this formula for β equal to 1 is known as the F1 measure,

which weights the precision and recall evenly.

F1 = 2 · precision · recall
precision+ recall

(3.5)

F2 and F0.5 are two other commonly used F measures, which put more emphasis on recall

and precision, respectively.

F2 = 5 · precision · recall
4 ·precision+ recall

, F0.5 = 1.25 · precision · recall
0.25 ·precision+ recall

(3.6)

3.3.2 Experiment 1: Effect of Block Sizes on the Precision and Recall

Through this experiment, the effect of block size on the performance of the algorithm is eval-

uated according to the above mentioned evaluation factors (Fig. 3.8, 3.9, 3.10). For a given

image with the fixed size 256×512, several block sizes of powers of 2 (for the sake of better

hardware performance) from 1× 1 to 32× 32 are examined. The smaller block size tends

to process IPs more individually, while the larger size has a higher level of block processing

concept. It is supposed that neither the smallest nor the largest block sizes deliver the highest

performance. So, through this experiment we try to find a trade-off between the size of the

block and robustness to the level of noise and occlusion. As will be seen, the larger the block,

the more robust it is to noise but the more prone it is to occlusions.

As Fig. 3.8 shows, the blocks of sizes of 4×4 and 8×8 deliver higher performances than

the other sizes (particularly than the smallest size of 1×1 and the larger sizes of 16×16 and

32×32). On the one hand, it is better than the higher sizes because:

• The smaller block sizes contain lower numbers of IPs. This decreases the risk of losing

the background Events in cases where some background IPs of these Events disappear

due to: covering by foreground objects; changing the position due to noise; and so
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FIGURE 3.8: Evaluation Factors versus block sizes for resolution 256×512.

on. This situation is more drastic around the outer contour of foreground object (in

Background-Foreground blocks). In other word, the smaller the size of block, the lower

the number of IPs in Events.

• The foreground objects involve fewer blocks, which decreases the FN & FP errors, even

more.

• The smaller the block size, the lower number of Events and the faster the BST. This

affects the run time speed of the algorithm as is shown in Fig. 3.10.

On the other hand, the smallest sizes of 1× 1 and 2× 2 cannot deliver the same perfor-

mance as 4×4 and 8×8 because they implicitly ignore the block-wise processing strategy and

behave as when the IPs are dealt with individually. This justifies the superiority of block-wise

processing over individual processing of IPs.

According to the definition of the evaluation factors, the higher value of precision is equal

to the higher percentage of retrieved foreground IPs out of all retrieved IPs. On the other hand,

recall shows the percentage of correctly retrieved foreground IPs out of the ground truth fore-

ground IPs. Obviously, the block of 8×8 offers higher precision and recall, particularly better

than the 1× 1 and 2× 2 sizes (Fig. 3.8). In addition, specificity determines the percentage

57



Chapter 3. IP-Based Background Subtraction

(a) Block size: 1×1

(b) Block size: 2×2

(c) Block size: 4×4
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(d) Block size: 8×8

(e) Block size: 16×16

(f) Block size: 32×32

FIGURE 3.9: 6 frames vs different block sizes of 8×8, 16×16, and 32×32.
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of the ground truth background IPs which has been correctly rejected (the algorithm tries to

identify the foreground IPs and reject the background ones). As can be seen, the higher block

sizes deliver higher specificity than (or at least equal to) the lower sizes when the algorithm

aims to identify the background IPs and reject the foreground ones.

(a) Average run-time versus block size.

(b) Run-time versus block size.

FIGURE 3.10: Run-time versus block size

This experiment has been conducted on images with 256×512 pixels. Although the block

60



Chapter 3. IP-Based Background Subtraction

size is dependent on the image resolution, the result of this experiment can be generalized to

any image resolution. To do this, the block size can simply be scaled in proportion to the image

resolution.

Fig. 3.9 compares visually the effect of block size on the result of the algorithm on 6

random frames of a video with 450 frames. It is obvious from this figure that the algorithm

has a faster and more accurate background Modelling and Update for the block sizes of 4×4

and 8×8 than the other sizes. As can be seen in Figs. 3.9(a), 3.9(b), 3.9(e), and 3.9(f), the FP

(red IPs in background areas) and FN (blue IPs in foreground areas) rates are higher than 3.9(c)

and 3.9(d). It means that the algorithm has incorrectly classified background IPs as foreground

IPs in the former case and conversely the foreground IPs as background IPs in the later ones.

Again, it confirms that the block sizes of the 4×4 and 8×8 outperform than the other sizes.

Fig. 3.10 compares the run-time speed of the algorithm against the block size. As can be

seen (Fig. 3.10(b)), the sizes of 4× 4, 8× 8, and 16× 16 are faster. Among these, although

the 16×16 has the fastest execution time, it performs poorly in terms of the evaluation factors

(Fig. 3.8). Consequently, the sizes 4×4 and then 8×8 look to be the best sizes for the blocks

in the proposed algorithm.

It is worth to analyse why the sizes 1×1 and 32×32 are slower than the other sizes. The

size 1×1 implies dealing with the IPs individually. Although the Events in this case have only

one IP which makes their storage and retrieval faster in the BTS, the higher number of BTS

causes a higher computational cost. The size 32×32 also performs as fast as size 16×16 for

approximately the first 25 frames in Fig. 3.10(b). However, afterwards it turns out to become

slower than most of the sizes and gets close to the size 1× 1. This is due to the fact that the

bigger size of the block causes a higher number of IPs in each Event. Although it looks to

lead to the lower number of Events in the block and be the reason for the fastness throughout

the first 25 frames, the less stable IPs (which are related to weaker IPs) of the Events change

their position randomly across the frames and therefore they increase the number of Events

radically.
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3.3.3 Experiment 2: Robustness Under Low-Light conditions

In this experiment, the proposed algorithm is examined under low-light conditions. The results

are shown in Fig. 3.11. The pixel-based BGS algorithms produce white and black pixels

for the foreground and background areas of image, respectively. In low-light conditions, the

foreground white pixels look like separated islands which cannot be interpreted individually to

localize the foreground areas (3.11(b)). Whereas, the proposed approach effectively removes

the background IPs and presents the foreground IPs, which can be used meaningfully.

To get some intuition for why this point is true, here is an example. In applications like

IP-based motion tracking, the IPs of the object should be tracked across the frames. In this

sense, if the IPs of the moving object (foreground IPs) can be discriminated first from the

background IPs, as the proposed algorithm does, it makes the tracking process easier. Not

only the foreground IPs, but also the background IPs can be used for IP matching and tracking

purposes. In contrast, the traditional pixel-based BGS algorithms just delete the background

pixel of the image. Moreover, IPs are the significant information of the image, which is more

robust to low-light conditions. Consequently, the combination of these properties of IPs deliv-

ers more robustness to low-light conditions than pixels. In a sense, it is not efficiency which the

proposed algorithm delivers. Instead, it is robustness that IPs give to the proposed algorithm.

Fig. 3.11 shows this comparison over 5 random frames of a video with 450 frames.

3.3.4 Experiment 3: Comparison of the IP-Based BGS with Different BGS Al-

gorithms

For the purpose of performance evaluation, in this section we compare the efficiency of the

proposed algorithm against some of the well-known and state-of-the-art BGS algorithms on

the Wallflower dataset (Toyama et al., 1999) based on the total number of errors as the sum of

FN and FP, in a similar manner to state-of-the-art BGS papers. This dataset has been widely

used in this context and consists of seven different scenarios with a diverse range of problems

that might happen in practice. Table 3.3 summarizes these scenarios (Toyama et al., 1999).
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(a) IP-based BGS algorithm with block size of 8×8.

(b) Pixel-based BGS algorithm.

FIGURE 3.11: Comparison between IP-based and pixel-based BGS methods under low-light
conditions over 5 random frames of a video with 450 frames.

Although our algorithm is IP-based and looks a little different from the pixel-based BGS

algorithms, it similarly separates the foreground IPs from the background ones. Nevertheless,

the number of IPs in the image is much less than the number of pixels. Therefore, the total

number of erroneous IPs would not be comparable with the total number of erroneous pixels.

To compensate for this, we define the Error Ratio as the ratio of the total number of erroneous

IPs (pixels) to the total number of IPs (pixels). Though it may seem unfair to compare an IP-

based BGS method with the pixel-based approaches in this way, to the best of our knowledge

that is the only way to compare our method against the ground-truth and the state-of-the-art
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TABLE 3.3: The Wallflower dataset scenarios.

Scenario Description Evaluation
Image

Ground
Truth

Moved
Object

A person enters into a room, makes a
phone call, and leaves.

Time
of Day

A person enters and sits down in a
room where the light is changing grad-
ually from dark to light.

Light
Switch

A person enters a lighted room and
turns off the lights. Afterwards, person
walks in the room, turns on the light,
and moves the chair.

Waving
Trees

A person walking in front of a swaying
tree.

Camouflage
A person walking in front of a monitor
with rolling interference bars with sim-
ilar colour to the person’s clothing.

Boostrapping A busy café containing several people.

Foreground
Aperture

A person with a uniformly coloured
shirt waking up and moving slowly.

methods. This is due to the novelty of IP-based BGS methods and the lack of a standard

ground-truth dataset for them. Tables 3.4 and 3.5 summarize the results for this performance

comparison, numerically and visually, respectively.

ErrorRatio =
Total erroneous IPs (pixels)

Total IPs (pixels)
(3.7)

As Table 3.4 shows, our proposed approach delivers a lower Error Ratio rate, and so

better performance, in comparison with most of the existing algorithms. Although some of the

algorithms in the MoG family work better than ours, these cannot deliver the same advantages
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TABLE 3.4: Comparison on the Wallflower dataset for different BGS algorithms.

Algorithm
Er-

ror

Moved

Object

Time

Day

Light

Switch

Waving

Tree

Camo-

uflage

Boot-

strap

FG

Aper

Total

Error

Error

Ratio

SG (Pande et al., 2007)
FN

FP

0

0

945

535

1857

15123

3110

357

4101

2040

2215

92

3464

1290
35133 0.2614

MOG (Stauffer and Grimson, 1999)
FN

FP

0

0

1008

20

1633

14169

1323

341

398

3098

1874

217

2442

530
27053 0.2012

MoG-

PSO (White and Shah, 2007)

FN

FP

0

0

807

6

1716

722

43

1689

2386

1463

1551

519

2392

572
13916 0.1035

MoG-

IHLS (Setiawan et al., 2006)

FN

FP

0

0

379

99

1146

2298

31

270

188

467

1647

333

2327

554
9739 0.0724

Improved

MOG (Wang and Suter, 2005)

FN

FP

0

0

597

358

1481

669

44

288

106

413

1176

134

1274

541
7081 0.0526

MoG-

MRF (Schindler and Wang, 2006)

FN

FP

0

0

47

402

204

546

15

3011

16

467

1060

102

34

604
3808 0.0283

S-TAPP-

MOG (Cristani and Murino, 2007)

FN

FP

-

-

-

-

-

-

153

1152

643

1382

1414

811

1912

377
7844 0.1021

ASTNA (Cristani and Murino, 2008)
FN

FP

-

-

-

-

-

-

253

100

823

1173

2349

73

1900

360
7031 0.0915

KDE (Elgammal et al., 2000)
FN

FP

0

0

1298

125

760

14153

170

589

238

3392

1755

933

2413

624
26450 0.1968

SL-PCA (Oliver et al., 2000)
FN

FP

0

1065

579

16

963

632

1027

2057

350

1548

304

6129

2441

537
17677 0.1315

SL-ICA (Tsai and Lai, 2009)
FN

FP

0

0

1199

0

1557

210

33720

148

3054

43

2560

16

2721

428
15308 0.1138

SL-

INMF
(Bucak et al., 2007)

FN

FP

0

0

724

481

1593

303

3317

652

6624

234

1401

190

3412

165
19098 0.1420

SL-IRT (Li et al., 2008b)
FN

FP

0

0

1282

159

2822

389

4527

7

1491

114

1734

2080

2438

12
17053 0.1268

Our

Method

FN

FP

0

0

20

15

25

42

208

57

18

39

172

2

17

34
649 0.0938

in terms of the scope of this chapter. To put it another way, due to the intrinsic properties

of the IPs and also the block processing structure of our proposed approach, it delivers an

interpretation of the scene in the image plane, which can be used for further processing such

as occlusion-detection usable in tracking applications. Some of the properties, which support

this interpretation are: classifying the blocks into Foreground, Background, and Background-

Foreground blocks; hiding and disclosing the background IPs with foreground IPs; geometrical
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TABLE 3.5: Results on the Wallflower dataset for different BGS algorithms.

Methods
Moved

Object

Time of

Day

Light

Switch

Waving

Trees

Camo-

uflage

Boot-

strap

FG

Aper

Test

Image

Ground

Truth

SG (Pande et al., 2007)

MOG (Stauffer and Grimson, 1999)

MOG-

PSO (White and Shah, 2007)

MOG-

IHLS (Setiawan et al., 2006)

Improved

MOG (Wang and Suter, 2005)

MOG-

MRF (Schindler and Wang, 2006)

S-TAP-

PMOG (Cristani and Murino, 2007)
- - -

ASTNA (Cristani and Murino, 2008) - - -

KDE (Elgammal et al., 2000)

Sl-

PCA (Oliver et al., 2000)

SL-

ICA (Tsai and Lai, 2009)

SL-

INMF (Bucak et al., 2007)

SL-

IRT (Li et al., 2008b)

Our

Method

relationship between the IPs in the same and the adjacent blocks; identifying the background

IPs in low-light conditions.

In contrast, the pixel-based BGS algorithms only represent the foreground pixels in the

form of white pixels in a silhouette without providing any information about the relationships

among these pixels and the background pixels. Besides, they are not suitable for IP-based

computer vision algorithms, unless the output foreground mask of a BGS stage is applied
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to the IPs to subtract the foreground IPs from the background ones. Although the proposed

IP-based BGS algorithm works only on the IPs and delivers the foreground IPs, it would be

possible to extract the silhouette roughly using the foreground IPs. As mentioned in Section

3.2.2, the FBB image, which shows the foreground blocks, can be imagined as the silhouette of

the foreground object. The resolution and the accuracy of the formed silhouette depends on the

number of IPs extracted by the IP detector. The left part of Fig. 3.7 shows a typical silhouette,

which we can extract using the algorithm (before the post-processing, which is improved to

reduce the noise by post-processing).

Table 3.5 compares the test frames of 7 different scenarios in the Wallflower Dataset for

several BGS algorithms alongside the ground truth. The algorithms perform non-uniformly for

different scenarios, i.e. they work well for some scenarios while the result for other scenarios

is not so good. For example, KDE shows the best and worst results for ”Waving Trees” and

”Time of Day” scenarios, respectively, while SL-IRT has the best and worst results for ”Cam-

ouflage” and ”Waving Trees”. In other word, there is no BGS algorithm which handles all of

the background subtraction challenges completely and works well in all scenarios. Since the

scenarios address different challenges presented by background subtraction, the performance

of each algorithm on different scenarios reveals the strength and weakness of the algorithm in

addressing the BGS challenges.

Similarly, our approach works relatively well for all of the scenarios, except for ”Waving

Trees” and ”Bootstrap”. To justify our claim, we need to understand the importance of FN and

FP in the context of this thesis. Normally, these two values can be tuned so one is bigger than

the other depending on the application in hand. Alternatively, we try to minimize the sum of

these two as our ultimate goal. Owing to the importance of FG-IPs in our HUBT system, the

priority for BGS is to reveal the FG-IPs correctly as much as possible. Then, the BG-IPs are

of secondary importance. Therefore, the lower values for FN (red IPs in background areas) are

more important than the lower values for FP (blue IPs in foreground areas).

Taking a look at Table 3.4, it can be seen that the FN value for ”Waving Trees” and

”Bootstrap” scenarios are relatively higher than the other scenarios. That is the reason for

why our algorithm performs weaker for the ”Waving Trees” and ”Bootstrap” scenarios. In
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contrast, the number of FN errors is less than the number of FP errors for ”Light Switch”,

”Camouflage”, and ”Foreground Aperture” scenarios. This is an important point because it

demonstrates that the algorithm can find the foreground IPs over a moving object and it has a

low level of foreground misclassification in foreground areas of the image. The FP errors, i.e.

the misclassified foreground IPs in background areas, can be compensated for by using some

additional post-processing procedures.

The scenarios in the dataset simulate the challenges of background subtraction and the

result of our evaluations in Table 3.5 show how our proposed algorithm deals with these chal-

lenges. However, we should mention that it is not the purpose of this thesis to introduce an

algorithm which competes with the state-of-the-art BGS algorithm, although it does. Instead,

we were looking for a way to provide foreground IPs of each frame for the next stages of our

human body tracking system at a satisfactory level.

3.3.5 Experiment 4: Effect of Threshold on the Results

As described in Section 3.2.1, a threshold value is used to discriminate the background and

foreground Events. To evaluate the effect of threshold on the results and find the best value for

it, the performance of the algorithm for a range of thresholds from 1 to 100 is evaluated using

the F-measure factor of Eq. 3.4, described in Section 3.3.1. Fig. 3.12 shows the F1, F0.5, F2,

as well as the total number of errors for the experiments on the Wallflower dataset in Section

3.3.4. As can be seen, the threshold values between 20 to 25 is where the lowest total number

of error and highest F1, F0.5, F2 are gained.

On one hand, the threshold values lower than the optimal value increase the FN error,

while keeping FP roughly constant. On the other hand, the higher threshold values, higher

than the optimal value, cause a greater FP and keep the FN approximately constant. Both

cases yield an increase in the total number of errors. So, to keep the total error at the lowest

possible value, a balance between these two source of errors is established by selecting a value

between 20 to 25 for threshold.
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FIGURE 3.12: F-measures (Eq. 3.4) and total number of errors versus threshold.

3.4 Concluding Remarks and Future Work

In this chapter, we have proposed a completely new IP-based BGS algorithm which can be

used in any IP-based CV application. The key characteristic of our approach is its robustness

to illumination changes. According to a block-wise processing strategy, the algorithm divides

images into the blocks of the same size. IPs inside blocks are dealt with together as Events

across the frame sequence. It stores the Events as well as their number of occurrences (RI)

throughout the frame sequence. Meanwhile, RI is used to classify Events into the background

and foreground Events. If any Event has RI more than a threshold, it is classified as background

Event; otherwise it is classified as foreground Event. The Event classification is used to label

the IPs of frames into the foreground and background IPs.

In comparison with the traditional BGS algorithms, the proposed IP-based algorithm has

the following key characteristics:

• Is real-time like most of the existing algorithms. As the first stage of any CV system, it

is fast enough and adds no latency to the system.

• Is adaptive to changes in background. Since the algorithm needs only a few frames

(same number as the threshold value) to find out the location of the background Events

and IPs, whenever something is added to or removed from the background, the Events
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of the corresponding blocks are affected by the change. First of all, the RI of all existing

BG Events will no longer be increased and will remain at the same value as before the

change. Second of all, new Events are created for the new appearance of the background

in the blocks. In this way, the Events of the block are updated and new BG Events are

established, if the change sustains for more than the threshold.

• Works well in low-light indoor environments.

• Not only separates the foreground and background objects, but creates an interpretation

of scene, which can be used for any further processing in CV systems.

• Is supposed to work relatively well when the foreground objects do not move and try

to stay still. Although in this case it seems the IPs of the foreground should behave

like the background and be still, they have enough movement to be recognized as the

foreground IPs. In contrast, the traditional approaches only subtract the background

when the foreground moves.

We applied our algorithm to BGS under different circumstances. Also, experiments on a

public dataset, Wallflower, show that our approach outperforms most of state-of-the-art meth-

ods, while it delivers some valuable advantages over those which perform better than our

proposed algorithm. The proposed algorithm works in static camera conditions. For future

work, we plan to utilize the current algorithm to work in moving camera scenarios, by up-

dating the positions of IPs using Structure from Motion. Moreover, combining the IPs with

their parameters gained from IP extraction (such as the strength and local descriptors) should

increase the discriminative ability of the IPs which may reduce the errors, though might add

to the complexity. The other strategies for decomposition of the image into blocks such as the

layout of Shape Context, which is less sensitive to small changes in the position of IPs, can

be examined. The effect of frame rate on the performance is worth evaluating, though it is

supposed that a higher frame rate would give better results because it is associated with less

changes in the images in terms of texture, lighting conditions, etc.
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Interest Point Matching

No matter what people tell you, words and ideas can change the world.

ROBIN WILLIAMS, 1951 – 2014

Following the previous chapter, which gave us the foreground IPs of each frame, this

chapter goes through the IP-matching algorithm which aims to match the foreground IPs of

any two consecutive frames for the purpose of human upper-body tracking. Two approaches,

both combined local-spatial IP matching algorithms, are presented in this chapter. They are

similar in the local stage, which tries to find confidently matched IPs, while two different

strategies, a clustering and graph-matching strategy for the first approach and a Shape Context

(SC) based approach for the second one, are used for the spatial stage. While the first approach

looks at the spatial relationship between the IPs locally, by clustering them into the groups,

the second one behaves globally. To compensate for the problem of Reference List Leakage

(RLL), which decreases the number of reference IPs throughout the frame sequence and causes

failure of tracking, an IP List Scoring and Refinement (LSR) strategy is presented to maintain

the number of reference IPs around a specific level.

At this stage, we do not have any specific quantitative requirements for this chapter. Be-

cause this is a novel IP-based matching approach for tracking, our motive is simply to demon-

strate its feasibility and measure its accuracy and efficiency,which we will do in Section 4.4.
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The rest of this chapter outline is follow: firstly, our motivation for introducing new IP

matching algorithms is discussed in Section 4.1. Then, two approaches are described tech-

nically in Section 4.2. The LSR algorithm is presented afterwards in Section 4.3. Finally,

experimental results and conclusions are discussed in Sections 4.4 and 4.5, respectively.

4.1 Motivation

The interest point representation is widely used in image registration, pattern recognition, hu-

man motion tracking, etc. IP matching, which aims to find a reliable correspondence between

reference and target IPs (extracted from reference and target images) using some similarity cri-

teria, is a crucial and challenging process and has been studied widely. IPs are supposed to be

persistent across successive frames and robust to changes in illumination, pose and viewpoint

(Maji, 2006). Current IP-matching algorithms mainly use either local or spatial similarity to

establish a correspondence between IPs. The local-based methods mainly use feature descrip-

tors to measure the local similarity of points, while the spatial-based methods use geometric

distance and spatial structure among IPs (Liu et al., 2012).

Local feature descriptors use image properties such as pixel intensities, colour, texture,

and edges to measure the similarity between IPs in the matching process. Many remarkable

local feature descriptors such as the SIFT (Lowe, 2004), SURF (Bay et al., 2008), and Gradi-

ent Location and Orientation Histogram (GLOH) (Mikolajczyk and Schmid, 2005) have been

proposed in the literature. The ORB (Rublee et al., 2011), which is rotation-invariant and re-

sistant to noise, performs as well as SIFT and better than SURF, while being twice as fast. The

different feature descriptors have been compared in the literature (Mikolajczyk and Schmid,

2005).

The above mentioned local descriptors are used to match IPs in different applications.

However, they may perform poorly in some ambiguous situations such as monotonous back-

grounds, similar features, low resolution images, etc. In these cases, spatial-based IP matching

methods, which use information like geometric distance or neighbourhood relations between
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points, can be used to compensate for these drawbacks. The iterative Random Sample Consen-

sus (RANSAC) method (Fischler and Bolles, 1981a), which fits a mathematical model to a set

of points including outliers, can be reasonably used only when there are not many outliers. To

compensate for this, the spatial relation between points has been dealt with by many authors.

Consideration of local relations between IPs (Zheng and Doermann, 2006), graph establish-

ment by Delaunay triangulation in a two-step algorithm (Li et al., 2005), a Graph Transforma-

tion Matching (GTM) strategy for finding a consensus nearest neighbour graph from candidate

matches (Aguilar et al., 2009), and using relative positions and angles of points for reduction

of false matching have been introduced in this regard.

Although the spatial-based methods are more accurate and robust than the local-based

ones, they are not as quick particularly when there is a high number of IPs. Owing to both

the pros and cons of these local and spatial IP matching strategies, combined approaches (Wen

et al., 2008) can be proposed to complement each other. The local feature similarity used in

local-based IP matching approaches can be used to cut down the search space for the spatial-

based methods. On the other hand, the spatial-based methods can compensate for the defects of

local-based methods in ambiguous situations such as duplicated local feature patterns between

two reference and target images.

In articulated object tracking, the Reference-list IPs are dynamically matched to the

Target-list IPs over the frame sequence (Li et al., 2003; Ma et al., 2013; Zhou et al., 2009). Dur-

ing this process, the IPs in the Reference-list are replaced by the matched points in the Target-

list at each frame. Since the matched Target-list will always be shorter than the Reference-list,

(because of noise; changes in illumination; articulation of the tracking object, and even the

weakness of the background subtraction algorithms) the total number of IPs will be reduced

at each frame and eventually this will lead to loss of tracking. We call this problem the RLL

problem in this chapter. To tackle this problem, our IP-matching algorithm is equipped with a

novel IP LSR strategy.

Summary of the idea: In this chapter we propose a dynamic combined local-spatial IP

matching algorithm for human-body tracking. In the first stage, confidently matched points

are found using a local-based IP matching strategy. Then, to compensate for mismatched and
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unmatched IPs, two new spatial-based matching methods based on graph matching and shape

context are applied. As a remedy for the problem of RLL, a novel LSR strategy is applied. The

proposed approach benefits from: local-based IP matching to avoid the expense of the distance

and neighbourhood comparison of the spatial-based methods; spatial-based IP matching to

compensate for the drawback of the first stage; and an IP List Scoring and Refinement strategy

to refine the IP lists and solve the problem of RLL.

4.2 Interest Point Matching Algorithms

Since the proposed combined local-spatial IP matching approaches are similar in the first local

stage, we describe the local IP matching stage first. Two different situations, the slow and fast

movements of the foreground object between the reference and target images, are discussed

in this regard. Then, two different spatial matching strategies are discussed, sequentially. Fig.

4.1 shows the IPM algorithm block diagram.

Local 

IP-matching

Graph-based 

Spatial 

IP-matching

SC-based 

Spatial 

IP-matching

UR & CR UT & CT

FG-IPs, Previous Frame

(Reference List)

FG-IPs, Current Frame

(Target List)

FIGURE 4.1: IP-matching algorithm block diagram.
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4.2.1 Notations and Definitions

Before going into the details, we introduce some notations and definitions as follows:

1. Reference-list and Target-list: list of IPs extracted from the reference and target images,

RL = {ri}N
i=1 & T L = {t j}M

j=1, respectively.

2. CR & CT : Confidently matched reference and target sets as the outputs of the local

matching stage, CR = {cri}Ci=1 & CT = {ct j}Cj=1, respectively.

3. UR & UT : Unmatched reference and target sets as the inputs for the spatial matching

stage, UR = {uri}N−C
i=1 & CT = {ut j}M−C

j=1 , respectively.

4. Matches RT and Matches TR: result of matching the Reference-list IPs to the Target-list

IPs and vice versa. Each list composed of matched-pairs, where each pair shows the IPs

of the reference and target list matched to each other.

5. CRi & CTi: ith cluster of IPs from CR & CT out of K clusters (clustered using the k-

means algorithm), {CRi}K
i=1 & {CTi}K

i=1.

6. MR & MT : Final matched reference and target sets as the outputs of the spatial matching

stage.

7. C(xc,yc): Centroid of any cluster CRi.

8. gR: a star-shape graph composed for uri and the confidently matched IPs of the closest

cluster CRk.

9. gT : a star-shape graph composed for ut j and the confidently matched IPs of the closest

cluster CTk.

10. r = [r1,r2, . . . ,rn]: ROC feature vector for a graph gR.

11. t = [t1, t2, . . . , tn]: ROC feature vector for a graph gT .
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4.2.2 Stage 1: Local-Based IP Matching

In this stage, first the local feature descriptors of the IPs of Reference-list and Target-list are

extracted. Then, the IPs of these lists are matched to each other in two directions, i.e. the IPs

of Reference-list to the IPs of Target-list and vice versa. This is carried out because the results

of matching in two different directions are not same, no matter what type of matcher and

distance measure is used (Fig. 4.2). This process creates two matched-pair lists Matches RT

and Matches TR. To eliminate the mismatched pairs from these lists, two filtering steps are

applied to them as follows:

SURF Descriptor

Extraction

SURF Descriptor

Extraction

Brute Force

Matcher

Brute Force

Matcher

Cross 

Checking

Displacement

Checking

Reference List Target List

Matches_RT Matches_TR

UR & CR UT & CT

FIGURE 4.2: Local IPM block diagram.
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4.2.2.1 Cross-checking

This filtering step (lines 6 to 14 of algorithm 4.1 on Page 81) is used to remove any IPs which

do not match both ways. We begin with, the Matches RT list. Any pair (i1, j1) of this list

is compared with the pairs of Matches TR list to find the pair ( j1, i2) in the list. If i1 = i2,

then it means that the results of matching in two directions are same and so, pair (i1, j1) is

kept in Matches RT list. Otherwise, it is thrown away from the list. Fig. 4.3 shows how the

knnMatcher of OpenCV creates different results in two different directions and how cross-

checking can amend the results by removing the mismatched pairs from the output. Although

the cross-checking step filters out many of the mismatched pairs, still the Matches RT list

has some remaining mismatched pairs. These will be eliminated through the next filtering,

displacement-checking, step.

FIGURE 4.3: Why cross-checking? Left to right: green to red matching, red to green match-
ing, and Cross-checked matching.

4.2.2.2 Displacement-checking

This filtering step (lines 15 to 22 of algorithm 4.1 on Page 81) is used to remove any matched

IP pairs, whose displacement distance is greater than a maximum allowable distance. Al-

though, in terms of matching, this filtering stage looks similar to optical flow, it is used here

to just find the best match to any IP, whereas optical flow uses it to match the IPs across the

frames and track them.

A naive approach for displacement-checking would be to delete any matched-pair of

Matches RT list whose displacement length (the Euclidean distance between its reference and
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target IPs) is greater than a threshold. Although this might be acceptable under smoothness

or small inter-frame motion assumptions, which are valid to assume in human body tracking

(Herda et al., 2000), this would be too severe in cases where faster movements between con-

secutive frames happen. As a remedy, we need to use a dynamic Displacement Threshold (DT)

for displacement-checking, which is calculated for any two consecutive frames. Seeing that

the well matched-pairs introduce a roughly similar displacement length than the mismatched

pairs, calculating the dynamic DT is equivalent to finding the most probable displacement

length between the IPs of matched-pairs for any two successive frames.

The well-known Kernel Density Estimation (KDE) method, a non-parametric method for

estimating the pdf of a random variable (Parzen, 1962), is used to estimate the displacement

length between the matched IPs of any two consecutive frames. In this regard, the length of all

lines passing through the matched-pairs of the Matches RT list, starting from the Ref-IP and

ending at Tar-IP, are calculated. For example, for each matched pair (Pik ,Pjk) in Matches RT,

the displacement length would be:

lk = ‖Pik −Pjk‖ (4.1)

This process creates a continuous Random Variable (RV) l = (l1, l2, . . . , ln), whose pdf

we aim to calculate. The statistical Mode of this multi-modal RV (Forbes et al., 2011) gives

the most probable displacement length among all the pairs of the Matches RT list. Also, this

pdf can be used to calculate the probability of any displacement length. Fig. 4.4 shows the

estimated pdf as well as the number of repetitions for different displacement length across

7 different frames. Each curve shows the displacement length l = (l1, l2, . . . , ln) for any two

subsequent frames. The Mode for any curve also has been shown on the figures.

The kernel density estimator for estimating the pdf of an independent and identically

distributed RV l = (l1, l2, . . . , ln) is (Parzen, 1962):

f̂h(l) =
1
n

n

∑
i=1

Kh(l− li) =
1
nh

n

∑
i=1

K(
l− li

h
) (4.2)

78



Chapter 4. Interest Point Matching

(a) Density function versus displacement length l.

(b) Number of repetition versus displacement length l.

FIGURE 4.4: Estimated PDF as well as the number of repetitions for different displacement
length throughout several frames.

where h is a smoothing parameter called the bandwidth, a free parameter which has a strong

influence on the resulting estimate, and K is called the kernel function. A range of kernel func-

tions are commonly used, among which the normal kernel, due to its convenient mathematical

properties, is often used and defined as:

K(
l− li

h
) =

1√
2π

e−
(l−li)

2

2h2 (4.3)

Fig. 4.5 shows the Displacement Threshold estimation over 1200 frames. The estimated

dynamic DT is applied to the matched-pairs of the Matches RT list to determine and delete
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FIGURE 4.5: Displacement Threshold estimation over 1200 frames.

the mismatched pairs (lines 15 to 27 of algorithm 4.1 on Page 81). Pairs with displacement

lk outside the interval [DT − δ,DT + δ] are recognized as mismatched pairs and are deleted

from the Matches RT list. As will be discussed later in Section 4.4, δ determines the level

of accuracy that we need to create the “Confidently”matched sets. The smaller δ, the more

confident the filtered matched IPs.

The two mentioned filtering steps amend the Matches RT list and deliver the Confidently

matched-pairs. From that, the Confidently matched IPs of reference and target lists, CR & CT ,

are created, respectively. The deleted (unmatched) IPs of Matches RT list compose the UR

and UT IP-sets, which will be processed in the next spatial-based stage of the algorithm to

recover and increase the number of matched-pairs. Algorithm 4.1 outlines the local-based IP

matching part of the algorithm.

4.2.3 Stage 2: Spatial-Based IP Matching

Obviously, the local matching stage increased the precision rate of the algorithm, whereas the

recall rate is still at a low level. To increase the recall rate whilst keeping the precision at its

high level, other matched pairs have to be recovered. In this regard, the confidently matched

pairs from the local stage are used as a foundation for the spatial stage of algorithm. Therefore,

the accuracy of the local stage is more important than the number of the matched points. In this
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Algorithm 4.1 Local-Based IP Matching Algorithm

1: Input: Two IP set Reference-list: {ri}n
i=1 &

Target-list: {t j}l
j=1

2: Output: Confidently matched set CR & CT
Unmatched set UR & UT

3: Extract feature descriptor for both IP lists.
4: Match Reference-list to Target-list: Matches RT.
5: Match Target-list to Reference-list: Matches TR.
6: Cross-Check:
7: for each matched pair (i1, j1) in Matches RT do
8: Find matched pair ( j1, i2) in Matches TR.
9: if i1 = i2 then

10: Keep pair (i1, j1) in Matches RT.
11: else
12: Push-back Pi1&Pj1 to UR & UT respectively.
13: end if
14: end for
15: Displacement-Check:
16: for each matched pair (i, j) in Matches RT do
17: if ‖Pi−Pj‖< threshold then
18: Push-back Pi&Pj to CR & CT respectively.
19: else
20: Push-back Pi&Pj to UR & UT respectively.
21: end if
22: end for

section, we present two different strategies for the spatial IP matching, the graph-matching-

based and the shape-context-based, as follows, which are just two different ideas we examine

in this thesis. Since descriptors have been used in the local stage, the position of IPs and their

spatial relationship is considered in this stage to compensate for the drawbacks of the local

stage.

Our motivation for trying two different approaches is that the first approach looks at the

spatial relationship between IPs locally by clustering them into groups and the second approach

behaves globally. We wished to see if there was a significant difference between them but as

shown in the experiments of Section 4.4.3, the proposed methods perform at the same level

approximately.
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4.2.3.1 Graph-Based Spatial IP Matching

After finding the confidently matched sets CR and CT , the unmatched IPs of the Reference-

list, i.e. UR, are dealt with one by one to find their possible corresponding matched IPs in the

unmatched IPs of the Target-list, UT . It would also be possible to match IPs in the reverse

direction i.e from the target list to the reference list. We will deal with that in the future works

(see p. 106). Before that, the IPs of CR are clustered into K groups {CR1, . . . ,CRK} using

the k-means clustering algorithm. The optimum values for K is selected by trying a range of

values from 0 to 20 and picking 6 as the best one in terms of evaluation factors we use in

Section 4.4. Fig. 4.7(a) shows clusters with different colours. The centroid of each cluster

C(xc,yc) is calculated by:

xc =
1
N

N

∑
i=1

xi , yc =
1
N

N

∑
i=1

yi (4.4)

In the meantime, the corresponding K clusters of CT , i.e. {CT1, . . . ,CTK}, are obtained

from correspondence between the confidently matched IPs of CR and CT . Then for each un-

matched point uri of UR, the closest cluster CRk is found by comparing its Euclidean distance

to the centre of each cluster. Now, uri and the confidently matched IPs of the closest cluster

CRk compose a star-shape graph gR similar to Fig. 4.6.

FIGURE 4.6: The Graph gr, confidently matched points cr1,cr2, . . . ,crn, and unmatched point
uri.

To find a possible matching IP to this point, a rectangular search area is defined in the

target image whose centre is the position of uri plus the displacement vector, estimated during

82



Chapter 4. Interest Point Matching

the displacement-checking step. The more precise the displacement vector, the smaller the size

of the search area. All the unmatched points ut j in this search area are examined one by one to

see if there is any point which can be matched to the unmatched point uri. To do this, a similar

graph gT is constituted for any unmatched point ut j (inside the search area) and its confidently

matched IPs of the corresponding cluster CTk. The point uri is matched to one of points ut j if

graph gR is matched to one of the graphs gT . Otherwise, this IP remains unmatched. Fig. 4.7

shows the graph formation process of the graph-based spatial matching stage. Based on the

size of the search area (Fig. 4.7(c)), a few possible graphs gT (Fig. 4.7(e)-4.7(i)) are composed,

for the candidate unmatched points ut j inside the search area, to be matched to graph gR of

reference unmatched point uri (Fig. 4.7(d)).

(a) Clustering. (b) Target IPs. (c) Search area.

(d) gR. (e) 1st gT . (f) 2nd gT .

(g) 3rd gT . (h) 4th gT . (i) 5th gT .

FIGURE 4.7: Graph formation: (a) the clustered confidently matched IPs, (b) the unmatched
target IPs, (c) search areas, (d) a reference graph, and (e-i) five target graphs for unmatched

target IPs in the search area.

For the task of graph matching, the cyclic string matching algorithm (Maes, 1990), which
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has been an effective matching method in pattern recognition problems, is used. This process

is detailed as follow:

• Primitive feature extraction: For the purpose of graph matching, firstly a primitive

feature vector is extracted for any of the candidate graphs gR and gT . This feature should

be as light-weight and small-size as possible, while robust to translation, rotation, and

scale. The reciprocal of compactness (ROC) (Wu and Wang, 1999) is a good choice,

in this sense, and satisfies these requisites. To extract this feature vector for any graph

gR, with central point uri and confidently matched IPs {cr1,cr2, . . . ,crn}, the triangle

uricricri+1 is composed for each point cri, then the feature value ri is calculated for that

triangle as:

ri =
ai

p2
i

(4.5)

where pi = |cricri+1|+ |criuri|+ |cri+1uri| is the perimeter and ai is the area of the

triangle.

Therefore, the feature vectors r = [r1,r2, . . . ,rn] and t = [t1, t2, . . . , tn] of real numbers

are created for the graphs gR and gT , respectively (The reference and target graphs have

the same number of matched IPs). These feature vectors compose strings s and t, which

are applied to the string matching algorithm to measure the similarity of two graphs.

Before going through the matching process, first the cyclic string matching technique is

described briefly.

• Cyclic string matching technique: To match two strings s : [s1,s2, . . . ,sn] and t : [t1, t2, . . . , tm]

with length n and m respectively, the linear string-to-string correction problem is used.

The string with zero length is called the null string and showed by λ. Given an edit cost

function ε, three types of edit operations are defined as follows:

– Insertion: v(i, j)→ v(i, j+1) with weight w0, j+1 = ε(λ, t j+1),

f or i = 0,1, . . . ,n & j : 0,1, . . . ,m−1.
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– Deletion: v(i, j)→ v(i+1, j) with weight wi+1,0 = ε(si+1,λ),

f or i = 0,1, . . . ,n−1 & j : 0,1, . . . ,m.

– Change: v(i, j)→ v(i+1, j+1) with weight wi+1, j+1 = ε(si+1, t j+1),

f or i = 0,1, . . . ,n−1 & j : 0,1, . . . ,m−1.

Using the edit cost function ε and the three above operations, an edit weighted graph G

with vertices v(i, j); i : 0,1, . . . ,n & j : 0,1, . . . ,m is constructed (Wu and Wang, 1999).

The graph matching using string-to-string matching is equivalent to finding the shortest

path in the graph from s to t which minimizes the edit distance δ([s], [t]) (Wagner and

Fischer, 1974). The edit distance, here, is the summation of the cost of all operations in

the edit sequence. Fig. 4.8 shows an example edit graph G for string s and t with n = 5

and m = 4, respectively, the edit operations, and the shortest path from s to t. In this

example, the shortest path in the graph happens through the edit sequence: e1 : (s1→ t1),

e2 : (s2→ λ), e3 : (s3→ t2), e4 : (s4→ λ), e5 : (λ→ t3), e6 : (s5→ t4). Weights in Figs.

4.8 and 4.9 are calculated using the edit cost function of Eq. 4.7.

Since strings s and t are extracted from cyclic graphs, no matter which confidently IP

cri is considered as the first point during the feature extraction process, the cyclic string-

to-string correction problem would be more applicable to our graph matching scenario.

In this situation, string t′ : [t1, t2, . . . , tm, t1, t2, . . . , tm] is firstly composed from string t by

concatenating t to itself. Then, the edit graph H (Wu and Wang, 1999) is constructed

for strings s and t′ similar to graph G. The shortest path, and the edit sequence for

the example of Fig. 4.9 is: e1 : (s1 → t3), e2 : (s2 → t4), e3 : (s3 → λ), e4 : (s4 → t1),

e5 : (s5→ t2).

To determine the minimum cost edit sequence from s to t′, the edit distance δ(s,σ j(t′)) is

examined to find the shortest path from v(0, j) to v(n,m+ j) for j : 0,1, . . . ,m−1 (Maes,

1990). The minimum edit distance and its corresponding edit sequence determines the

edit sequence from s to t′ as follow:

δ(s,σ j(t′)) = min{δ(s,σ j(t′)}, f or j : 0,1, . . . ,m−1 (4.6)
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FIGURE 4.8: An example edit graph G with n = 5 and m = 4, the edit operations, the shortest
path from s to t, and its corresponding edit sequence, adapted from (Wu and Wang, 1999).

Weights are calculated using the edit cost function of Eq. 4.7.

where σ j(t′) is the string obtained from t′ after j cyclic shifts.

• Graph matching using cyclic string matching technique: To do this, an edit-weighted

graph H is constructed for the feature vectors extracted r and t from the graphs gR and

gT , respectively. The string matching algorithm finds a minimum cost edit sequence

from ”r” to ”t”. Algorithm 4.2 summarizes this stage. To find the shortest path in the

edit-weighted graph during the cyclic string matching, the Dijkstra algorithm (Leiserson

et al., 2001) which is a graph search algorithm for finding the shortest path in a graph,

is used. Here, the edit cost function is considered as:

ε(ri→ t j) = |ri− t j| (4.7)
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FIGURE 4.9: The edit graph H for the graph G of Fig. 4.8 adapted from (Wu and Wang,
1999). Weights are calculated using the edit cost function of Eq. 4.7

4.2.3.2 Shape-Context-Based Spatial IP Matching

After finding the Confidently matched sets CR and CT , the unmatched IPs of UR are dealt

with one by one to find their possible corresponding matched IPs in the UT set. To do this,

a spatial feature descriptor is calculated for any unmatched IP using the Confidently matched

IPs of its corresponding set. This feature descriptor should reflect the spatial relationship of

the point to the IPs of the corresponding Confidently matched Set.

In this section we use the shape context (Mori et al., 2005) for spatial feature extraction.

SC is a spatial feature descriptor invariant to translation, scale, small perturbations, and rotation

depending on the application. It has been empirically (Chui and Rangarajan, 2000) shown that

SC is robust to deformations, noise, and outliers (Belongie et al., 2000). All these features

make SC a good choice for IP matching (Zheng and Doermann, 2006). As the basic idea

of SC shows in Fig. 4.10, the spatial relationships of a point to its neighbouring points is

87



Chapter 4. Interest Point Matching

Algorithm 4.2 Graph-Based Spatial IP Matching Algorithm
1: Input: IP sets CR & CT and UR & UT .
2: Output: Matched IP sets MR & MT .
3: Push back CR & CT into MR & MT .
4: Cluster CR into K clusters {CR1, . . . ,CRK}.
5: Compose K clusters {CT1, . . . ,CTK}.
6: for each IP uri of UR do
7: Find its closest cluster, compose graph gR, and extract its ROC feature vector (string s).

8: Define search area around uri in target image.
9: min cost⇐ ∞

10: for each IP ut j inside search area do
11: Compose graph gT , extract its ROC feature vector (string t).
12: Find minimum cost from string s to t using cyclic string matching and Dijkstra algo-

rithms.
13: if minimum cost< min cost then
14: min cost = minimum cost.
15: end if
16: end for
17: if min cost < threshold then
18: Push back uri and ut j to MR&MT , respectively.
19: end if
20: end for

reflected in a spatial histogram. For any point pi, a histogram hi of the relative coordinates of

the neighbouring points is calculated using Eq. 4.8 (Mori et al., 2005):

hi
m = #{q 6= pi : (q− pi) ∈ bin(m)} (4.8)

This histogram is called the SC descriptor of point pi. The log-polar bins are used to

make the descriptor more sensitive to the nearby points than to the farther away ones. As

can be seen in Fig. 4.10, the SC descriptor is different for different points (the diamond and

triangle points), while it is similar for homologous points1 (the diamond and rectangle points).

In addition, since the SC descriptor gathers coarse information extracted from the entire shape,

it is relatively insensitive to the occlusion of any particular part, which makes it more robust

1corresponding points on two similar shapes.
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for tracking applications. We use the same parameters as (Mori et al., 2005) for SC extraction

in this thesis.

FIGURE 4.10: Shape Context feature descriptors (Mori et al., 2005).

After calculating the SC descriptor for all the unmatched IPs of UR and UT , the matching

cost calculation is accomplished. To do that and find a possible matched IP to the unmatched

point uri, a search area in the target image is defined and only the unmatched IPs ut j inside this

area are examined, unlike the state-of-the-art algorithms which usually measure the similarity

of any IP with all the unmatched IPs in the target set. This simplification, which decreases

the computational cost considerably, works due to the smoothness or small inter-frame motion

assumptions (Herda et al., 2000) valid in tracking applications. Furthermore, the dynamic

threshold (DT) estimation makes this idea feasible even in situation with faster movements.

On this basis, a rectangular search area is defined in the target image whose center is

the position of uri plus the displacement vector, estimated during the displacement-checking

step. The more precise the displacement vector, the smaller the size the search area. To find

the best matched IP to uri, all the unmatched points ut j in this search area are examined one

by one. The points uri and ut j are matched to each other if the distance measure between

their SC descriptor is less than a threshold. Otherwise, uri remains unmatched. The distance

measure between two SC feature descriptors with normalized K-bin histograms g(k) and h(k),

89



Chapter 4. Interest Point Matching

k = 1, . . . ,K, namely shape context cost CS, ranges from 0 to 1 and is calculated using the χ2

test (Chi-squared test) (Greenwood, 1996) as follow:

CS =
1
2

K

∑
k=1

[g(k)−h(k)]2

g(k)+h(k)
(4.9)

Fig. 4.11 shows the SC matching process of the spatial-based IP matching stage. Based

on the size of the search area (Fig. 4.11(d)), a few possible SC feature vectors (Fig. 4.11(f)-

4.11(l)) are extracted for the candidate unmatched IPs ut j. These SC feature vectors are com-

pared with the SC feature vector of the reference unmatched IP uri (Fig. 4.11(e)) to find the

best possible matched IP to it. In this example, the SC descriptor of the 6th ut j (Fig. 4.11(k))

has the lowest distance from the SC of the unmatched IP uri (Fig. 4.11(e)). So, IPs corre-

sponding to these SC descriptors are matched to each other. Algorithm 4.3 summarizes the

spatial-based IP matching part of the algorithm.

Algorithm 4.3 SC-Based Spatial-based IP Matching Algorithm
1: Input: Confidently matched IP sets CR & CT &

unmatched IP sets UR & UT .
2: Output: Matched IP sets MR & MT .
3: Push-back CR & CT into MR & MT .
4: Calculate the SC descriptor for all the IPs of UR & UT sets.
5: for each IP uri of UR do
6: Define search area around uri in target image using the displacement vector.
7: min cost⇐ ∞

8: for each IP ut j inside search area do
9: Calculate the CSi j (shape context cost) between SC of uri and ut j using equation 4.9.

10: if CSi j < min cost then
11: min cost =CSi j.
12: end if
13: end for
14: if min cost < threshold then
15: Push-back uri and ut j to MR&MT , respectively.
16: end if
17: end for
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(a) Reference IPs. (b) Target IPs. (c) uri.

(d) ut j & search area. (e) SC - uri. (f) SC - 1st ut j .

(g) SC - 2nd ut j . (h) SC - 3rd ut j . (i) SC - 4th ut j .

(j) SC - 5th ut j (k) SC - 6th ut j . (l) SC - 7th ut j .

FIGURE 4.11: SC matching process: (a) the matched and unmatched Reference IPs, red and
green respectively (b) the matched and unmatched Target IPs, red and green respectively,
(c) a highlighted unmatched Reference IP, yellow (d) some highlighted candidate unmatched
Target IPs, cyan colour, inside the search area, red colour, (e) SC histogram of unmatched
Reference IP, and (f-l) SC histogram of seven unmatched Target IPs inside the search area.

4.3 LSR Strategy

In this section we discuss how to track IPs associated with an articulated object. This is differ-

ent from tracking the object itself because at this stage the IPs have not been connected with

specific points on the object. The IPs will be used for object-pose estimation at a later stage

described in Chap 5. Though the proposed LSR approach, which tries to track the trajectories

of IPs over the frames, looks like a tracking algorithm by itself, it is different from the tracking

and pose estimation algorithm of Chapter 5, which estimates the pose of human upper body
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using the IPs of the articulated parts individually. Benefits of this approach are given in Section

6.1.2.

Using IP matching to track IPs associated with an articulated object through a long se-

quence of frames is much more complicated than simply matching IPs of two static frames. As

the object changes its pose and shape throughout the sequence, the two main problems which

occur are:

• IPs in the initial frame rapidly become obsolete.

• New IPs, which were not in the previous frames, emerge.

To keep track of the IPs associated with the object throughout the frame sequence, we

must find some way of removing obsolete IPs and replacing them with new IPs.

Two lists of IPs are involved in any round of matching: the Reference-list; and Target-

list. The Reference-list contains those IPs in the previous frame, which we are reasonably

confident represent the previous state of the object. We match these to the Target-List, which

contains IPs from the current frame. Any IP of the Reference-list, which finds a matching IP

in the Target-list, is replaced by the IP of the Target-list. What about the unmatched IPs of the

Reference-list?

A naive approach would be to delete any unmatched Reference-list IPs on the grounds

that they are now obsolete. But this would be too severe. An IP may fail to find a match in a

particular round because of noise or occlusion and yet may find a match in subsequent rounds.

Therefore, we should retain unmatched IPs in the Reference-list for a certain number of rounds

and delete them only if they fail to find a match for several rounds in successions.

If we wish to replace deleted IPs, a naive approach would simply be to use unmatched

IPs from the Target-list on the grounds that these represent new IPs generated by changes in

the object. However, new IPs may also be generated by noise or occlusions. Therefore, we

have to subject new IPs to a test before we admit them to the Reference-list. To do this, we

include unmatched IPs of the Target-list in a third list, which we call the ”Reserved-list”. If
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an IP in this list finds a match over a certain number of consecutive frames then we promote

it to the Reference-list. As can be seen, the unmatched IPs of the Target-list are moved into

the Reserved-list for a few frames. They will be brought back if they can be matched over a

certain number of consecutive frames successfully.

The LSR strategy works based on two parameters: Score (S); and Matching-Index (MI).

These parameters are assigned to each IP of the Reference-list and Reserved-list at each round.

The S parameter reflects the success or failure of any IP through the previous rounds of match-

ing. The MI parameter, on the other hand, shows the number of times IP has been either

matched or unmatched in previous rounds.

The LSR strategy comprises two stages:

• IP scoring: the S and MI parameters of each IP in the Reference-list and the Reserved-

list are updated, based on the result of matching, using two empirical score values as

the reward and penalty scores. Whenever an IP is matched, its MI is increased by 1;

otherwise it is decreased by 1. The S parameter is increased by a reward score of 3,

each time the IP is matched; otherwise it is decreased by a penalty score given by MI,

the number of previous unmatched rounds. Algorithm 4.4 summarizes the IP scoring

system after each round of matching.

• List refinement: the S value of the IPs are compared with two empirical thresholds,

namely the Eligibility (E) and Merit (M) thresholds, to find the obsolete IPs of the

Reference-list and Reserved-list and the competent IPs of the Reserved-list. At each

round, for each IP of the Reference-list, if S < E, then that IP is deleted. For each IP of

the Reserved-list, if S > M, then that IP is promoted to the Reference-List. The IPs of

the Reserved-list with S < E also are deleted to prevent explosion in this list. The detail

of this stage is described in Algorithm 4.5.

As an example, if an IP of the Reference-list is matched for the first time in round k, it

receives an S value of 3. If it is matched in round k+ 1, the S value will go up to 6. If it is

matched in round k+ 2, it will go up to 9. But, if it fails to match in round k+ 3, S will go
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Algorithm 4.4 LSR strategy: IP Scoring Algorithm

1: k: round of matching (k⇐ 1)
2: for each IP i in Reference-list do
3: if IP i matched any IP j in Target-list then
4: Substitute IP i with IP j, Sk

i = 3, MIk
i = 1

5: else
6: Sk

i =−1 & MIk
i =−1

7: end if
8: end for
9: for each IP j in Target-list do

10: if IP j not-matched then
11: Move IP j to the Reserved-list
12: Sk

j =−0.5 & MIk
j = 0

13: end if
14: end for
15: for rounds k > 1 do
16: for each IP i in Combined-list = [Reference-list Reserved-list] do
17: if IP i matched any IP j in Target-list then
18: Substitute IP i with IP j
19: if IP i matched in round k−1 then
20: MIk

i = MIk−1
i +1

21: else if IP i not-matched in round k−1 then
22: MIk

i = 1
23: end if
24: Sk

i = Sk−1
i +3

25: else
26: if IP i matched in round k−1 then
27: MIk

i =−1
28: else if IP i not-matched in round k−1 then
29: MIk

i = MIk−1
i −1

30: end if
31: Sk

i = Sk−1
i +MIk

i
32: end if
33: end for
34: for each IP j in Target-list do
35: if IP j not-matched then
36: Move IP j to the Reserved-list
37: Sk

j =−0.5 & MIk
j = 0

38: end if
39: end for
40: end for
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Algorithm 4.5 LSR strategy: List Refinement Algorithm
1: k: round of matching
2: for rounds k > 1 do
3: for each IP i in Reference-list do
4: if IP Sk

i < E (Eligibility threshold) then
5: Remove IP i from Reference-list
6: end if
7: end for
8: for each IP l in Reserved-list do
9: if IP Sk

i > M (Merit threshold) then
10: Move IP l to the Reference-list
11: else if IP Sk

i < E (Eligibility threshold) then
12: Remove IP l from Reserved-list
13: end if
14: end for
15: end for

down to 8 (because MI =−1). If it fails to match in round k+4, S will go down to 6 (because

MI =−2). However, if it matches again in round k+5, S will go up to 9.

Fig. 4.12 shows the different steps of LSR for the first two rounds of matching. Step 1

is where the Combined-list (Reserved-list concatenated to the end of the Reference-list) and

Target-list are prepared to be fed into the matching algorithm. As can be seen, the Reserved-

list is empty in the first round and the S and MI values of the IPs are zero. Step 2 displays

the status of the IPs after matching. The red arrows show the matched pairs while the purple

ones show the unmatched IPs in Target-list, which are moved to the Reserved-list. This leads

into Step 3, where the matched Reference-list IPs are replaced with their corresponding IPs in

the Target-list and the unmatched Target-list IPs are moved to the Reserved-list with a penalty

score of −0.5, which is a bias penalty for unmatched IPs of Target-list. This step is a basis

for Step 1 in the next round of matching where: the IPs of the Reference-list and Reserved-

list are relabelled with Ref and Rsvd labels; the list refinement procedure is applied to the

Reference-list and Reserved-list; and the Target-list is loaded with the new IPs of target image.
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FIGURE 4.12: The LSR for the first two rounds of matching.

4.4 Experimental Results

To evaluate the performance of the proposed IP matching algorithms, we present the results

of several experiments in this section. As mentioned on page 7, due to the lack of a suitable

public-domain ground-truth dataset for comparing the efficiency of the proposed algorithms

of this chapter with other works, we have prepared our own test video. This video contains a

person moving in front of a static camera with a range of pose changes.
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4.4.1 Results of different stages of the Algorithm

According to the main purpose of the proposed IP matching algorithm in this chapter, which is

matching the foreground IPs of consecutive frames for the sake of human upper body tracking,

the extracted IPs from Red-Green-Blue (RGB) acquired images with resolution of 240×320

pixels are passed to the IP-based background subtraction algorithm of Chapter 3. Fig. 4.13

shows this preprocessing stage before applying the IP matching algorithm.

FIGURE 4.13: Preprocessing for IP matching; Left to right: image, FAST IPs, foreground
IPs.

Then, the resultant foreground IPs of any two consecutive frames, are fed to the local-

based stage of the algorithm, where the SURF descriptor extractor and the “BruteForce”

matcher of OpenCV are used to estimate the initial correspondence. Then the cross-checking

and displacement-checking procedures are applied to reject the outliers as well as to keep as

many inliers as possible. This point is the end of the local stage of the algorithm and the re-

sultant matched IPs are called the Confidently matched IPs. Fig. 4.14 shows the initial match

and the outputs of the filtering steps, respectively.

Afterwards, the spatial IP matching stage is applied to the confidently matched IPs. As

described earlier, we have two different methods for spatial IP matching: Graph-based method;

and SC-based. Fig. 4.15 shows and compares the result of the spatial matching approaches.

4.4.2 Effect of LSR on the Algorithm

Fig. 4.16 presents the visual comparison of our algorithm ”without” and ”with” the LSR

approach over eight successive rounds of matching. As can be seen in Fig. 4.16(a), the RLL

97



Chapter 4. Interest Point Matching

(a) Initial correspondence, IP matching using “BruteForce” matcher.

(b) Matched IPs after cross-checking.

(c) Matched IPs after displacement-checking.

FIGURE 4.14: Results of local-based stage of the proposed IP matching algorithms: (a)
“BruteForce” matching, (b) cross-checking, (c) the confidently matched IPs.

problem causes loss of track after a few rounds while the proposed LSR approach prevents

it and holds the number of reference IPs at the same level as the first round, approximately.

Moreover, if the matching algorithm fails to find the matched pair for many IPs, the LSR

approach compensates for that in the subsequent rounds. For instance, as the fifth round of

matching shows (3rd row and 1st column of 4.16(a) and 4.16(b)), about half the IPs (those over

the torso area) have not been matched. This is the starting point for the failure of tracking in

Fig. 4.16(a), whereas the LSR has compensated for that in the next round (Fig. 4.16(b)).

Besides, LSR refines the Reference-list by removing its obsolete IPs and replacing them

with new competent IPs from the Reserved-list. This advantage of the LSR approach helps the

matching algorithm to follow the dynamic of the tracked object. These pros of LSR deliver a
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(a) Graph-based spatial matching algorithm.

(b) SC-based spatial matching algorithm.

FIGURE 4.15: Results of spatial-based stage of the proposed IP matching algorithms: (a)
Graph-based method; (b) SC-based method.

significant improvement to the IP matching algorithm particularly in articulated object tracking

applications.

Fig. 4.17 also shows the matched IPs of some consecutive and non-consecutive frames

for both ”without” and ”with” the LSR approach. Figs. 4.17(a) and 4.17(b) compares the

effect of LSR over eight consecutive frames, while 4.17(c) shows the result for some random

frames over a 100 frames of video with different level of articulation and deformations.

4.4.3 Performance in terms of Evaluation Factors

As mentioned in Section 1.2, due to lack of a suitable ground-truth dataset, we evaluate the

proposed IP-matching algorithms over the test video which we have recorded for this purpose.

Precision and recall curves: To evaluate the IP matching algorithm, we use the same

evaluation factor of Chapter 3 (Section 3.3.1) here. Figs. 4.18 and 4.19 statistically com-

pare different stages of the proposed algorithm over 100 frames (randomly selected from 450

frames) with different levels of articulation and deformation in terms of precision and recall.
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(a) Result of IP matching without LSR.

(b) Result of IP matching with LSR.

FIGURE 4.16: Final result of proposed IP matching algorithm for some consecutive frames
”without” (a) and ”with” (b) the LSR strategy.
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(a) Matching ”without” LSR over 8 consecutive frames.

(b) Matching ”with” LSR over 8 consecutive frames.

(c) Matching ”with” LSR for 8 non-consecutive frames.

FIGURE 4.17: Matched IPs of some consecutive and non-consecutive frames, ”without” and
”with” LSR.

It is obvious from these figures that the proposed combined algorithm delivers the best pre-

cision and recall rates compared with the local methods. Although the precision curve of the

confidently-matched stage is very close to the combined method (Fig. 4.18(a)), its recall value

is quite far from it (Fig. 4.18(b)). It confirms that the local-based matching stage only delivers
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high accuracy (high precision) to the algorithm by filtering out the mismatched pairs, while it

leaves lots of IPs unmatched. The Graph-based and SC-based methods look similar in terms

of evaluation factors. Both improve the recall rate while keeping the precision rate at the same

high level as the local method. As Fig. 4.18(b) shows, they outperform a little bit against each

other in different frames. Sometimes, the graph-based method recovers more unmatched IPs

while the SC-based outperform at other times. Moreover, the first approach looks at the spa-

tial relationship between IPs locally by clustering them into groups and the second approach

behaves globally. This is one of the reasons why we have tried two different approaches for

the second stage of matching.

According to Fig. 4.18(b), the recall rate for the first stage of the algorithm is low i.e.

the number of matched IPs over two consecutive frames is low. Although this would be ad-

equate for tracking simple rigid objects with regular shapes e.g. rectangles, it is not enough

for tracking more complicated objects like the articulated human body. In these situations, the

reference IPs should be accurately matched to the target IPs as much as possible. In fact, Fig.

4.18 shows the capability of the proposed combined IP matching algorithm in improvement of

the recall value while preserving the precision rate. The efficiency of our approach in terms

of precision-recall is shown in Fig. 4.19. The output of the local-based stage of the algorithm

performs roughly the same as the combined method for recall values less than 0.1. However,

they are not so steady and good for the higher recall values, which it is essential for articulated

object tracking.

Performance evaluation on a round of matching: The result of proposed algorithm on

two frames of video (a round of matching) is presented in Table 4.1. In this experiment, there

are 142 foreground points in the Reference-list which are matched to the Target-list IPs. As can

be seen from the first row of the table, the traditional local matchers like BruteForce do not

deliver good precision and recall rates. Nevertheless, the cross-checking and displacement-

checking procedures improve the accuracy of the local-based IP matching stage (increasing

the precision rate from 61.53% for BruteForce to 91.80% for Confidently matched IPs); mean-

while, they decrease the number of confidently matched IPs (the recall rate) from 52.33% to

40.87%. Although they pull down the recall rate (up to 40.87%), the improvement in precision
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(a) Precision curve for different stages of the algorithm.

(b) Recall curve for different stages of the algorithm.

FIGURE 4.18: Precision and Recall curves of the algorithm.

(up to 91.80%) is used as a basis for the spatial-based matching stage to cut down its cost of

search in comparison with the spatial-only IP matching algorithm. Finally, the last two rows of

Table 4.1 show the improvement which the spatial-based stage creates in precision and recall

rate. We can say the SC-based method outperforms the graph-based method overall probably

because it takes into account all the IPs in the image. It is also noteworthy to compare Figs.
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FIGURE 4.19: Precision-Recall curve of the algorithm.

4.14(c) and 4.15 to realize the delivered improvement of the combined local-spatial algorithm

in comparison with the local-only IP matching algorithm. It would be good to compare the

proposed algorithms with existing approaches but it is not possible for the moment because of

the lack of a public-domain dataset.

The matched IPs found by this algorithm will be the input to the pose estimation algorithm

in the next chapter. At the point we will estimate whether the IPs are adequate for accurate

pose estimation.

TABLE 4.1: Performance comparison on the image pairs in Figs. 4.14 and 4.15.

TP FP FN Precision Recall

BruteForce 55 68 13 44.71 80.88

Cross-checked 55 39 42 58.51 56.71

Confidently 55 5 76 91.66 41.98

Graph-based spatial 105 5 26 95.45 80.15

SC-based spatial 113 3 20 97.41 84.96
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4.5 Concluding Remarks and Future Work

In this chapter, we discussed a new IP matching algorithm for articulated object (human body)

tracking applications. The key characteristic of our approach is the increase of precision and

recall rates in two sequential stages: Firstly, a local-based IP matching algorithm is performed

to find the confidently matched pairs between the reference and target sets of IPs (increasing

the precision rate); Secondly, a spatial-based matching algorithm is applied to the confidently

matched pairs to recover more matched pairs from the remaining unmatched IPs (enhancing

the recall rate while the precision rate is kept at a high level). We evaluated two different

spatial-based IP matching strategies in this chapter: The graph-based method, which matches

the unmatched IPs through graph matching and cyclic string matching; and the SC-based

method, which uses the SC feature vector for matching. As can be seen from the experimental

results, these two spatial-based IP matching strategies deliver approximately the same perfor-

mance (4.19) except for the precision, for which the Graph-based method delivers a higher

rate for recall values greater than 0.8. The main difference between the two methods is: the

graph-based method deals with the neighbouring matched IPs of an unmatched IP locally (it

considers the nearest neighbourhood of the IP), whereas the SC-based method deals globally

and considers all the neighbouring matched IPs to calculate the SC descriptor of the unmatched

IP.

The proposed algorithms benefit from:

• Local-based IP matching in the first stage to cut down the cost of distance and neigh-

bourhood comparison of the spatial-based methods.

• Spatial-based IP matching to compensate for the drawback of the first stage where it

fails in ambiguous situations, such as monotonous backgrounds, similar features and

low resolution images.

• An IP list scoring and refinement strategy to refine the IP lists and solve the problem of

RLL.

105



Chapter 4. Interest Point Matching

Besides, we introduced a dynamic Displacement Threshold estimation, which is calcu-

lated for any two consecutive frames, for displacement-checking. This improvement over-

comes filtering out lots of good matches caused by using an absolute displacement threshold.

We applied our approach to a sequence of frames with different levels of articulation

and deformations. Experimental results show, promisingly, that not only does the proposed

algorithm increases the precision rate from 44.71% for BruteForce to 95.45% for graph-based

and 97.41% for SC-based, but also it improves the recall rate from 52.33% for BruteForce to

80.15% for graph-based and 84.96% for SC-based. We have shown that our algorithm can

obtain the foreground IPs with the mentioned accuracy. The foreground IPs are the input to

the next stage of the system (as explained on page 107).

For future work, it would be worthwhile to examine a mixture of graph-based and SC-

based methods to complement each other. The proposed matching algorithms go from the

reference space to the target space. As another idea for future work matching in the opposite

direction also can be investigated and a mixture of both can be proposed to amend the results.

We should also carry out a study of the effects of different values for the parameters in the

algorithms e.g. K the number of clusters in graph-based method.
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Chapter 5

Two-Stage Hierarchical-Global

Model-Based Human Upper Body

Pose Estimation and Tracking using

PSO

Conquer yourself rather than the world.

RENÉ DESCARTES.

Based on what we have done in the previous chapters, which finally gave us the fore-

ground matched IP pairs of any two consecutive frames, this chapter deals with a two-stage

Hierarchical-Global (H-G) model-based articulated human upper body pose estimation and

tracking approach based on heuristic Particle Swarm Optimisation (PSO). This algorithm,

which is a combined bottom-up top-down approach, estimates the skeletal pose for the cur-

rent frame given the pose in the previous frame as well as the matched foreground IP pairs

between the previous and current frames (see p. 104). The algorithm uses two PSO-based

human body pose estimators sequentially in two different hierarchical and global ways.
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In terms of their similarity, the PSO-based pose estimators hypothesize a population of

particles around the potential pose vector in the current frame. Then, a set of IPs is rendered

for any hypothesized particle. The number of IPs in the rendered set is same as the number of

IPs in the previous frame. A discrepancy function, which calculates the distance between the

IPs of the current frame and the rendered IPs of a pose hypothesis, measures the cost for that

hypothesised pose. PSO, generates a random generation of particles in the first iteration, then

moves them toward the optimum solution where it finds the pose with the lowest cost.

On the other hand, the two sequential PSO-based pose estimators differ from each other in

terms of the way they deal with the pose vector. The pose estimator of the first stage, which is

a hierarchical one, estimates the parameters of the n-D pose vector joint by joint hierarchically.

In contrast, the PSO-based pose estimator of the second stage operates on the complete pose

estimated of the first stage to do a consistency check and refine the estimated pose. This stage

acts as a post-processing stage on the result of the first stage to compensate for the inaccurate

estimated parameters of the pose vector.

The rest of this chapter is outlined as follow: firstly, our motivation for introducing the

PSO-based HUB pose estimation and tracking algorithm is discussed in Section 5.1. Then,

the concepts of PSO and the various factors to be considered will be demonstrated in Section

5.2. The PSO-based HUB pose estimation problem is formulated in Section 5.3. Then, the

proposed two-stage hierarchical-global approach is described, together with the experimental

results in Section 5.4. Finally, conclusions are discussed in Section 5.5.

5.1 Motivation

Articulated human body pose estimation and tracking, from either a video stream or a set of

still images representing the first frame of a video sequence, is an important task in many

research topics such as surveillance, motion capture, human gait analysis, medical analysis,

sign language recognition and so on. The most significant challenges in human pose estimation

are:

108



Chapter 5. Model-Based Human Upper Body Pose Estimation and Tracking using PSO

1. Diversity of human visual appearance in images.

2. Changes in lighting conditions.

3. Diversity in the physique of human body.

4. Partial occlusions due to self-occlusion or covering by other objects in the scene.

5. Complexity of human body kinematic structure.

6. High dimensionality of the pose.

7. The lack of 3d information caused by capturing the world in 2D.

As discussed earlier in Chapter 2, many approaches have been presented on this topic fo-

cusing on different combinations of observation-representation, matching, and pose-estimation

to address the above mentioned challenges. Recently the Kinect has provided a solution to this

problem in certain circumstances. But, as discussed on p. 39, there are situations where it

is not applicable e.g. wearable devices. However, when monocular vision-based articulated

human body pose estimation and tracking is carried out with ordinary low-resolution cameras,

it is still an unsolved problem with some open ill-posed difficulties due to high dimensionality,

complex motion, occlusion and so on (Moeslund et al., 2006).

Among the different approaches, introduced for human body pose estimation and track-

ing, a category has been devoted to the use of evolutionary optimization methods such as

the genetic algorithm, particle swarm optimization, and the imperialist competitive algorithm1

(John et al., 2010; Kwolek et al., 2012; Li and Sun, 2013; Zhang et al., 2008, 2010) due to their

simplicity as well as ability in solving complex highly non-linear high-dimensional optimisa-

tion problems and finding the global optimum. Despite the vast range of applications which

evolutionary optimization methods have been investigated for, Poli (2007) reports for example

that only 9% of PSO applications are devoted to image and video analysis applications. This

1Imperialist Competitive Algorithm: http://en.wikipedia.org/wiki/Imperialist_competitive_
algorithm
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implies that the applications of evolutionary optimization methods, particularly PSO, to com-

puter vision are not examined as much as the other areas. However, the promising results on

the evaluated areas shows there is yet high-potential to be investigated.

Particle swarm optimization, which is a nature-inspired population-based meta-heuristic

algorithm (Beheshti and Shamsudding, 2013), has been gaining popularity in the computer

vision application domain (Saini et al., 2013). In this regard, a good deal of research has been

conducted on using PSO in different tasks in computer vision such as object recognition (Perlin

et al., 2008), image clustering (Omran et al., 2005), articulated hand tracking (Oikonomidis

et al., 2012), object tracking (Cheng et al., 2014), multi-object tracking (Zheng et al., 2014),

and human body tracking (Lei et al., 2013), etc. Different types of observation representation

methods along with PSO have been investigated for these tasks. Ivekovič et al. (2008) and John

et al. (2010) use silhouette as the image observations. Oikonomidis et al. (2012), in contrast,

use depth data for hand pose tracking using PSO.

Owing to these, we decided to investigate interest points as the most light-weight method

of object representation in the task of human body pose estimation and tracking using PSO in

a monocular fashion in 2D. The main difference of our method with similar PSO-based ap-

proaches is in the way we compare the particle solutions of PSO with real observations. Most

other approaches generate synthetic observation data independently from the observations in

the previous and current frames to compare them with the real observation. This is not possi-

ble in our method for the interest points because IPs comes from the appearance and texture

of the object as well as the scene. Thus, we generate the synthetic data using the relationship

between the images and observation in the previous and current frames. This is probably the

central contribution of our work in this research. Through this idea, we will try to address the

above mentioned challenges as much as possible.

Summary of the idea: In this chapter we propose a new two-stage hierarchical-global

model-based human upper body pose estimation and tracking algorithm using interest points in

a particle swarm optimization framework. In the first stage, the pose vector in the current frame

is estimated using a hierarchical PSO-based articulated human upper body pose estimation

strategy. Then, to perform a consistency check and compensate for the inaccurate estimated
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parameters of the pose vector, another PSO-based pose estimator is applied to the estimated

pose of the first stage. The proposed algorithms benefit from:

• A hierarchical model-based pose estimation method (HPSO) in the first stage to cut

down the complexity and computational cost of a high-dimensional optimisation prob-

lem.

• A post-processing pose refinement method (GPSO) to compensate for the spatial and

temporal propagation errors caused by the first stage.

5.2 Particle Swarm Optimisation

Particle swarm optimization is a heuristic global optimization method, proposed by Kennedy

and Eberhart (1995). This method, which was inspired by the social behaviour of animals and

biological populations, is a technique used to explore the search space of a given problem to

find the parameters which optimizes a particular objective function. The objective function

could be either the cost or the fitness function and the PSO attempts to minimize or maximize

it, respectively. Without loss of generality, in this chapter, we assume that the objective func-

tion here is the cost function which is going to be minimized. Although PSO was originally

proposed to solve the optimisation problem of continuous non-linear problems, where both

the search space and decision variables are continuous, several discrete versions have been

proposed afterwards (Kashan and Karimi, 2009; Tasgetiren et al., 2007; Wang et al., 2009).

As will be discussed in Appendix B, the phrase ”particle” causes the reader confusedly to

think that PSO is an implementation of a Bayesian filter, similar to the Particle Filter (PF).

Nevertheless, this is a misconception and the concept of PSO is completely different.

The PSO algorithm starts with generating a random population of candidate solutions,

called the particles, within the search space. The particles, which are represented by their

positions and velocities, are evaluated by a cost function throughout the iterations. Based

on the result of evaluation, they change their position around the search space to approach

to a local or global minimum (usually a global one), where it minimizes the cost function.
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To do this, the algorithm records the best minimum cost, i.e. the personal best cost, and its

corresponding position, i.e. the personal best position, which each particle has achieved so

far during the iterations. In addition, the best cost value achieved over all the particles in the

population, is remembered and called the global best cost. The position corresponding to the

global best cost, which is named the global best position, is recorded too. The particles move

during the iterations based on their personal best and the global best. This process is repeated

until some stopping condition is met (Van Den Bergh, 2006).

In this section we will go through the essential aspects of the PSO. The complementary

discussions will be introduced in Appendix B.

5.2.1 PSO Notations and Optimisation Process

Following the notation introduced by John et al. (2010), the elements of PSO are defined as

follows:

• S: the underlying n-dimensional search space, where S⊆ Rn.

• N: number of particles, each particle represents a candidate solution in the search space.

• f : the cost function, f : S→ R.

• Xi: the position of ith candidate, where Xi = (xi
1,x

i
2, . . . ,x

i
n) ∈ S.

• a,b: constraint vectors, where a≤ Xi ≤ b and a,b⊆ Rn.

• Vi: the velocity of ith candidate, where Vi = (vi
1,v

i
2, . . . ,v

i
n) ∈ S.

• Pi: the personal best position of ith candidate, where Pi = (Pi
1,P

i
2, . . . ,P

i
n) ∈ S.

• pi
best : the personal best cost of ith candidate, pi

best = f (Pi).

• g: the global best position among all the particles.

• gbest : the global best cost, gbest = f (g).
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On this basis, the PSO goes through the following two steps to solve the optimisation

problem:

1. Initialization: This step initializes the PSO by generating a random population of N

particles Xi within the search space and satisfying the constraint vectors. The velocities

Vi of the particles are selected randomly so that every vi
k ∈ [−1,1]. Then, the cost

function f evaluates the particles and sets the pi
best = f (Pi). In addition, the particle

with the minimum cost value determines the global best position g and the global best

cost gbest .

2. Repeat: This is the process which is repeated until a criterion is met, i.e., either the

number of maximum iterations is achieved or the global best cost gbest satisfies a mini-

mum threshold. Given the status of the particles in iteration t, i.e., Xi, Vi, Pi, and pi
best ,

as well as the global best cost and position at this iteration, the following sub-steps are

repeated:

(a) Velocity update: the velocity vector is updated based on three different vectors

according to the following formula (magenta arrow in Fig. 5.2).

Vi
t+1 = ωVi

t + c1rand1()(Pi−Xi
t)+ c2rand2()(g−Xi

t) (5.1)

parameters ω, c1, rand1(), c2, rand2() and their effect on the convergence of the

algorithm will be discussed later in Subsection 5.2.2.

(b) Position update: the position of the particle i is updated using the updated velocity

vector by:

Xi
t+1 = Xi

t +Vi
t+1 (5.2)

(c) Position constraint check: the updated position vectors Xi
t+1 are checked against

the constraint vectors, which are the boundaries of the search space, to ensure:

a≤ Xi
t+1 ≤ b (5.3)
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If the position vector of any particle violates the constraint vectors in some di-

mensions, the corresponding entries of those dimensions in the position vector are

easily set to the boundary values. In addition, the velocity vector values of those

dimensions are reversed. Fig. 5.1 shows the position constraint check process for

particle i over 4 iterations in a 2D search space. As can be seen, Xi
2 is going to

be outside the search space boundaries after the update. So, the position constraint

check brings it back to the boundary. For the next iteration, Vi
3 wants to follow

the direction of movement in the previous iteration, which has pushed the particle

outside the boundaries. To avoid this happening again, the velocity vector has to

be corrected. If we decompose the velocity vector into its components in the x, y

directions (the cloud in Fig. 5.1), we can see the problem is the component in the

x direction. So, it is reversed and the new velocity vector Vi
3 is formed.

(d) Personal and global best update: for each particle, the personal and global best

costs and positions are updated according to the following equations:

Pi = Xi
t+1 and pi

best = f (Xi
t+1) i f f (Xi

t+1)< pi
best (5.4)

g = Pi and gbest = pi
best i f pi

best < gbest ∀i (5.5)

5.2.2 PSO Parameters

To describe how the PSO parameters affect the algorithm, we need to understand two different

concepts: Exploration and Exploitation. Exploration means providing the algorithm with the

freedom to search and to explore wherever it likes. Random search has the highest degree

of exploration. In contrast, exploitation enables the algorithm to exploit the current solutions

which the algorithm has achieved so far. Local search is a good example of exploitation. The

main superiority of the PSO algorithm, which is its capability in finding the global optimum

solution, is due to the fact that it has a mixture of both these concepts. Therefore, it is important

to tune the parameters to gain the best performance as much as possible.
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FIGURE 5.1: Position constraint process over 4 iterations for particle i.

The parameters rand1() and rand2() are uniform random variables, which create a stochas-

tic influence on the velocity update. Parameters c1 and c2 are called the cognitive and social

coefficients, respectively, and ω is called the inertia weight coefficient. These parameters are

selected according the following criteria (Shi and Eberhart, 1998):
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FIGURE 5.2: PSO optimisation process in iteration t.

rand1()&rand2() ∈ [0,1] , ω ∈ [0.4,0.9] , c1&c2 ∈ [0,2] (5.6)

5.2.2.1 Velocity Update Terms

As Fig. 5.2 shows, each of the three terms of Equation 5.1 affects the velocity update in a

different way as follows:

• Inertia component: The first term, ωVi
t is governed by the inertia weight parameter ω,

which attempts to keep the particle moving in the same direction as it was heading in the

previous iteration (green arrow in Fig. 5.2). Bansal et al. (2011) ran a set of experiments

to evaluate 15 different inertia weights over 5 optimization test problems. As Table 5.1

shows, the constant and linear decreasing inertia weights are the best choices in terms

of minimum cost value while the constant one is the worst inertia weight strategy when

the number of iterations, which increases the computational cost of the algorithm, is
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important. As can be seen from Table 5.1, the best and worst inertia weight strategies

have been found over 5 specific optimisation problems. So, they depend on the context.

TABLE 5.1: Summary of results of experiment on inertia weight over 5 optimization test
problems (Bansal et al., 2011).

Criterion Best Inertia Weight Strategy Worst Inertia Weight Strategy

Average Error Chaotic Inertia Weight Chaotic Random Inertia Weight

Average Number of Iterations Random Inertia Weight Constant Inertia Weight

Minimum Error
Constant Inertia Weight

Linear decreasing Inertia Weight

Chaotic Random Inertia Weight

Global-Local Best Inertia Weight

In the constant inertia weight strategy, the selected value for ω can either dampen or

accelerate the particle’s inertia (Shi and Eberhart, 1998). Generally, the lower the inertia

weight, the higher the exploitation and consequently the faster the convergence of PSO.

In contrast, the higher the inertia weight, the more comprehensive the search of the entire

search space, which implies a higher level of exploration. The linear decreasing strategy,

on the other hand, starts with a constant value and linearly decreases it according to the

following formula (Xin et al., 2009). It causes a faster convergence and a lower number

of iterations to be delivered by this strategy.

ωt = ωmax−
ωmax−ωmin

itermax
× t (5.7)

• Cognitive component: the second term, c1rand1()(Pi−Xi
t), is the particle’s memory

and pushes it toward the regions of the search space in which it has experienced the

lowest personal cost (blue arrow in Fig. 5.2). The cognitive coefficient c1, which is

selected usually close to 2, influences the size of the step the particles take toward their

personal best position.

• Social component: the last term, c2rand2()(gt−Xi
t), makes the particle move toward the

global best position, to which the swarm has approached up to iteration t (purple arrow

in Fig. 5.2). The social coefficient c2 is similarly selected close to 2, and influences the

size of the step the particles take toward the global best position.
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5.2.2.2 Constraint Coefficients

Clerc and Kennedy (2002) presented a more sophisticated way of selecting the PSO parameters

by applying some constraints on them. To do this, they defined constant parameters φ, φ1, and

φ2 so that:

φ1,φ2 > 0 and φ , φ1 +φ2 > 4 (5.8)

Accordingly, the parameter χ is defined as follows:

χ =
2

φ−2+
√

φ2−4φ
(5.9)

Based on these constants, the PSO parameters are defined as:


ω = χ

c1 = χφ1

c2 = χφ2

(5.10)

The best values for the constraint parameters are gained for φ1 = φ2 = 2.05, which yields

ω = 0.7298 and c1 = c2 = 1.4962 for the PSO parameters. In this thesis, we selected this

method along with the linear decreasing strategy for the inertia weight coefficient with damp-

ing factor ωdamp = 0.99 (Shi and Eberhart, 1998).

5.2.2.3 Velocity Clamping

To keep the particles from moving too far beyond the search space, a technique called velocity

clamping is used to restrict the maximum velocity of each particle Vi
max = α(b−a). The value

α is the velocity clamping factor so that 0.1≤ α≤ 1.0. We use α = 0.1 in our work.
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5.3 PSO-Based HUB Pose Estimation Formulation and Prerequi-

sites

In this section we formulate the HUB pose estimation problem and describe how the afore-

mentioned PSO framework is adapted to our pose estimation and tracking problem. Moreover,

we demonstrate the HUB model that represents the human upper body pose. The process of IP

rendering for the pose hypotheses and the scaling factor estimation are addressed afterwards.

Finally, we define and detail the cost function which we need to evaluate the hypothesised

poses in the PSO framework.

5.3.1 Problem Formulation

Given the foreground matched IP pairs of any two consecutive frames, as well as the HUB pose

of the model in the previous frame, the mission of our pose estimation algorithm in this thesis is

to estimate the HUB pose in the current frame. Since a pose is represented by an n-dimensional

vector X = (x1,x2, . . . ,xn) (as will be described in Subsection 5.3.2), estimating the pose here

is equivalent to searching the n-dimensional space S for a point X which optimizes the cost

function. Owing to the capability of the PSO algorithm in finding the global optimum in search

problems (Saini et al., 2013), we are going to use it to solve our pose search problem.

To do this, the algorithm first hypothesizes a limited number of solutions (poses) around

the potential position in the current frame. The mentioned potential position could be found

simply using a Kalman filter predictor. However, it might be acceptable to consider the previ-

ous pose as the potential position under smoothness or small inter-frame motion assumptions,

which are valid to assume in human body tacking (Herda et al., 2000). Then, the discrepancy

between each hypothesized pose and the real observation data of the current frame, which are

the IPs here, is measured. To make this comparison feasible, each pose hypothesis needs to

have commensurate data. On this basis, a set of IPs, equal in number to the set of IPs in the

real observation, is generated for any hypothesized pose. On one hand, the relationship be-

tween the pose hypothesis and its generated IPs should be similar to the relationship of the
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pose in the previous frame and the foreground IPs of the frame. On the other hand, there is

presumably a deformation or transformation between the foreground matched IPs of the pre-

vious and current frames. This deformation should be applied to the generated IPs of the pose

hypothesis. Otherwise, it would make no sense to compare the hypothesis and the real data

fairly. Finding a way to generate these IPs, which satisfies these requisites, is a challenge and

will be discussed in Subsection 5.3.3.

The assumption here is that when a hypothesized pose matches closely the pose of the

person in the current frame, its generated IPs also match closely the foreground IPs of the cur-

rent frame. Therefore, the process of estimating the HUB pose, which is formulated as finding

the pose which minimizes discrepancy between the generated IPs of the pose hypothesis and

the real IPs of the current frame, needs a discriminative discrepancy function. This challenge,

which will be addressed in Subsection 5.3.5, determines the cost of estimation for each hy-

pothesised pose. As an example, the Euclidean distance between the IPs of the current frame

and the generated IPs of a pose hypothesis could be defined as a cost function.

The PSO is an iterative algorithm which starts by generating a random population of

particles (pose hypotheses) in the first iteration. Then it updates the position of the particles in

the space iteratively until either a minimum number of iterations is reached or a minimum cost

value is gained. The particle which creates the minimum cost represents the estimated pose

in the current frame. Owing to the high dimensionality of the pose space (Subsection 5.3.2)

and also the iterative behaviour of the PSO, the computational expense of the pose estimation

problem is another concern, which is handled in this thesis through a divide-and-conquer

strategy by decomposing the parameters of the pose vector and estimating them separately.

For the sake of simplicity, we introduce some notation and definitions as follows:

1. Pp: pose in the previous frame, which is known.

2. Ph
k : kth pose hypothesis, which is generated and optimised by PSO.

3. Pc: pose in the current frame, which is going to be estimated.
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4. π
p
i , πh

ki, πc
i : An IP of the previous frame, the pose hypothesis Ph

k , and the current frame

respectively.

5. Πp: the foreground IPs of the previous frame so that Πp = {πp
i }N

i=1.

6. Πh
k : the rendered IPs of the pose hypothesis Ph

k so that Πh
k = {πh

ki}N
i=1.

7. Πc: the foreground IPs of the current frame so that Πc = {πc
i }N

i=1.

8. {l j}7
j=0: limb j of the skeletal model (Table 5.2).

9. {Θ j}7
j=0: the limb distance thresholds.

10. Cp
j : cluster j of Πp, labelled to limb lp

j .

11. Cc
j : cluster j of Πc, labelled to limb lp

j .

12. Ckh
j : cluster j of Πh

k , labelled to limb l j.

13. V p
j : the virtual foreground IPs generated for limb lp

j .

14. V c
j : the virtual foreground IPs generated for limb lc

j .

15. α(πi): the matching confidence coefficient between π
p
i and πc

i .

5.3.2 Modelling the Human Upper Body

To describe the top half part of the human body for the purpose of model-based HUB pose

estimation and tracking, we need to define a suitable model first. As discussed in Chapter 2,

different types of models can be used in this regard. The skeletal model, which can be used in

2D and 3D spaces, is one of the most efficient because it is one of the most light-weight and

yet can represent the essential information for the problem in hand.

The employed HUB skeletal model decomposes the upper body into 7 rigid body parts,

including torso, neck, head, two upper arms, and two lower arms (Fig. 5.6). Owing to the low

importance of the hands in human body tracking and their complexity in implementation, we

do not include them in our model. It should be noticed that our implementation of the model
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(Appendix A) covers the whole body (with 11 rigid parts), of which we use only its upper

section in this chapter in accordance with the purpose of this thesis. The kinematic constraints

have been considered in the implementation of the model by applying constraints on the range

of angles for joints of the model to prevent infeasible poses. Complementary information

about the whole body model and the implementation procedures can be found in Appendix A

(Kinematic Human Body Model).

TABLE 5.2: Kinematic HB model; the joints and the links.

Section

Joints Limbs

ID Name Acronym ID Name Acronym

0 Waist W ST l0 Waist→ Centre of shoulder W ST 2C SH

U
pp

er
B

od
y

1 Centre of shoulder CSH l1 Centre of shoulder→ Head C SH 2H ED

2 Head H ED l2 Right shoulder→ Left shoulder R SH 2LSH

3 Right shoulder R SH l3 Right shoulder→ Right elbow R SH 2R EB

4 Left shoulder LSH l4 Left shoulder→ Left elbow LSH 2LEB

5 Right elbow R EB l5 Right elbow→ Right wrist R EB2R W R

6 Left elbow LEB l6 Left elbow→ Left wrist LEB2LW R

7 Right wrist R W R

8 Left wrist LW R

L
ow

er
B

od
y

9 Right hip R H P l7 Right hip→ Left hip R H P 2LH P

10 Left hip LH P l8 Right hip→ Right knee R H P 2R K N

11 Right knee R K N l9 Left hip→ Left knee LH P 2LK N

12 Left knee LK N l10 Right knee→ Right ankle R K N 2R AN

13 Right ankle R AN l11 Left knee→ Left ankle LK N 2LAN

14 Left ankle LAN

The underlying articulated structure is modelled as a kinematic tree structure (Cormen

et al., 2001) containing 9 nodes (15 nodes for the full body) and each node represents a specific

body joint (Fig. 5.3(a)). Nodes are connected to each other by links (Table 5.2 and Fig.

5.3(a)). In this kinematic tree, one node is the root, the waist (node 0); some nodes are leaf

nodes (a node with no children) such as the head (node 2) and wrists (nodes 7 and 8), which are

connected to only one link; and the others such as shoulders (nodes 3 and 4) are internal nodes,

which are the mid-joints between the root and the ending nodes. The internal nodes play the
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role of parent for some nodes, while they are children for some higher nodes. In this way, a

specific joint in the tree can be reached by starting from the root and passing through some

mid-joints. This sequence of nodes and links connecting a joint to the root is called a path. For

example, the path toward node 5, the right elbow, starts from the node 0, the root, and passes

through the internal nodes 1 and 3. Table 5.2 summarizes the joints and links of the employed

model. Fig. 5.3(b) shows the paths in the kinematic tree with the colours corresponding to Fig.

5.3(a) .

(a) The skeletal HB model. (b) The kinematic tree and paths.

FIGURE 5.3: The skeletal HB model and its kinematic tree and paths.

5.3.2.1 Pose Synthesis and Projection

For the purpose of fitting the model to the real data of the camera (the foreground interest

points), we need to calculate the coordinates of the joints in the image coordinate system.

This is also used to show the result of the pose estimation in the real image of the camera by

projecting the model onto the image plane. Based on the tree-like structure we defined for the

skeletal model, any joint is represented in its own local coordinate system with the origin at

that joint. To find the coordinate of any joint in the root coordinate system, travelling through a

stream of joints sisi−1 . . .s0 to get to the root, it should be transferred through the systems of the

intermediate joints one by one. This process is accomplished by multiplying the coordinates

of that joint by the translation and rotation matrices of the intermediate joint systems (Shapiro

and Stockman, 2001). For example, for each point p with local coordinate xi in system si, we
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can find its coordinate xi−1 in system si−1 using the translation and rotation matrices between

the two coordinate systems. This process is repeated until we get coordinate x0 for that point

in the reference coordinate system. Fig. 5.4(a) shows the joints in the 2D model alongside

their local coordinate systems.

(a) The implemented 2D skeletal model. (b) The anthropometric information of the human body.

FIGURE 5.4: Skeletal HB model and its anthropometric information (Han, 2010).

This kinematic tree structure is a generic representation and should be adjusted for person-

specific tracking. To do this, the model is designed based on the anthropometric information of

the human body (Herman, 2007) (Fig. 5.4(b)). The limb adjustment process is performed using

two different parameters L and S, the human body height and the scale factor, respectively.

The human body height L allows us to define the length of each part of the body model as

a fraction of L. Moreover, to adapt the model itself to different distances from the camera

across the frames, the scale factor S is used. L is calculated once during the pose initialization

process, whereas the scale factor S is renewed for every frame during the pose estimation and

tracking process.
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5.3.2.2 Degrees of Freedom

The other important issue about the model is the number of DoFs that each joint can have in the

model as well as the total number of DoFs of the model. Generally, any rigid object can have 6

DoFs: 3 translations in the x, y, and z directions; and 3 rotations roll, pitch, and yaw. Fig. 5.5,

adapted from Wikipedia, shows these 6 DoFs2 for an example rigid body. When rigid objects

are connected to each other and form an articulated object, they get restricted and cannot have

all of the mentioned DoFs. So, most of the joints can only have up to 3 rotational DoFs.

Usually they have no DoFs for translation because of the restrictions these connections apply

to each other and take their chance to be translated independently. These restrictions may also

restrict some of the rotation’s DoFs. Generally, the human body has around 230 joints, most

of them have one DoFs and some have more than one. These joints have 244 DoFs all together

(Pitman and Peterson, 1989). Owing to the application in hand, our full body model has 15

joints which have 25 DoFs in total. Fig. 5.4(a) shows the implemented 2D skeletal model with

its consisting nodes. Table 5.3 summarizes the joints of the model alongside their DoFs for

both the upper and lower bodies, though only the upper body part is used in this thesis.

FIGURE 5.5: Six DoFs of a rigid object adapted from Wikipedia (Wikipedia).

Fig. 5.6 shows the DoFs of the joints in our employed model. Besides this, the model has

3 more DoFs for its location in the scene, which is the coordinate of the waist as the root of

kinematic tree in the 3D space. So, the full body model has 25 DoFs, of which 17 DoFs belong

to the upper body section. On this basis, the pose vector in 3D, which is to be estimated by the

pose estimation algorithm, is defined as follows:
2Degrees of freedom (mechanics): http://en.wikipedia.org/wiki/Degrees_of_freedom_(mechanics)
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FIGURE 5.6: Human body, the joints, the DoFs of joints.

X= [rx,ry,rz,α
WST
x ,βWST

y ,γWST
z ,αNCK

x ,βNCK
y ,γNCK

z ,αRSH
x ,βRSH

y ,γRSH
z ,αLSH

x ,βLSH
y ,γLSH

z ,γREB
z ,γLEB

z ]

(5.11)

The 2D version of the pose vector, which is used in this research, is as follows:
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X = [rx,ry,θWST ,θNCK ,θRSH ,θLSH ,θREB,θLEB] (5.12)

TABLE 5.3: Kinematic HB model joints DoFs for both upper and lower bodies, though only
the upper body part is used in this thesis.

Upper Body Lower Body

ID DoFs # ID DoFs #

0 rx, ry, rz, αWST
x , βWST

y , γWST
z 6 9 3

1 αNCK
x , βNCK

y , γNCK
z 3 10 αLHP

x , βLHP
y , γLHP

z 3

2 - 0 11 αRKN
x 1

3 αRSH
x , βRSH

y , γRSH
z 3 12 αLKN

x 1

4 αLSH
x , βLSH

y , γLSH
z 3 13 - 0

5 γREB
z 1 14 - 0

6 γLEB
z 1

7 - 0

8 - 0

Total 17 Total 8

5.3.3 IP Rendering for the Pose Hypotheses

Given the Pp and the IP set Πp from the previous frame, this section addresses the process of

rendering the IP set Πh
k for the pose hypothesis Ph

k . To do this and to satisfy the previously

mentioned requisites of Subsection 5.3.1, this process is conducted through the two following

stages: prototyping and refinement. Algorithm 5.2 (Page 133) summarizes the whole process.

Since the ”IP Rendering for the Pose Hypotheses” depends only on the IPs of the previous and

current frames and also there is smoothness or small inter-frame motion between consecutive

frames in human body tacking, this process is not dependent on occlusion. However, the

whole process of pose estimation proposed in this thesis is valid in no-oclusion situations.
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Nevertheless, using the occlusion handling procedure suggested in Chapter 6, the idea could

be extended to the occlusion situations.

5.3.3.1 Prototyping

This stage (line 6-11 of Algorithm 5.2 on Page 133) generates the initial prototype of Πh
k for

the hypothesis pose Ph
k according the relationship between the IP set Πp and pose Pp. Due

to the articulation property of the human body, it is a true assumption that if a rigid part of

the body is affected by a transformation, all the elements of that part will be transformed

accordingly. On this basis, a labelling procedure is needed first to assign the Πp to different

rigid limbs of the body (limbs in Table 5.2). This allows the algorithm to look at the IPs in

rigid terms. To label each IP π
p
i , its distance to each limb is calculated using Eq 5.15. The

limb with the minimum distance is considered as the assigned limb to the IP.

FIGURE 5.7: Shortest distance from a point to a line.

Having the line defined by two points p1(x1,y1) and p2(x2,y2), we use the method intro-

duced by Bourke3 to calculate the shortest distance from the point p3(x3,y3) to the linep1 p2.

The equation of the line passing through two points p1 and p2 is p = p1 + u(p2− p1). The

closest distance from point p3 to the line is the length of the perpendicular line from the point

to the line. Thus, the dot product of the two lines should be (p3− p) · (p2− p1) = 0. Substi-

tuting the equation of the line gives us [(p3− p1)− u(p2− p1)] · (p2− p1) = 0. Solving this

gives the value of u as:

3Distance from a point to a line http://paulbourke.net/geometry/
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u =
(x3− x1)∆x+(y3− y1)∆y

∆x2 +∆y2 (5.13)

where ∆x = x2− x1 and ∆y = y2− y1. To calculate the distance of a point to a line seg-

ment, u should lies between 0 and 1. Substituting u into the equation of the line gives us the

intersection point p(x,y) as:

x = x1 +u(x2− x1)

y = y1 +u(y2− y1)
(5.14)

The distance d, therefore between the point P3 and the line is the distance between points

p(x,y) and P3:

d =
√

(x− x3)2 +(y− y3)2 (5.15)

Algorithm 5.1 IP Labelling Procedure

1: Input: IP set Πp: {πp
i }N

i=1, limbs {l j}7
j=0,

and limb distance thresholds {Θ j}7
j=0.

2: Output: A label label for each IP π
p
i .

3: for each IP π
p
i do

4: min distance⇐ ∞ and label = Null.
5: for each limb limb j do
6: Calculate the distance d from IP to limb limb j using Eq. 5.15.
7: if d < min distance then
8: min distance = d and label = j.
9: end if

10: end for
11: if min distance � Θlabel then
12: label = Null.
13: end if
14: end for

Algorithm 5.1 (Page 129) outlines the IP labelling procedure. As can be seen, after

finding the closest limb to an IP, that limb is considered as the label of the IP if the distance
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FIGURE 5.8: IP labelling with limb distance thresholds {Θ j}7
j=0.

between the IP and limb satisfies a minimum specific threshold value. Otherwise the IP re-

mains unlabelled. This distance check is performed to prevent the mislabelling of the IPs and

labelling the false positive background IPs. Fig. 5.8 shows the IP labelling with limb distance

thresholds {th j}7
j=0 on frame 709 of the test video.

To determine the limb distance thresholds, we rely on the fact that the IPs are the fore-

ground IPs, thus they are over the human body and belong to a specific part of the body. As the

pictorial-shape model of Fig. 5.9 shows, each limb skeleton passes through its corresponding

pictorial part, where the size of the pictorial part is determined by anthropometric information

of Fig. 5.4(b). On this basis, the distance of any IP lying inside a part to its limb skeleton

should be less than a maximum value for that part. This maximum value is considered the

limb distance threshold for that limb.

Having the IPs labelled to any limb of the pose Pp as well as the corresponding limb of

the pose hypothesis Ph
k , the prototyping stage renders the hypothesized IPs of that limb using

the transformation between the limbs. Let us suppose we want to render IP q1(q1x,q1y) for IP

p1(p1x, p1y) in Pp. If p1 has been labelled as belonging to limb li with nodes A(Ax,Ay) and

B(Bx,By), and if the nodes of the corresponding limb in Ph
k are C(Cx,Cy) and D(Dx,Dy), we
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FIGURE 5.9: Limb distance thresholds {Θ j}7
j=0 in pictorial model.

need the angle θ between two limbs and the scale factor S between two IP sets Πp and Πc to

calculate coordinates of point q1 as follow:

q1x = (p1x−Ax)Scos(θ)− (p1y−Ay)S sin(θ)+Cx;

q1y = (p1x−Ax)S sin(θ)+(p1y−Ay)Scos(θ)+Cy;
(5.16)

Fig. 5.10 illustrates this process for IP p1, the limb l0 labelled to p1 and its corresponding

limb in the pose hypothesis Ph
k are translated first to the origin. Then, the angle θ between the

translated limbs is applied to the point p1−A. The result then is translated using C to create

IP q1. In this way, q1 has the same spatial relationship with its limb that p1 has with l0.

5.3.3.2 Refinement

In terms of the spatial relationship, the rendered IPs Πh
k are more similar to Πp than Πc.

Whereas, there is a non-linear geometric transformation between Πp labelled to the rigid limb

l j and their matched pairs in Πc, due to several reasons such as dealing with the 3D movements

in 2D, lighting conditions, and the effect of clothing. Among these, the huge variations in the

colour and texture induced by clothing, hair, and skin is one of the most important reasons
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FIGURE 5.10: IP prototyping stage.

which has led to the lack of training data in pose estimation (Shotton et al., 2013). Although

the depth cameras have reduced this difficulty significantly, still it is an important challenge.

Thus, an appropriate transformation should be applied to the rendered IPs Πh
k to make it more

similar to Πc and provide a fair comparison between the rendered IPs of the hypothesis pose

and the real observation Πc.

There are several different methods for estimating the transformation between two sets

of points depending on the degree of deformation between the two sets. This fundamental

problem is discussed in the context of point set registration (Brown, 1992), where it is catego-

rized as either rigid or non-rigid. The transformation in rigid registration is handled by a small

number of parameters (Brown, 1992), while non-rigid registration comprises the non-rigid

transformations which are often unknown, complex, and hard to model (Chui and Rangarajan,

2003).

Since the labelling procedure of Algorithm 5.1 (Page 129) enables us to label the IPs to
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Algorithm 5.2 IP Rendering Algorithm

1: Input: IP sets Πp: {πp
i }N

i=1 and Πc: {πc
i }N

i=1, pose Pp,
pose hypothesis Ph

k , and the limb distance thresholds {Θ j}7
j=0.

2: Output: The rendered IP set Πh
k for the pose hypothesis Ph

k .

3: IP labelling:
4: Extract the limbs {l j}7

j=0 for both poses Pp and Ph
k .

5: Label the Πp using limb distance thresholds {Θ j}7
j=0 and algorithm 5.1 (Page 129).

6: Prototyping:
7: for each π

p
i do

8: Extract the coordinates of the nodes of the labelled limb l j:
A, B for the limb in Pp and C, D for the limb in Ph

k .
9: Calculate the angle θ between two lines AB and CD.

10: Apply Eq. 5.16 to the coordinates of π
p
i to get the coordinates of πh

ki.
11: end for

12: Refinement:
13: for each limb l j do
14: Compose the cluster Cp

j from the Πp labelled to limb l j.
15: Compose the corresponding set Ckh

j form the rendered IPs Πh
k labelled to limb l j.

16: Compose the corresponding set Cc
j form the Πc using the result of matching.

17: Estimate the homography matrix H between two sets Cp
j and Cc

j .
18: Refine the IP set Ckh

j by applying the estimated transformation H to it.
19: end for

the limbs of the HUB and classify them into the IPs of rigid bodies, the rigid transformation

estimation can be reasonably applied to our problem. Among all the most common rigid

transformations (Dubrofsky, 2009), we use the perspective transformation. It is calculated

basically by Homography estimation between two planes to handle the transformation between

the two labelled IP sets. According to the definition of homography (Hartley and Zisserman,

2003), it is used in situations where IPs are coplanar. However, there are many situations in

3D computer vision such as camera calibration, 3D reconstruction, stereo vision, and scene

understanding where estimating a homography may be required to solve the transformation

estimation even when there are non-coplanar IPs. It doesn’t matter whether the IPs of a specific

limb are over a 2D or 3D model, since they belong to a rigid body, the transformation between

them over any two consecutive frames can be calculated using Homography estimation.
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As can be seen in Appendix C, the homograhy estimation involves calculation of 8 un-

known parameters in the 3×3 matrix H (the Homography matrix is determined up to a scale

by dividing all the entries of matrix H by h33. Thus, it is normalized so that h33 = 1 and we

need to estimate only 8 parameters (Bradski, 2000)). Theoretically, 4 matched IP pairs from

two IP sets are enough to estimate these parameters, but in the simplest form, where there are

no outliers and the noise is rather small, all the IP pairs are used to compute an initial homog-

raphy estimate using a simple least-squares scheme. In more complicated situations where not

all the IP pairs fit the rigid perspective transformation, because of some outliers, the initial

estimate would be poor and cannot handle the problem efficiently. In this case, robust methods

such as Random sample consensus (RANSAC) (Fischler and Bolles, 1981b) or least median of

squares (LMeDS) (Rousseeuw, 1984) can be used.

The RANSAC and LMeDS methods try many different random subsets of four matched

pairs, estimate the homography matrix for the subset using a simple least square algorithm,

and then compute the quality/goodness of the computed homography based on the number

of inliers or the median re-projection error for RANSAC or LMeDs respectively. Finally, the

best subset is used to produce the homography estimate and the mask of inliers/outliers. The

computed homography matrix is then refined using the inliers with the Levenberg-Marquardt

method (Moré, 1978) to decrease the back-projection error (Appendix C) as much as possible.

RANSAC handles practically any ratio of outliers but it needs a threshold to discriminate

inliers from outliers. As Torr and Zisserman (2000) mentioned, RANSAC can be sensitive to

the threshold value that defines how well data fit a model with a given set of parameters. If

the threshold value is too large, then all the parameter hypotheses tend to be ranked equally

well. On the other hand, when it is too small, the estimated parameters tend to fluctuate when

a datum is added or removed from the set of inliers. In comparison, LMeDS does not need any

threshold but it works correctly only when there are less than 50% of outliers.

On this basis, the prototyped IP set Πh
k is refined using the estimated homography matrix

H. Line 12-19 of Algorithm 5.2 (Page 133) summarizes this process. Fig. 5.11 shows the

rendered IPs Πh
k for the pose hypothesis Ph

k . In fact, the IP rendering process translates any
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pose hypothesis into the IPs which can be compared with the foreground IPs of the current

frame.

(a) IPs Πp for the pose Pp.

(b) The rendered IPs Πh
k for the pose hypothesis Ph

k .

FIGURE 5.11: The process of rendering IPs Πh
k for the pose hypothesis Ph

k .

5.3.4 Scaling Factor Estimation

As mentioned earlier in Section 5.3.2.1, the limbs of the kinematic skeletal model should be

adjusted at each frame to adapt the model itself to different distances from the camera. Al-

though different parts of the body impose constraints on each other and therefore they cannot
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move completely independently, they can change their distances from the camera indepen-

dently. When these 3D movements are dealt with in 2D (which is the scope of this thesis),

it leads to different scaling factor for different parts of the body. To handle this situation, we

introduce a limb scaling factor estimation method, inspired by the work proposed by Artner

et al. (2011), to calculate the scale factor S j for limbs. If the movement is in 2D, we can

estimate the whole body scaling factor by averaging the estimated limbs scaling factor.

5.3.4.1 Scaling of the Individual Limbs

The IP labelling process of Algorithm 5.1 (Page 129) gives us the matched IPs of individual

limbs in separate clusters. This makes it possible to calculate the limb scale factor S j for

the limb l j as follows. Suppose we have the corresponding clusters Cp
j and Cc

j of Πp and

Πc respectively, labelled to limb l j. The IPs of each of these clusters form in fact a fully

connected graph with the IPs as the nodes and the links as the connecting edges between the

nodes, denoted by v and e respectively. Thus, calculating the limb’s scale factor S j is equivalent

to the calculation of the scale factor between two graphs as follow:

S j(v) = ∑
e∈E(v)

|ec|
|ep|

α(ve)

∑ve∈N(v) α(ve)
(5.17)

where S j(v) is the estimated scale factor in the local neighbourhood N(v) of node v. N(v)

is where all the nodes ve are connected to node v by link e and E(v) are all edges e of the

graph incident to node v. The constant weight coefficient α(ve) is used to boost the influence

of the most confident nodes and their associated edges. The calculated scale factor S j(v) of

each each node v in limb cluster j is used to calculate the limb scale factor as below:

S j = ∑
v∈V0

S j(v)
α(v)

∑v∈V0 α(v)
(5.18)
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5.3.5 Cost (Evaluation) Function

The cost function for PSO measures how well a pose hypothesis is compatible with the visual

observations (the foreground IPs of the current frame). As described earlier, a set of IPs is

generated for the pose hypothesis by means of rendering. Owing to this assumption that the

hypothesized pose matches closely the pose of the person in the current frame if its generated

IPs match closely the foreground IPs of the frame, the discrepancy function should measure

the similarity between these two IP sets in terms of the Euclidean distance as well as the local

neighbourhood descriptor similarities.

The cost function D(Ph
k ,Π

c) is proposed in our work to measure the discrepancy between

the pose hypothesis Ph
k and the observation Πc. This function calculates the distance between

the hypothesized pose Ph
k and the current IPs Πc as follows:

D(Ph
k ,Π

c) = (1−β)
N

∑
i=1

α(πi)

N
‖πh

i −π
c
i ‖+β

N

∑
i=1

1
N×64

DH(C (πh
i ),C (πc

i )) (5.19)

The first term in function D calculates the Euclidean distance between Πh and Πc, where

‖πh
i −πc

i ‖ shows the Euclidean distance between πh
i and πc

i . The constant weight coefficient

α(πi), which is the matching confidence between π
p
i and πc

i , is used to determine the share of

each IP in creating the distance measure. αi is a real number ∈ [0,1] so that the higher value

implies the higher reliability in the matching.

The second term measures the distance between the local descriptors of Πh and Πc. The

Census Transform (CT), which is a non-parametric local transform (Zabih and Woodfill, 1996),

is used as the local feature descriptor in this regard, though the other feature descriptors such

as SURF (Bay et al., 2008) can be used too. It is defined as an ordered set of comparisons

between the intensity of an objective pixel (xi,yi) and the intensity of its neighbouring pixels

(x j,y j) in a local neighbourhood N (x j,y j), where (x j,y j) 6= (xi,yi). Generally, a 3×3 window

is considered as the local neighbourhood. We, instead, consider the larger size 16×16, while
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ignoring some pixels in every second row and column. In this fashion, we use a wider area

around the central pixel with smaller number of neighbouring pixels, 8×8.

The CT then generates a binary bit string of 64 bits representing which pixel in N (x j,y j)

has intensity lower than I(xi,yi), the intensity of the central pixel. Having the comparison

operator ζ(I(xi,yi), I(x j,y j)) and the concatenation operation
⊗

, the CT at a πi with coordinate

(xi,yi) is defined as:

C (πi) = C (xi,yi) =
⊗

(x j,y j)∈N
ζ(I(xi,yi), I(x j,y j)) (5.20)

where the comparison operator is defined as:

ζ(I(xi,yi), I(x j,y j)) =

1 i f I(xi,yi)< I(x j,y j)

0 otherwise
(5.21)

To measures the distance between the CT descriptors of π
p
i and πc

i , the second term of Eq.

5.19, the Hamming distance DH(C (πh
i ),C (πc

i ) is used. This widely used distance measure,

particularly in information theory, counts the number of positions of two strings of equal length

at which the corresponding symbols are different (Hamming, 1950) (Fig. 5.12).

FIGURE 5.12: The Hamming distance between two strings of equal length.

The normalization factor β in Eq. 5.19, 0 ≤ β ≤ 1, is used to regulated the effect of the

spatial and local distance between Πh and Πc.
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5.4 Implementation and Experimental Results

In this section we present the details of our two-stage strategy in implementation and using

PSO for the model-based human upper body tracking. Firstly the HPSO approach, which

estimates the pose hierarchically is discussed. Then, GPSO, the post-processing stage for con-

sistency check and pose refinement, is presented. 30olorredFinally, the experimental results

and performance evaluation is discussed.

5.4.1 Hierarchical PSO-Based HUB Pose Estimation (HPSO) Algorithm

As stated before in Section 5.3.2, the pose vector of HUB is represented by a vector of 8 pa-

rameters. Because each particle represents a potential solution in the search space, we are

facing a 8-dimensional search space of all plausible skeleton configurations. Solving the opti-

mization problem in such a high dimensional search space is a challenge for any optimisation

method, including PSO. The high dimensionality:

• implies optimising a multi-modal function, which requires a complicated cost function

and a larger swarm size.

• increases prohibitively the computational expense of calculating the cost function for

the particles.

• involves the observation noise of all the dimensions at the same time in the optimisation

process.

Taking advantage of the hierarchical nature of our tree-like kinematic model, we propose

a hierarchical PSO approach to tackle the above mentioned difficulties. It solves the opti-

misation problem in the 8-dimensional pose space through a divide-and-conquer strategy by

decomposing the parameters of the pose vector and estimating them separately. Owing to the

constraints that the higher joints in the tree apply to the lower ones, we optimize the corre-

sponding parameters of the joints in the pose vector hierarchically in several levels, from high
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to low according to the kinematic tree of Fig. 5.3. Thereby, it reduces the complexity of the

search and overcomes the aforementioned drawbacks. Depending on the articulation of each

joint and the connection between them, the optimisation process can be performed at each

level, either on one joint only or a group of joints together. Fig. 5.13 shows the hierarchical

PSO-based HUB pose estimation algorithm block diagram.

IP

Labelling

Scaling Factor

Estimation

Pose

Previous Frame

Matched FG-IPs

Previous Frame

Matched FG-IPs

Current Frame

Level

Hypotesis

Level

IP Rendering

Cost

Function

Level

Update

Estimated Pose

Current Frame

Level Estimation

Using PSO

Hierarchical Pose

Estimation Using PSO

FIGURE 5.13: The hierarchical PSO-based HUB pose estimation algorithm block diagram.

5.4.1.1 Hierarchy in Estimation

According to the kinematic tree structure of Fig. 5.3, we perform the hierarchical optimisation

process in 7 levels (Table 5.4). The hierarchy is started at level 0 by optimizing the parameters

rx,ry of the pose vector (2 DoFs of the model), which determine the global position of the

skeletal model in the space. It is the most significant level as it is the root of the kinematic tree

and the other joint parameters are greatly dependent on it. A slight error in the estimation of
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the global position often results in a drastic deviation of the child joints in the tree from their

real values.

TABLE 5.4: The 7 hierarchical steps of our HPSO upper body pose optimisation.

Level Parameter Estimated joints Involved limbs

0 rx,ry W ST , R H P , LEP right hip, left hip

1 θWST CSH , R SH , LSH torso, right clavicle, left clavicle

2 θNCK H ED head

3 θRSH R EB right upper arm

4 θLSH LEB left upper arm

5 θREB R W R right lower arm

6 θLEB LW R left lower arm

In each level, HPSO hypothesizes several particles for the pose vector at that level around

its potential position. Having calculated the scaling factor for the limbs involved in the level,

the scaling factor is applied to the limb in the previous frame to update the limb’s length in the

current frame. The updated length of the limb is then used to calculate the coordinates of the

joints belonging to the level for each particle k. Then, the IPs Πh
k are rendered for the particle

using Algorithm 5.2 (Page 133). The cost function Eq. 5.19 is then utilized to evaluate the

hypothesis. Repeating this process for all the particles over several iterations will create the

particle which has the lowest cost function and thus the highest similarity to the observations

of the level in the current frame. Algorithm 5.3 (Page 142) outlines the hierarchical pose

estimation approach.

After estimating the pose vector of a specific level (a 1×2 vector for level 0 and a 1×1

vector from level 1 onwards), the coordinates of the child joints, connected to the estimated

parent joint, are calculated using the model parts length information of Fig. 5.4(b). For exam-

ple, in estimating θWST in level 1, let us calculate the position of the centre of shoulder, CSH ,

the right shoulder, R SH , and the left shoulder, LSH . The third column of Table 5.4 shows

the child joints that are calculated after estimation of each level parameter. Fig. 5.14 shows

the levels in the kinematic tree.
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Algorithm 5.3 Hierarchical PSO-Based HUB Pose Estimation Algorithm

1: Input: IP sets Πp: {πp
i }N

i=1 and Πc: {πc
i }N

i=1, pose Pp,
and the limb distance thresholds {Θ j}7

j=0.
2: Output: The estimated pose Pc.
3: IP labelling:
4: Extract the limbs {l j}7

j=0 for pose Pp.
5: Label the IPs Πp using limb distance thresholds {Θ j}7

j=0 and IP-labelling Algorithm 5.1
(Page 129).

6: Scaling factor estimation:
7: for each limb {l j}7

j=0 do
8: Calculate the limb scale factor S j using the labelled IP clusters Cp

j and Cc
j and Eq. 5.18.

9: end for
10: Calculate the whole upper body scale factor.
11: Hierarchical pose estimation:
12: for each level i do
13: Apply the limb’s scaling factor to the limbs involved in the level

(According the table 5.2) to update the limbs length for current frame.
14: Form level pose vector: 1×2 vector for level 0 and 1×1 vector from level 1 onwards.
15: Set the PSO parameters for level i.
16: Generate nPops random pose vector particles for level i using the PSO parameters.
17: Set the iteration counter to 1 (It = 1).
18: while (It < MaxIt) do
19: for each particle k do
20: if (It == 1) then
21: Calculate coordinates of joints at level i using the particle’s pose vector and

updated limb lengths.
22: Render IPs Πh

k for particle k using the IP-rendering Algorithm 5.2 (Page 133).
23: Calculate the cost value of particle k using Eq. 5.19.
24: if (cost of particle k < Best cost) then
25: Best cost = cost of particle k and Best pose vector = pose vector of particle k.
26: end if
27: else
28: Update the particle’s pose vector using the PSO formulations of Section 5.2.
29: Calculate coordinates of joints at level i using the particle’s pose vector and

updated limb lengths.
30: Render IPs Πh

k for particle k using the IP-rendering Algorithm 5.2 (Page 133).
31: Calculate the cost value of particle k using Eq. 5.19.
32: if (cost of particle k ¡ Best cost) then
33: Best cost = cost of particle k and Best pose vector = pose vector of particle k.
34: end if
35: end if
36: end for
37: It = It +1.
38: end while
39: Calculate coordinates of joints at level i using the Best pose vector.
40: end for 142
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FIGURE 5.14: Levels in the kinematic tree.

As Fig. 5.14 shows, the proposed hierarchical human body pose estimation using the

proposed algorithm is performed as follows:

• Level 0: the goal of this level is estimation of the joint W ST , the root of kinematic

tree, with coordinates [rx,ry]. Although the right and left hips belong to the lower body,

they are taken into account in estimation of the root to provide more information. Af-

ter running the PSO, the particle with the best cost gives the estimated joint W ST .

Straightaway, the coordinates of the joints R H P and LH P are calculated using the

updated limbs and the estimated root.

• Level 1: Having the estimated joint W ST , this level attempts to estimate θWST as the

pose vector. Estimating θWST then yields the coordinates of joints CSH , R SH , and

LSH . In fact, for any hypothesized particle θWST , algorithm calculates coordinates of

the mentioned joints using the updated limb lengths at this level.

• Levels 2 to 6: in all these levels the pose vector is a 1× 1 vector, which is one of the

angles in the 2D upper body pose vector of Eq. 5.12 from θNCK to θLWR. To estimate

this angle, several hypotheses are generated for the angle. Having the estimated parent

joint of the level as well as the updated length of its involved limbs, the coordinates of
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the child output joint is calculated and used to render the hypothesised IPs for this level.

In this way, each particle in the level has the rendered IP sets which is used for the cost

calculation. After several iterations, PSO estimates the best child joint as the output of

the level which are used as the parent joint for the next level.

5.4.1.2 HPSO Upper Body Pose Estimation Results

In this section we present the results of our proposed hierarchical PSO-based human upper

body pose estimation algorithm. As mentioned in Chapter 1, the pose initialization process

has not been considered in this work. Instead, we suppose that the initial pose is available as in

Eq. 5.22 and we focus on estimating the pose of the subsequent frames using the IPs through a

PSO-based framework. Fig. 5.15 shows the initial pose that we use in our experiments, which

is frame number 709 of the test video that we recorded for the experiments.

X = [175,150,0,0,65,70,125,120] (5.22)

FIGURE 5.15: The initial pose X = [175,150,0,0,65,70,125,120], which we use in our
experiments.
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(a) 1st round of estimation, frame 710.

(b) 2ndround of estimation, frame 711.

(c) 3rdround of estimation, frame 712.

(d) 4thround of estimation, frame 713.
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(e) 5thround of estimation, frame 714.

(f) 6thround of estimation, frame 715.

FIGURE 5.16: 6 rounds of pose estimation from frame 710 to 715.

Given this initial pose as well as the matched foreground IP pairs between the frame of

the initial pose and its subsequent frame (which is called the current frame), the proposed hier-

archical PSO-based pose estimation approach performs the first round of the pose estimation

and estimates the pose in the current frame using Algorithm 5.3 (Page 142). This process

is repeated for any two consecutive frames. Fig. 5.16 shows both the frames and the results

of the pose estimation over 6 consecutive rounds of pose estimation. In each round, the left

image shows the previous frame along with its labelled foreground IPs and its pose. Similarly,

the right image shows the same information for the current frame except for the pose which is

the estimated pose in this case. The estimated pose in each round appears as the previous pose

for the next round of pose estimation.

Focusing on the limb involved in level 5 (the right forearm) in Fig. 5.16(f), it can be

seen that the limb of this level has only one foreground matched IP (the IP with colour orange.
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Please ignore the yellow IPs for the moment), which presents the estimation in this level with a

great deal of ambiguity because there is not enough information available for the cost function

to find the particle with the lowest cost. So, the pose estimation process in this situation

would be erroneous. To tackle situations like this and provide more information, a set of

virtual matched IP pairs is generated for the limb (limbs) involved in the level. This process

is illustrated in the following subsection. All the bold yellow IPs in Figs. 5.16, 5.18, and 5.19

are virtual IPs generated using the proposed method.

5.4.1.3 Virtual Matched IP Pair Rendering

The procedure to render the virtual matched IP pairs for the limbs with a small number of

foreground matched IP pairs is similar to the IP-rendering approach of Algorithm 5.2 (Page

133) with some little differences as follows:

• The IP-rendering algorithm is used to generate the hypothesized IPs for the hypothesized

pose, while the virtual IP rendering procedure is utilized to generate virtual matched IP

sets for the corresponding limbs of a level in the previous and the current frames. This

is the main difference between these algorithms.

• In the IP rendering process, we have the IPs of the first set. So, we render the corre-

sponding IPs for the second set based on that, whereas here both sets should be gener-

ated. Thus, the first step here is to generate some random IPs around the limb for the

first set. To do this, we find the point p on a line perpendicular to line SE (the limb)

at its midpoint. Having the coordinates of the vertices of triangle SpE, we generate a

random set of IPs inside the triangle. This process will give us the first set of IPs. Fig.

5.17 shows a typical output of this process. In this figure we have virtual IPs on both

sides of the limb SE, while only one side could be enough and the IPs of the other side

could be omitted.

• In the IP rendering process, we have the coordinates of both the limbs in the previous

pose and hypothesized pose. However, here we don’t have the pose and thus the limb
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FIGURE 5.17: Generating the random virtual IPs for a limb.

(limbs) of the level. Now, the question is how to render the virtual IPs for the second set

when there is no corresponding baseline (limb) for both sets. To overcome this problem

we use 2 matched IP pairs of the limbs. These IPs form the baselines for limb in the

previous and current frame. Now, the IP-rendering process of Algorithm 5.2 (Page 133)

can be used to render the IPs of the limb in the current frame. Algorithm 5.4 (Page 148)

outlines this approach.

Algorithm 5.4 Virtual-Matched-IP-Pair-Rendering Algorithm

1: Input: The labelled IP clusters Cp
j and Cc

j .
2: Output: The virtual foreground IPs generated for limbs lp

j and lc
j .

3: Generating random virtual IPs for limb lp
j :

4: Find the point p on a line perpendicular to line SE (the limb) at its midpoint.
5: Generate a random set of IPs inside the triangle SpE using the coordinates of the vertices

of triangle.

6: Rendering the virtual IPs for limb lc
j :

7: Create the baseline for the clusters Cp
j and Cc

j using 2 matched IP pairs of the limbs.
8: Render virtual IPs for limb lc

j having the baselines and the virtual IPs of limb lp
j using

IP-rendering process of Algorithm 5.2 (Page 133).
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5.4.1.4 Error Propagation in Pose Estimation

Regardless of the mentioned advantages and benefits of hierarchical pose estimation approach,

it has the disadvantage of propagating the estimation error down the hierarchy. Since the esti-

mated joint (joints) of a specific level acts (act) as the parent joint (joints) for the subsequent

levels connected to the level, the inaccurate estimation of the joint (joints) of this level in-

fluences (influence) the estimation of the connected child joints in the subsequent levels. As

experimental results show in Fig. 5.18, this problem happens mostly in levels 3 and 5, which

causes the erroneous estimation of joints R EB , LEB . These inappropriate estimated joints

affect the estimation of joints R W R and LW R in levels 4 and 6 accordingly. We call this

type of error from now on as the ”spatial propagation error” in comparison with the ”tempo-

ral propagation error” which will be described in the next paragraph.

(a) Frame 716.

(b) Frame 720.

FIGURE 5.18: Spatial and temporal propagation errors over 5 rounds of pose estimation from
frame 716 to 720.
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Beyond the inaccurate estimation of the joints in the current frame, which is unpleasant in

itself, the spatial propagation error affects the successive rounds of estimation because the es-

timated pose in each round appears as the previous pose for the next round of pose estimation.

This causes the temporal propagation error which causes the error to grow. Fig. 5.18 shows

two rounds of pose estimation where the spatial and temporal error propagation happens. As

can be seen in Fig. 5.16(f), the erroneous pose estimation in level 5 results in the inaccurate

estimation for joint R W R . This spatial error doesn’t affect any subsequent level because this

joint is a leaf node in the kinematic tree. However, it affects the estimation of the joint itself

in the consequent frames and generates a temporal propagation error for the joint (As can be

seen in Fig. 5.18).

Although the virtual-matched-IP-pair-rendering process helps the HPSO algorithm to es-

timate the levels, it is not the optimal solution and as you can see in Figs. 5.18 and 5.19, the

pose estimation algorithm faces the spatial and temporal propagation errors even when virtual-

matched-IP-pair-rendering is used. To solve this problem we need a post-processing stage to

perform a consistency check and pose refinement on the pose estimated by the hierarchical

pose estimation algorithm. This process is described in the next section.

5.4.2 Global-PSO for Consistency Check and Pose Refinement

To overcome the spatial and temporal error propagation problems, we apply another PSO-

based pose estimator to the pose estimated by the hierarchical pose estimation method. This

estimator, which we call Global-PSO (GPSO), is different from HPSO in the sense that it

searches the pose space at once for all the parameters of the pose vector, unlike the HPSO

which breaks the pose space into lower dimensional spaces and estimates the pose parameters

hierarchically. Since, the estimated pose is approximately correct for most of the parameters

of the pose vector, as can be seen in the figures of Section 5.4.1, the mission of GPSO (as the

post-processor entity in our system) is to search around the pose estimated by HPSO to correct

the erroneous parameters. The reasons why GPSO could be beneficial for our problem, in

comparison with when GPSO is used by itself without HPSO are:
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(a) Frame 726.

(b) Frame 740.

(c) Frame 756.

(d) Frame 765.
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(e) Frame 770.

(f) Frame 784.

FIGURE 5.19: 6 non-consecutive rounds of pose estimation from frame 726 to 784.

• We have the estimated pose from HPSO. Thus, GPSO needs to explore a narrower region

in the 8D pose search space around the estimated pose. It implies that GPSO could be

handled with fewer particles and fewer iterations, In contrast, GPSO by itself would

need a bigger population of particles to search a wider space in the high-dimensional

pose search space. This would lead to a higher computational cost and the risk of getting

stuck somewhere in the search space.

• The limbs with fewer foreground IPs (we call them weak limbs for the sake of sim-

plicity), such as the right forearm in Fig. 5.16(f), could be handled more efficiently in

the case of using GPSO as a complementary post-processing pose estimator rather than

GPSO on its own. In fact, the children joints of a parent limb with a small number of

IPs can compensate for the parent joint because the parameter, where the child joint is

optimised, can be optimised only when the parent joint has its own optimised parameter.
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When GPSO is used on its own, a weak limb can cause a great amount of ambiguity in

the corresponding dimension of the pose space, which causes the pose estimation to get

stock in a local optimum -despite the ability of PSO in finding the global optimum. In

contrast, the GPSO, after HPSO, needs to search a narrower area of the pose space to

refine the pose estimated by HPSO. Therefore, it faces less ambiguity and can tackle the

problem of weak limbs.

It should be mentioned that we use the same cost function as given by Eq. 5.19 for GPSO.

The cost function generates a cost for each pose hypothesis and through the iterations the

hypothesis with the lowest cost is selected as the estimated pose. Having the best cost, we

can compare that with the best cost of HPSO for the pose. To find an inaccurately estimated

parameter, we compare parameter by parameter the best cost of GPSO with the best cost of

HPSO. In this way, we select the estimation with the lower best cost and provide the post

processed estimated pose vector. Fig. 5.20 shows the results of GPSO on the same frames as

in Figs. 5.16 and 5.19. As can be seen, GPSO can amend the results promisingly.

5.4.3 Experimental Results

For testing the efficiency of the proposed HUBT algorithm, a test video containing a person

acting in front of the camera with a range of pose changes is used (the same video as we used

in the previous chapters.). According to the assumption we defined for this thesis in Chapter

1, this video was captured from a static camera. Although automatic pose initialization is an

interesting issue (e.g., using the idea of Section 6.2.3) and will help the system to recover

in the cases of pose estimation failure, we assume that the initial pose has been estimated

manually as in Eq. 5.15. On this basis, we estimate the pose of the subsequent frames. Fig.

5.15 shows the initial pose, which is frame 709 of the test video. For the pose estimation, we

have implemented an efficient original PSO library, which can be used in either a hierarchical

or global manner. The number of particles and iterations were assumed to be 100 and 10,

respectively, for both HPSO and GPSO, which were determined by trying a range of values

and picking the best one.
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(a) Frame 716.

(b) Frame 720.

(c) Frame 726.

(d) Frame 740.
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(e) Frame 756.

(f) Frame 765.

(g) Frame 770.

(h) Frame 784.

FIGURE 5.20: 8 non-consecutive rounds of pose estimation from frame 716 to 784, where
GPSO amend the result of HPSO in Fig. 5.16 and 5.19.

155



Chapter 5. Model-Based Human Upper Body Pose Estimation and Tracking using PSO

5.4.3.1 Performance Evaluation

To evaluate the performance of the proposed HUBT algorithm quantitatively, two distance

measures are utilized in this section as follows:

1. The Euclidean Distance: This is the average Euclidean distance between the joints of

the 2D skeletal model (5.4(a)) of the estimated pose and manually marked ground truth

(GT) joints, as follows:

d =
1
J

J

∑
i=1

√
(x̂i− xGT

i )2 +(ŷi− yGT
i )2 (5.23)

where (x̂i, ŷi), (xGT
i ,yGT

i ) are the coordinates of the joints from the estimated pose and

from the manually marked GT pose and J is the number of joints in the model (which

is 11 in this work). Fig. 5.21 shows the resultant Euclidean distances between the es-

timated pose and the GT pose over several frames of the test video for the HPSO and

GPSO stages of the proposed HUBT approach. As can be seen, the proposed two-stage

H-G model-based HUBT approach efficiently follows the GT over the frames. More-

over, comparing the distance values of HPSO and GPSO in Fig. 5.21 shows clearly

smaller Euclidean distances for GPSO for the tested video, which confirms the refine-

ment role of GPSO after HPSO, and compensate for the error propagation we mentioned

in Section 5.4.1.4.

2. Mean Square Error (MSE): The MSE is defined between the parameters of the esti-

mated pose vector and the pose vector of manually marked GT pose over all frames of

test video as follows:

MSE =
1
T

T

∑
i=1

√
(p(t)i − p(t),GT

i )2 (5.24)

where (p(t)i is the ith parameter of an estimated pose vector at frame t, p(t),GT
i is the ith

parameter of GT pose vector at frame t, and T is the total number of frames in the test
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FIGURE 5.21: Euclidean distances between the estimated pose and the GT pose over several
frames of the test video for the HPSO and GPSO stages of the proposed approach.

video. Table 5.5 shows the average of MSE over all the frames, As can be seen from

Table 5.5 GPSO shows a better performance for the tested video in terms of MSE.

TABLE 5.5: Average of MSE over all the frames for HPSO and GPSO.

Pose parameters HPSO GPSO

rx 2.7758 1.3258

ry 1.5565 0.8976

θWST 5.0602 1.8794

θNCK 4.4319 0.7326

θRSH 11.076 2.3327

θLSH 6.128 1.958

θREB 50.4823 2.359

θREB 13.4955 2.125

5.5 Conclusions and Future Work

In this chapter, we presented a new two stage hierarchical-global model-based human upper

body pose estimation and tracking algorithm using interest points in particle swarm optimiza-

tion framework. The key characteristics of our proposed approach are as follows:
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• Firstly, it lies in the way we solve the high-dimensional pose estimation optimisation

problem through a divide-and-conquer strategy by decomposing the parameters of the

pose vector and estimating them separately. Using the constraints that the higher joints

in the tree apply to the lower ones, we optimize the corresponding parameters of the

joints in the pose vector hierarchically in several levels, from high to low according to

the kinematic tree of Fig. 5.3.

• Secondly, it is the post-processing process which is accomplished by applying another

PSO-based pose estimator to the estimated pose of the first stage hierarchical pose es-

timation method to overcome the spatial and temporal propagation errors. This stage

unlike the first stage searches the pose space at once for all the parameters of the pose

vector. Since, the estimated pose of the first stage is approximately correct for most of

the parameters of the pose vector, the second stage PSO searches around the estimated

pose of first stage to correct the erroneous parameters.

The proposed algorithms benefit from:

• A hierarchical model-based pose estimation method (HPSO) in the first stage to cut

down the complexity and computational cost of a high-dimensional pose estimation op-

timisation problem.

• A post-processing pose refinement method (GPSO) to compensate for the spatial and

temporal propagation errors caused by the first stage.

We applied our approach to a sequence of frames with different levels of articulation and

deformations. Experimental results show, promisingly, that the proposed algorithm estimates

the human upper body pose using interest points. The proposed algorithm works under the

assumptions of manual pose initialization and no occlusion. As we suggest in Chapter 6, the

plan is to extend the current algorithm beyond these assumptions in future work.
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Overall Conclusions and Future Work

I am not young enough to know everything.

OSCAR WILDE, IRISH POET.

In this dissertation, we have proposed a model-based approach for human upper body

pose estimation and tracking using interest points in real-time videos. The structure of the pro-

posed system consists of three main blocks, which have been the novel ideas of the authors.

Additionally, they can be used standalone in any computer vision application. The proposed

algorithms in this thesis have been implemented in C++ using the OpenCV, PCL, and Boost

libraries on a Linux-based machine without using GPU1. The final overall speed of the sys-

tem for non-optimised codes is around 5 frame per second which is a promising result. It is

expected to achieve higher speeds by optimizing the implementation of the algorithms.

In the following pages, for the last time, we simply review the proposed approaches of the

different blocks of the system, as well as the other novel contributions. Finally, the directions

for future research will be discussed.
1Graphic Processing Unit.
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6.1 Summary of Contributions

The current thesis makes three main novel contributions to the field of computer vision. These

contributions, which the proposed model-based human upper body pose estimation and track-

ing system has been built upon, are categorized into three main categories: (1) an IP-based

background subtraction algorithm; (2) an efficient method for matching the IPs of any two

consecutive frames, for the sake of tracking; (3) a two-stage hierarchical-global model-based

human body tracking algorithm using the IPs in a particle swarm optimization framework.

Moreover, there are some minor contributions within the categories, which are the tools for

achieving the main purpose of the categories. In this section, we will review these contribu-

tions along with the minor contributions we have made in each one.

6.1.1 IP-based Background Subtraction (Chapter 3)

The first major contribution of this thesis is the first stage of the proposed pose estimation and

tracking system (Fig. 1.2). It is a novel background subtraction algorithm based on IPs, unlike

the current background subtraction algorithms, which are mostly pixel-based. The proposed

algorithm, furthermore, can be used in any IP-based CV application beyond our project.

Through a block-wise processing strategy, the proposed algorithm divides the frames into

blocks of the same size. IPs inside each block are grouped together as Events. Throughout

the frame sequence, the Events in each block as well as the numbers of their occurrences are

stored using the Repetition Index (RI) in a Binary Tree. The RI is used to classify Events

as either background or foreground. The background Events appear significantly more often

than foreground Events. Thus, Events with an RI greater than a certain threshold are classi-

fied as background, the rest as foreground. This Event classification is used to label IPs in

each frame into foreground and background IPs. Experimental results quantitatively show that

the proposed algorithm delivers a good discrimination rate in comparison with other BGS ap-

proaches. Moreover, it creates a map of the background usable for further processing, it is

robust to changes in illumination and can keep itself updated to changes in the background.
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6.1.2 IP Matching (Chapter 4)

Following the BGS algorithm, we proposed a dynamic hybrid local-spatial IP matching algo-

rithm, which is used to match the foreground IPs of any two consecutive frames for the purpose

of human upper body pose estimation. In the local stage, this algorithm finds an initial set of

possible matched pairs using the local feature descriptors of the IPs. Then two filtering steps,

cross-checking and displacement-checking, are applied to the initial results to increase the

matching precision by deleting the mismatched pairs. As a minor contribution, we introduced

a method for finding the dynamic displacement check threshold for displacement-checking,

based on the kernel density estimation method. It makes the displacement-checking step more

robust in cases where faster movements happen between consecutive frames.

The spatial matching stage, which uses the spatial relationship among the IPs, is applied

then to the remaining unmatched IPs to improve the recall, whilst holding the precision rate

at the same level. Two different spatial matching strategies, i.e. the graph-based and the

shape-context-based methods, have been developed for the second stage of the IP matching

algorithm.

The proposed approach benefits from:

• local-based IP matching to avoid the expense of the distance and neighbourhood com-

parison of the spatial-based methods, which is heavy when the matching is started ini-

tially with spatial-based method.

• spatial-based IP matching to compensate for the drawback of the local-based methods.

• An IP list scoring and refinement strategy to refine the IP lists and solve the problem of

RLL. However, it can also be viewed as a form of tracking idea, which tries to track the

trajectories of IPs over the frames. Nevertheless, it is different from the pose estimation

and tracking algorithm we used in Chapter 5.

We applied our approach to a sequence of frames with different levels of articulation and

deformations. Experimental results are promising and show that not only does the proposed
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algorithm increase the precision rate from 44.71% for BruteForce to 95.45% for graph-based

and 97.41% for SC-based, but that improves also the recall rate from 52.33% for BruteForce

to 80.15% for graph-based and 84.96% for SC-based.

6.1.3 Two-Stage Hierarchical-Global Model-based Human Upper Body Pose

Estimation and Tracking by Means of PSO (Chapter 5)

The final major contribution of this work is a two-stage hierarchical-global model-based artic-

ulated human upper body pose estimation and tracking approach based on IPs within a particle

swarm optimisation framework. This algorithm, which is a combined bottom-up top-down

approach, estimates the skeletal pose of the upper body for each current frame given the pose

in the previous frame and the matched foreground IP pairs between the previous and current

frames.

The two PSO-based pose estimators in the proposed algorithm solve similarly the op-

timization problem by hypothesizing a set of uniformly random candidate poses around the

predicted position for the solution in the pose search space. To make the comparison between

the pose hypotheses and the real observation possible, a set of IPs is rendered for any pose

hypothesis through an IP rendering algorithm (which is one of the minor contributions of this

thesis). The IP rendering process conveys the spatial relationship between the IPs and the pose

in the previous frame to the rendered IPs in the current frame, meantime it applies the per-

spective transformation between the matched IP pairs of the previous and current frame to the

rendered IPs. Homography estimation using the RANSAC method calculates the underlying

transformation.

The PSO-based pose estimator, then, evaluates each hypothesis based on a distance mea-

sure between the rendered IPs and the real matched IPs of the current frame. The evaluation

function (which is another minor contribution) measures the weighted Euclidean distance be-

tween the IPs as well as the Hamming distance between the binary census descriptor of the

local neighbourhood of IPs. A real positive number less than 1 weights the influences of these
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two distance measures. Using the result of the evaluation, the position of the pose hypotheses

are updated iteratively to find the best pose hypothesis with the lowest distance value.

Another concern, which we solved through another minor contribution, was the scaling

factor problem. The human body is changing its distance from the camera throughout the

frame sequence and it causes a change in the sizes of the parts of the human body model as

well as the whole body, which are not necessarily the same. The proposed scaling factor esti-

mation method calculates the scaling factor for the limbs individually first. Then it combines

these together to get the whole body scaling factor. Both the IP rendering and scaling fac-

tor estimation rely on another minor proposed contribution, the IP labelling procedure, which

assigns a limb of the model to any IP.

Taking advantage of the hierarchical nature of our tree-like kinematic model, we proposed

a two-stage hierarchical-global PSO approach to tackle the intrinsic difficulty of solving the

optimization problem in the high dimensional pose space at once. Our approach solves this

problem through a divide-and-conquer strategy in the first stage, by decomposing the parame-

ters of the pose vector and estimating them separately. Owing to the constraints that the higher

joints in the tree apply to the lower ones, our approach optimized the corresponding parameters

of the joints in the pose vector hierarchically in several levels, from the higher to lower order.

Thereby, it reduces the complexity of the search and overcomes the mentioned drawbacks.

Depending on the articulation of the joints and the coherence between them, the optimisation

process at each level of hierarchy is accomplished either for the joints individually or for a

group of joints together. In contrast, the second stage operates on the pose estimated of the

first stage globally at once to do a consistency check and refine the estimated pose. This stage

acts as a post-processing stage on the result of the first stage to compensate for the inaccurate

estimated parameters of the pose vector.

The proposed algorithms benefit from:

• A hierarchical model-based pose estimation method (HPSO) in the first stage to cut

down the complexity and computational cost of a high-dimensional optimisation prob-

lem.
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• A post-processing pose refinement method (GPSO) to compensate for the spatial and

temporal propagation errors caused by the first stage.

6.2 Directions for Future Work

The ideas and concepts in this research offer interesting avenues for future research. In the

sequel, we identify some of these possibilities as the most important ones:

6.2.1 Developing Sparse Depth Extraction (SDE)

Having the background subtraction and IP matching algorithms, we could use them to develop

a sparse depth map extraction algorithm. The main ideas behind this algorithm, are:

• Background Subtraction in Left and Right Cameras: The BGS algorithm is applied

to the kth frame of the left and right cameras in a stereo-rig system, no matter if the

cameras are calibrated and rectified. It classifies the IPs of each camera into BG-IPs and

FG-IPs.

• Improving the BGS and IPM algorithms: The classified IPs of the left and right

images are matched to each other using the proposed IP matching algorithms. It is

supposed that the left BG-IPs and FG-IPs are matched to the right BG-IPs and FG-IPs,

respectively. Probable cases, where some BG-IPs of the left image are matched to the

FG-IPs of right one or vice-versa, are hints to show something is going wrong in BGS

and/or IPM algorithms. Thus, this information can be used to improve the BGS and IPM

algorithms and get more accurate results. In this way, the False Negative (FN) and False

Positive (FP) errors of the BGS and IPM algorithms will be decreased.

• Stereo Rig Calibration and Rectification: The improved output of the IPM algorithm,

then, can be utilized by the SDE algorithm to calibrate and rectify the cameras auto-

matically. This process has to be performed once and needs a few frames of time to be
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completed. Afterwards, the rectified images can be applied to the IPM algorithm to im-

prove the result of the matching. It makes the IPM algorithm easier and more accurate

for the later frames.

• Disparity and Depth Extraction: Using the camera parameters (from the calibration

stage) and the disparity map (from the matching and rectification stages), the depth of

IPs are calculated.

• Intelligent Depth Update: Since we know the BG-IPs and FG-IPs maps, we need to

update only the depth for the FG-IPs, unless some changes happen in the background

area of the image (adding or removing something to the background). It makes the SDE

algorithm faster.

6.2.2 Extending the BSG algorithm to Support Moving Camera Situations.

The proposed IP-based BGS algorithm works in static camera conditions. If the camera moves,

IPs change their location in the blocks and so the proposed IP-based BGS algorithm would not

work any more. For future work, it is planned to adapt the current algorithm to work the

moving camera scenarios. To do this, we need to estimate the camera position in space, which

is possible using structure from motion. The camera position update yields the IPs position

update. Thus, it seems that as in the static camera situation, we can deal with the IPs block-

wise to do background subtraction.

In the easiest case, where the camera moves parallel to the scene, IPs are faced with only

translation which can be calculated from the new position of the camera. However, in the

more complicated situations where the camera has 3D movements, this idea is not so trivial,

because IPs come from different depths in the scene, therefore they will translate differently

in the image depending on the movement of the camera. Although using the structure-from-

motion it is possible to update the location of the camera, the structure of the location of IPs and

their spatial relationship cannot be maintained because the IPs will be changed non-linearly.

To make the algorithm work in these situations, we need to find a mathematical modelling

strategy to compensate for this problem.
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6.2.3 Automatic Pose Initialization

An automatic human body pose initialization algorithm can be developed based on the pro-

posed IP-based BGS algorithm in this research. This idea should include the following stages:

• Data Collection: Firstly, we need to create a dataset of different poses for a range of

people with a diversity of ages, genders, sizes, distances from the camera, and clothing.

Since the proposed idea is built upon the FG-IPs of the images, a video with several

frames is acquired for each person in the set. It permits the algorithm not only to access

a range of different poses for the person, but also to do background subtraction.

• Data Pre-processing: The videos of the dataset would then input to the BGS algorithm

to find the FG-IPs of frames. Then, the frames should be investigated to select some of

them as the pre-processed images for the next step. These selected pose images would

comprise the pose dataset.

• Feature Representation: To represent the poses based on their FG-IPs, the image of

each pose would need to be divided into equal size blocks, similar to the idea we used

for the BGS algorithm. Hence, the FG-IPs of each pose image fill some blocks of the

image. Some attributes of these blocks can be used as features to represent the pose

using its FG-IPs.

• Pose Modelling: The pose attributes are then could be fed into a learning process to

model the pose from the FG-IPs. An improved version of Bag-of-Words such as (Zhang

and Mayo, 2010) can be used in this regard.

• Pose Recognition: The developed pose model could be used to recognize the pose of the

acting person in the image. Whenever the tracking algorithm loses track and loses the

pose vector, this pose initialization algorithm can be applied to recover a new pose. This

algorithm can be used also to accompany the pose estimation and tracking algorithm to

reduce the search space.

• 3D and 2D: This idea can be implemented in 2D by considering a 2D structure of blocks

or a 3D cube of blocks and dealing with the 3D FG-IPs.
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6.2.4 Occlusion Handling

The spring system idea which Artner et al. (2009) present, can be used for the occlusion

handling purpose in our case. Given the labelled foreground IPs of each limb in the previous

frame, a spring system can be formed for the IPs of the limb, so that IPs are the masses in the

system and the links between the IPs act as the springs. Any movement for any IP change will

apply a change to the springs connected to the IP. These changes in the length of the springs

can be interpreted as the forces which are applied to them. Thus, the springs will apply the

forces to the masses to bring them back to equilibrium. Aggregation of the changes for all

the springs and masses moves the IPs toward the equilibrium. Spring systems of the limbs are

also connected and apply forces to each other to maintain the kinematic structure of the human

body.

In the current frame, some IPs of the limb with occlusion will have disappeared. In

this situation, the spring system of the limb generates the same number of imitative IPs for

the covered IPs of the limb so that the spatial relationship between the IPs of the limb is

maintained. This process is continued until any of the covered IPs reappear. Now, the limb

updates that IP for the onwards frames. Across the frames, the scaling factor of the limbs and

whole body are calculated and applied to the links between the IPs to update the size of the

spring system with the scale changes.

6.2.5 Extending the Whole System to 3D

Using the sparse depth extraction of Section 6.2.1, the whole system can be extended into the

3D situation.
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Appendix A

Kinematic Human Body Model

A room without books is like a body without a soul.

MARCUS TULLIUS CICERO

We have implemented the mentioned skeletal human body model in this thesis in an

object-oriented form using a C++ class. It enables us to add the model into any tracking

project without loss-of-generality. The class defines a pose vector, joints, and limbs. The

model has been designed to be used in full body or upper body versions, which is controlled

simply using a boolean variable. To follow the hierarchical structure of the model and transfer

the coordinate of any point in the body from its local coordinate system to the reference coor-

dinate system (REF), several translation and rotation matrices also have been considered. The

pictorial model is also supported by this implementation. Different tasks related to the model

and the pose estimation have been implemented using several methods started from Line 168

of implementation below. Below, the implemented model is presented as:

1 c l a s s model2D {
2

3 p r i v a t e :
4

5 p u b l i c :
6 / / C o n s t a n t s and c o e f f i c i e n t s
7 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 do ub l e S ; / / S c a l e F a c t o r .

A1



Appendix A. Kinematic Human Body Model

9 do ub l e H; / / The human body h e i g h t .
10 do ub l e x wst , y ws t ;
11 boo l Ful lBody ; / / t r u e : Whole Body , F a l s e : Upper Body
12 do ub l e Width , H e ig h t ;
13

14 / / Limbs L0 : WST2NCK, L1 : NCK2HED, L2 : NCK2RSH, L3 : NCK2LSH, L4 : RSH2REB
15 / / L5 : LSH2LEB , L6 : REB2RWR, L7 : LEB2LWR, L8 : WST2RHP, L9 : WST2LHP
16 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
17 / / Upper Body
18 do ub l e WST2NCK, NCK2HED, NCK2RSH, NCK2LSH, RSH2REB , LSH2LEB , REB2RWR,

LEB2LWR;
19 / / Lower Body
20 do ub l e WST2RHP, WST2LHP, HP2KN, KN2AN;
21 do ub l e ARM, FARM, WRT, THS , THL, LGS , LGL, FOOT, HEDL, HEDS;
22

23 / / J o i n t s : 0− WST 1− NCK 2− HED 3− RSH 4− LSH 5− REB 6− LEB 7− RWR 8− LWR
9− RHB 10−LHB

24 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
25 / / Upper Body
26 P o i n t 2 f O WST, O NCK, O HED , O RSH , O LSH , O REB , O LEB , O RWR, O LWR;
27 / / Lower Body
28 P o i n t 2 f O RHP , O LHP , O RKN, O LKN , O RAN, O LAN ;
29

30 / / Angles
31 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
32 / / Upper Body
33 do ub l e teta WST , teta NCK , te ta RSH , te ta LSH , te ta REB , t e t a LEB ;
34 / / Lower Body
35 do ub l e te ta RHP , te ta LHP , teta RKN , te ta LKN ;
36

37 / / T r a n s l a t i o n and R o t a t i o n M a t r i c e s
38 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
39 / / Upper Body
40 Mat <double> WST r ; Mat <double> WST t ;
41 Mat <double> NCK r ; Mat <double> NCK t ;
42 Mat <double> RSH r ; Mat <double> RSH t ;
43 Mat <double> LSH r ; Mat <double> LSH t ;
44 Mat <double> REB r ; Mat <double> REB t ;
45 Mat <double> LEB r ; Mat <double> LEB t ;
46 / / Lower Body
47 Mat <double> RHP r ; Mat <double> RHP t ;
48 Mat <double> LHP r ; Mat <double> LHP t ;
49 Mat <double> RKN r ; Mat <double> RKN t ;
50 Mat <double> LKN r ; Mat <double> LKN t ;
51

52 / / Pose = [ x wst , y wst , teta WST , teta NCK , te ta RSH , te ta LSH , te ta REB
, t e t a LEB ]

53 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
54 Mat <double> Pose ;
55

56 v e c t o r<P o i n t 2 f> J n t s p ; / / p r e v i o u s j o i n t s
57 v e c t o r<P o i n t 2 f> J n t s e ; / / e s t i m a t e d j o i n t s
58

59 / / The c u r r e n t f rame
60 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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61 Mat Image ;
62

63 / / c o n s t r u c t o r d e f i n i t i o n − I n i t i a l i z a t i o n o f t h e model
64 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
65 model2D ( Mat &img ) {
66 / / p r e p a r e a rgumen t s f o r 2D model C o n s t a n t s and c o e f f i c i e n t s

i n i t i a l i z a t i o n
67 Width= img . c o l s ; / / 320 ;
68 He ig h t = img . rows ; / / 240 ;
69 S= 1 ; / / The human body h e i g h t = HEIGHT
70 H= H ei gh t ; / / The human body h e i g h t = HEIGHT
71 x ws t = Width / 2 ;
72 y ws t = He ig h t / 2 ;
73 Ful lBody = f a l s e ; / / Upper body
74

75 / / Limbs i n i t i a l i z a t i o n
76 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
77 / / Upper Body
78 WST2NCK= 0 .358 ∗ H ∗ S ;
79 NCK2HED= 0 .116 ∗ H ∗ S ;
80 NCK2RSH= 0 .130 ∗ H ∗ S ;
81 NCK2LSH= 0 .130 ∗ H ∗ S ;
82 RSH2REB= 0 .158 ∗ H ∗ S ;
83 LSH2LEB= 0 .158 ∗ H ∗ S ;
84 REB2RWR= 0 .145 ∗ H ∗ S ;
85 LEB2LWR= 0 .145 ∗ H ∗ S ;
86 / / Lower Body
87 WST2RHP= 0 .095 ∗ H ∗ S ;
88 WST2LHP= 0 .095 ∗ H ∗ S ;
89 HP2KN = 0 .245 ∗ H ∗ S ;
90 KN2AN = 0 .246 ∗ H ∗ S ;
91

92 / / P i c t o r i a l S i z e s
93 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
94 ARM = 0 .070 ∗ H ∗ S ;
95 FARM = 0 . 7 2 ∗ ARM;
96 WRT = 0 . 4 3 ∗ ARM;
97 / / Lower Body
98 THS = 0 .014 ∗ H ∗ S ;
99 THL = 0 .062 ∗ H ∗ S ;

100 LGS = 0 .014 ∗ H ∗ S ;
101 LGL = 0 .035 ∗ H ∗ S ;
102 FOOT = 0 .055 ∗ H ∗ S ;
103 HEDL = 0 .100 ∗ H ∗ S ;
104 HEDS = 0 .065 ∗ H ∗ S ;
105

106 / / J o i n t s i n i t i a l i z a t i o n
107 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
108 / / ( Upper Body )
109 O WST= P o i n t 2 f ( x ws t , y ws t ) ;
110 O NCK= P o i n t 2 f (WST2NCK , 0 ) ;
111 O HED= P o i n t 2 f (NCK2HED , 0 ) ;
112 O RSH= P o i n t 2 f (0 , −NCK2RSH ) ;
113 O LSH= P o i n t 2 f (0 , NCK2LSH ) ;
114 O REB= P o i n t 2 f (0 , RSH2REB ) ;
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115 O LEB= P o i n t 2 f (0 , LSH2LEB ) ;
116 O RWR= P o i n t 2 f (REB2RWR , 0 ) ;
117 O LWR= P o i n t 2 f (LEB2LWR , 0 ) ;
118

119 / / ( Lower Body )
120 O RHP= P o i n t 2 f (0 , −WST2RHP ) ;
121 O LHP= P o i n t 2 f (0 , WST2LHP ) ;
122 O RKN= P o i n t 2 f (HP2KN , 0 ) ;
123 O LKN= P o i n t 2 f (HP2KN , 0 ) ;
124 O RAN= P o i n t 2 f (KN2AN , 0 ) ;
125 O LAN= P o i n t 2 f (KN2AN , 0 ) ;
126

127 / / Angles i n i t i a l i z a t i o n
128 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
129 / / Upper Body
130 te ta WST= 0 ; teta NCK= 0 ; te ta RSH = 9 0 ; t e t a LSH = 9 0 ; te t a REB = 0 ;

t e t a LEB = 0 ;
131 / / Lower Body
132 t e t a RHP = 0 ; t e t a LHP = 0 ; teta RKN= 0 ; te ta LKN= 0 ;
133

134 / / M a t r i c e s i n i t i a l i z a t i o n
135 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
136 / / Upper Body R o t a t i o n
137 WST r= Mat : : z e r o s ( 3 , 3 , CV 8UC1 ) ; WST r ( 0 , 1 ) = 1 ; WST r ( 1 , 0 ) =−1; WST r

( 2 , 2 ) =1 ;
138 NCK r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; / / te ta WST =0
139 RSH r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; RSH r ( 0 , 0 ) =−1; RSH r ( 1 , 1 ) =−1;
140 LSH r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LSH r ( 0 , 0 ) =−1;
141 REB r= Mat : : z e r o s ( 3 , 3 , CV 8UC1 ) ; REB r ( 0 , 1 ) =−1; REB r ( 1 , 0 ) = 1 ; REB r

( 2 , 2 ) =1 ; / / t e t a RSH =90
142 LEB r= Mat : : z e r o s ( 3 , 3 , CV 8UC1 ) ; LEB r ( 0 , 1 ) =−1; LEB r ( 1 , 0 ) = 1 ; LEB r

( 2 , 2 ) =1 ; / / t e t a LSH =90
143 / / Upper Body T r a n s l a t i o n
144 WST t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; WST t ( 0 , 2 ) =O WST . x ; WST t ( 1 , 2 ) =O WST . y ;
145 NCK t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; NCK t ( 0 , 2 ) =O NCK . x ; NCK t ( 1 , 2 ) =O NCK . y ;
146 RSH t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; RSH t ( 0 , 2 ) =O RSH . x ; RSH t ( 1 , 2 ) =O RSH . y ;
147 LSH t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LSH t ( 0 , 2 ) =O LSH . x ; LSH t ( 1 , 2 ) =O LSH . y ;
148 REB t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; REB t ( 0 , 2 ) =O REB . x ; REB t ( 1 , 2 ) =O REB . y ;
149 LEB t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LEB t ( 0 , 2 ) =O LEB . x ; LEB t ( 1 , 2 ) =O LEB . y ;
150

151 / / Lower Body R o t a t i o n
152 RHP r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; RHP r ( 0 , 0 ) =−1; RHP r ( 1 , 1 ) =−1;
153 LHP r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LHP r ( 0 , 0 ) =−1;
154 RKN r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; / / te ta RKN =0
155 LKN r= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; / / te ta LKN =0
156 / / Lower Body T r a n s l a t i o n
157 RHP t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; RHP t ( 0 , 2 ) =O RHP . x ; RHP t ( 1 , 2 ) =O RHP . y ;
158 LHP t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LHP t ( 0 , 2 ) =O LHP . x ; LHP t ( 1 , 2 ) =O LHP . y ;
159 RKN t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; RKN t ( 0 , 2 ) =O RKN . x ; RKN t ( 1 , 2 ) =O RKN . y ;
160 LKN t= Mat : : eye ( 3 , 3 , CV 8UC1 ) ; LKN t ( 0 , 2 ) =O LKN . x ; LKN t ( 1 , 2 ) =O LKN . y ;
161

162 / / Pose I n i t i a l i z a t i o n
163 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
164 Pose = ( Mat <double > (8 ,1) << x wst , y wst , teta WST , teta NCK , te ta RSH

, te ta LSH , te ta REB , t e t a LEB ) ;
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165

166 }
167

168 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
169 / / methods
170 / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
171 / / 0− I n i t i a l i z e Model
172 vo id
173 I n i t i a l i z e M o d e l ( Mat image ) ;
174

175 / / 1− S e t s t r a n s l a t i o n m a t r i x
176 vo id
177 s e t T r a n s M a t ( Mat <double> &Matr ix , P o i n t 2 f O r i g i n ) ;
178

179 / / 2− S e t s r o t a t i o n m a t r i x
180 vo id
181 se tRo tMa t ( Mat <double> &Matr ix , d ou b l e t e t a ) ;
182

183 / / 3− System 1 −−−−−> System 2
184 P o i n t 2 f
185 Sa2Sb ( Mat <double> T r a n s i t i o n , Mat <double> R o t a t i o n , P o i n t 2 f I ) ;
186

187 / / 4− C a l c u l a t e s t h e c a r t e s i a n c o o r d i n a t e s o f a P o i n t i n any sys tem u s i n g
i t s r & t e t a .

188 vo id
189 xy ( do ub l e r , do ub l e t e t a , P o i n t 2 f &I ) ;
190

191 / / 5− S e t S c a l e
192 vo id
193 SetS ( d ou b l e s c a l e ) ;
194

195 / / 6− S e t Model He ig h t
196 vo id
197 SetH ( d ou b l e Model H ) ;
198

199 / / 7− S e t Pose
200 vo id
201 S e t P o s e ( Mat <double> &Pose ) ;
202

203 / / 8− S e t Limbs S i z e
204 vo id
205 SetLimbs ( ) ;
206

207 / / 9− S e t J o i n t s x&y
208 vo id
209 S e t J o i n t s ( /∗ do ub l e te ta WST , d ou b l e te ta NCK , d ou b l e te ta RSH , d ou b l e

t e t a LSH , d ou b l e te ta REB ,
210 do ub l e t e t a LEB , d ou b l e te t a RHP , d ou b l e t e t a LHP , d ou b l e

te ta RKN , d ou b l e te ta LKN ,
211 i n t c e n t e r x , i n t c e n t e r y ∗ / ) ;
212

213 / / 10− Update Modle
214 vo id
215 UpdateModel ( do ub l e te ta WST , d ou b l e te ta NCK , d ou b l e te ta RSH , d ou b l e

t e t a LSH , d ou b l e te ta REB ,
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216 do ub l e t e t a LEB , d ou b l e te t a RHP , d ou b l e t e t a LHP , d ou b l e
te ta RKN , d ou b l e te ta LKN ,

217 do ub l e S c a l e , d ou b l e Model H , i n t c e n t e r x , i n t c e n t e r y )
;

218

219 / / 11− Update Modle
220 vo id
221 UpdateModelPose ( do ub l e Sca le , do ub l e Model H ) ;
222

223 / / 12− C a l c u l a t e s t h e C a r t e s i a n c o o r d i n a t e o f J o i n t s i n REF sys tem .
224 vo id
225 Jnts2REF ( v e c t o r<P o i n t 2 f> &J n t s ) ;
226

227 / / 13− Draw Model
228 Mat
229 DrwMDl Skle ta l ( v e c t o r<P o i n t 2 f> J o i n t s , S c a l a r Colour , i n t T i c k n e s s ) ;
230

231 / / 13−1 Draws t h e S k e l e t a l Model ove r image .
232 vo id
233 DrawSkele ta lMoDel ( v e c t o r<P o i n t 2 f> J o i n t s , S c a l a r Colour , i n t T i cknes s ,

Mat &image ) ;
234

235 / / 13−2− Draws t h e S k e l e t a l Model p a r t i a l y ove r image .
236 vo id
237 D r a w S k e l e t a l M o D e l P a r t i a l y ( i n t l e v e l , S c a l a r Colour , i n t T i cknes s , Mat &

image ) ;
238

239 / / 13−3 Draws t h e e s t i m a t e d l i m b s ove r image .
240 vo id
241 DrawEst imatedLimbs ( Mat <double> &P o s i t i o n , i n t &l e v e l , S c a l a r Colour ,

i n t T i cknes s , Mat &image ) ;
242

243 / / 14− E x t r a c t i n g P o i n t s i n a l i n e ( No= Number o f p o i n t s )
244 v e c t o r<P o i n t 2 f>
245 L i n 2 P n t s ( P o i n t 2 f S , P o i n t 2 f E , i n t Num) ;
246

247 / / 15− E x t r a c t i n g P o i n t s i n s i d e a r e c t .
248 v e c t o r<P o i n t 2 f>
249 R c t 2 P n t s ( v e c t o r<P o i n t 2 f> V e r t i c e s , i n t lng , i n t l a t ) ;
250

251 / / 16− E x t r a c t i n g two v e r t i c e s from a j o i n t
252 v e c t o r<P o i n t 2 f>
253 J n t 2 V e r s ( P o i n t 2 f S , P o i n t 2 f E , d ou b l e dl0 , d ou b l e dl1 , d ou b l e dl2 , d ou b l e

d l 3 ) ;
254

255 / / 16−1− C a l c u l a t e s two v e r t i c e s o f a l i n e p r e p e n d i c u l a t on l i n e J1J2 .
256 vo id
257 J n t 2 V e r t V e r s ( P o i n t 2 f &S , P o i n t 2 f &E , do ub l e dl , P o i n t 2 f &P ) ;
258

259 / / 17− C r e a t i n g V e r t i c e s f o r head .
260 v e c t o r<P o i n t 2 f>
261 Hed2Vers ( P o i n t 2 f Head , do ub l e t e t a h e a d ) ;
262

263 / / 18− P i c t o r i a l model v e r t i c e s
264 P i c t o r i a l
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265 Pic t s2REF ( v e c t o r<P o i n t 2 f> J o i n t s ) ;
266

267 / / 19− Draw Model
268 Mat
269 D r w M D l P i c t o r i a l ( P i c t o r i a l P i c t Mode l , S c a l a r Colour , i n t T i c k n e s s ) ;
270

271 / / 20− E x t r a c t p o i n t s c l o u d from t h e p i c t o r i a l model
272 v e c t o r<P o i n t 2 f>
273 P i c t 2 C l d ( P i c t o r i a l p i c t m o d e l , i n t lng , i n t l a t ) ;
274

275 / / 21− Thi s f u n c t i o n s e t t o ”1” t h e e l e m e n t s r e l a t e d t o p o i n t s i n P n t s C l d
.

276 / / I t r o un ds t h e x , y f o r f i n d i n g t h e e l e m e n t i n m a t r i x .
277 / / So , t h e number o f non−z e r o e l e m e n t s o f m a t r i x would be e q u a l o r l e s s

t h a n t h e V ec to r o f P o i n t s s i z e .
278 Mat <i n t >
279 Cld2Mat ( v e c t o r<P o i n t 2 f> PntsCld , i n t rows , i n t c o l s ) ;
280

281 / / 22− C o n v e r t i n g a Pose v e c t o r t o a M a t r i x .
282 / / The non−z e r o e l e m e n t s o f m a t r i x show t h e p o i n t s i n P o i n t 2 f c l o u d .
283 Mat <i n t >
284 Pose2Mat ( Mat <double> Pose ) ;
285

286 / / 23− Thi s f u n c t i o n measures t h e d i s s i m i l a r i t y between two Poses .
287 do ub l e
288 P o s e s D i s s i m i l a r i t y ( Mat <double> Targe t , Mat <double> Pose , i n t rows , i n t

c o l s ) ;
289

290 / / 24−
291 do ub l e
292 compute skew1 ( Mat img ) ;
293

294 / / 25−
295 vo id
296 deskew ( Mat img , do ub l e a n g l e ) ;
297

298 / / 26−
299 P o i n t 2 f
300 r o t a t e P n t ( P o i n t 2 f p , do ub l e t e t a ) ;
301

302 / / 27−
303 P o i n t 2 f
304 T r a n s l a t i o n ( P o i n t 2 f p , i n t x0 , i n t y0 ) ;
305

306 / / 28− C a l c u l a t e s t h e H from t h e J o i n t s c o o r d i n a t e s
307 vo id
308 C a l c u l a t e H ( v e c t o r<P o i n t 2 f> J n t s ) ;
309

310 / / 28−1 S e t s t h e Limbs S i z e u s i n g t h e J o i n t s .
311 vo id
312 S e t L i m b s B y J o i n t s ( v e c t o r<P o i n t 2 f> J n t s ) ;
313

314 / / 29− C a l c u l a t e s t h e Pose v e c t o r from t h e v e c t o r J o i n t s .
315 vo id
316 J o i n t s 2 P o s e ( v e c t o r<P o i n t 2 f> J n t s , Mat <double> &Pose ) ;
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317

318 / / 29− 1
319 vo id
320 J o i n t s 2 P o s e 1 ( v e c t o r<P o i n t 2 f> J n t s , Mat <double> &Pose ) ;
321

322 / / 30− C a l c u l a t e s t h e a n g l e o f a l i n e p a s s i n g two g i v e n p o i n t s p1 & p2 .
323 do ub l e
324 AngleOfLine ( P o i n t 2 f p1 , P o i n t 2 f p2 ) ;
325

326 / / 31− C a l c u l a t e s t h e a n g l e betwen two l i n e cp1 & cp2 .
327 do ub l e
328 Angle2Lines ( P o i n t 2 f c , P o i n t 2 f p1 , P o i n t 2 f p2 ) ;
329

330 / / 31−1
331 do ub l e
332 AngleOf2Lines ( c o n s t P o i n t 2 f &A, c o n s t P o i n t 2 f &B , c o n s t P o i n t 2 f &C , c o n s t

P o i n t 2 f &D) ;
333

334 / / 32− / / p1 & p2 a r e t h e en d i ng p o i n t s o f l i n e and p3 i s t h e t e s t p o i n t .
335 do ub l e
336 P n t 2 L i n e D i s t ( P o i n t 2 f p1 , P o i n t 2 f p2 , P o i n t 2 f p3 ) ;
337

338 / / 33− C a l c u l a t e s t h e two en d i ng j o i n t s o f a l imb
339 vo id
340 C r e a t e L i n e V e r t i c e s ( v e c t o r<P o i n t 2 f> &J o i n t s , v e c t o r<v e c t o r<P o i n t 2 f> > &

L i n e V e r t i c e s ) ;
341

342 / / 34− Gets t h e l imb
343 i n t
344 WhichLimb ( v e c t o r<v e c t o r<P o i n t 2 f> > &L i n e V e r t i c e s , P o i n t 2 f p , dou b l e &d i s t

, s t r i n g &Limb ) ;
345

346 / / 34−1
347 S c a l a r
348 WhatColour ( s t r i n g &Limb , i n t &Limb idx ) ;
349

350 / / 34−1−1
351 S c a l a r
352 GetColour ( i n t c o l o u r i d x ) ;
353

354 / / 34−2 C a l c u l a t e s t h e d i s t a n c e o f an IP from a l imb
355 vo id
356 Dis tance2Limb ( v e c t o r<P o i n t 2 f> &L i m b V e r t i c e s , P o i n t 2 f p , dou b l e &d i s t ) ;
357

358 / / 35− A p p l i e s t r a n s f o r m a t i o n t o a s e t o f I P s
359 vo id
360 T r a n s f o r m p o i n t s ( c o n s t P o i n t 2 f &A, c o n s t P o i n t 2 f &B , c o n s t P o i n t 2 f &C ,

c o n s t P o i n t 2 f &D,
361 c o n s t v e c t o r<P o i n t 2 f> &p o i n t s 1 , v e c t o r<P o i n t 2 f> &p o i n t s 2 ) ;
362

363 / / 36− Renders a s e t o f I P s f o r a pose h y p o t h e s i s
364 vo id
365 I P s r e n d e r i n g ( v e c t o r<P o i n t 2 f> &P o s e j o i n t s , v e c t o r<P o i n t 2 f> &P o s e I P s ,
366 v e c t o r<P o i n t 2 f> &H y p o j o i n t s , v e c t o r<P o i n t 2 f> &Hype IPs ) ;
367
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368 / / 37− L a b e l s t h e I P s t o t h e l i m b s .
369 vo id
370 IPs2Limbs ( c o n s t v e c t o r<P o i n t 2 f> &IPs , v e c t o r<v e c t o r<P o i n t 2 f> > &

L i n e V e r t i c e s ,
371 v e c t o r<v e c t o r<P o i n t 2 f> > &Labe l ed IPs , v e c t o r<i n t > &I P s L a b e l ) ;
372

373 / / 38− Gets t h e I P s p & I P s c o f l e v e l .
374 vo id
375 GetIPs4Limb ( v e c t o r<v e c t o r<P o i n t 2 f> > &L a b e l e d I P s p , v e c t o r<v e c t o r<

P o i n t 2 f> > &L a b e l e d I P s c ,
376 v e c t o r<v e c t o r<double> > &m a t c h i n g D i s t a n c e , v e c t o r<P o i n t 2 f> &

I P s p , v e c t o r<P o i n t 2 f> &I P s c ,
377 v e c t o r<double> &M d i s t a n c e , i n t &nMidIPs , i n t l e v e l ) ;
378

379 / / 39− C r e a t e s t h e v e r t i c e s o f l imb or l i m b s u p t t o t h e l e v e l .
380 vo id
381 C r e a t e L i m b V e r t i c e s ( Mat <double> &P o s i t i o n , i n t &l e v e l , v e c t o r<v e c t o r<

P o i n t 2 f> > &L i m b V e r t i c e s ) ;
382

383 / / 39−1 C r e a t e s t h e v e r t i c e s o f l imb or l i m b s u p t t o t h e l e v e l ( f o r when
we have Elbowroom ) .

384 vo id
385 C r e a t e L i m b V e r t i c e s 1 ( Mat <double> &P o s i t i o n , i n t &l e v e l , v e c t o r<v e c t o r<

P o i n t 2 f> > &L i m b V e r t i c e s ) ;
386

387 / / 40− C r e a t e s V e r t i c e s f o r l e v e l s .
388 vo id
389 C r e a t e V e r t i c e s 4 l e v e l ( v e c t o r<P o i n t 2 f> &P o s e j o i n t s , v e c t o r<v e c t o r<P o i n t 2 f>

> &L i m b V e r t i c e s p , i n t l e v e l ) ;
390

391 / / 41− Renders t h e c o r r e s p o n d i n g I P s h f o r t h e h y p o t h e s i s e d l imb .
392 vo id
393 I P s h r e n d e r i n g 4 l e v e l ( v e c t o r<v e c t o r<P o i n t 2 f> > &L i m b V e r t i c e s p , v e c t o r<

P o i n t 2 f> &I P s p , v e c t o r<P o i n t 2 f> &I P s c ,
394 v e c t o r<v e c t o r<P o i n t 2 f> > &L i m b V e r t i c e s h , v e c t o r<P o i n t 2 f> &

I P s h , i n t &nMidIPs , i n t l e v e l ) ;
395

396 / / 42− A p p l i e s t h e e s t i m a t e d P o s i t i o n by PSO f o r c u r r e n t l e v e l t o t h e
model .

397 vo id
398 A p p l y E s t i m a t e d P o s i t i o n ( Mat <double> P o s i t i o n , i n t &l e v e l ) ;
399

400 / / 42−1
401 vo id
402 A p p l y E s t i m a t e d P o s i t i o n 1 ( Mat <double> P o s i t i o n , i n t &l e v e l ) ;
403

404 / / 43− Gets t h e n e i g h b o u r i n g l e v e l f o r t h e g i v e n l e v e l
405 i n t
406 G e t N e i g h b o u r i n g L e v e l ( i n t &l e v e l ) ;
407

408 } ;
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Appendix B

Particle Swarm Optimisation

Considerations

The beauty you see in me is a reflection of you.

VANNA BONTA.

B.1 PSO versus Bayesian Filtering

As discussed earlier in Chapter 5, PSO uses particles to explore the search space. The phrase

”particle” causes the reader confusingly think that PSO is an implementation of the Bayesian

filter, similar to the Particle Filter (PF). On this basis, one might think that particles model a

probability distribution over the system states. Nevertheless, this is a misconception and the

concept is completely different. PF uses the particles to estimate the system’s state probability

distribution, while the particles in PSO are the potential solutions which explore the search

space to find the optimum solution. Similarly, the PF particle’s weight is different from the

cost function associated with the PSO particles. Each PSO particle is an individual in the

search space, which has its own velocity, while there is no similar notation in PF.

B1
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The Annealed Particle Filter (APF) similarly explores the search space through several

iterations (Deutscher and Reid, 2005). However, it is different from PSO substantially. PSO

belongs to the swarm intelligence optimisation methods’ family, where the particles have their

own velocity and communicate with each other to search the solution’s space at each time

instant. On the other hand, APF is a particle filter improved by an additional optimisation step,

where particles have no velocity and there is no communication between them.

B.2 Convergence

Despite PSO looking very simple, it is non-trivial to analyse stochastic swarm intelligence op-

timisation methods. The convergence of PSO strongly depends on the cost function. Nonethe-

less, the research on that is ongoing. Poli (2009) analysed the behaviour of PSO in terms of

the convergence under stagnation and introduced the PSO sampling distribution. Furthermore,

the capability of PSO on specific problems also have been investigated by (Kobayashi et al.,

2007; Perlin et al., 2008; Zhang et al., 2008).
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Appendix C

Homography Estimation

So many books, so little time.

FRANK ZAPPA

Under homography, the transformation of the points in 3D is stated as:

X2 = HX1 X1,X2 ∈ R3 (C.1)

Using the homogeneous coordinates in the image planes, this equation can be rewritten

as:

λ1x1 = X1, λ2x2 = X2,→ λ2x2 = Hλ1x1 (C.2)

By ignoring the universal scale ambiguity, we can state x2 is approximately equal to Hx1,

i.e., x2 ∼ Hx1. Starting from this equation, we can estimate H as follow:


x2

y2

z2

=


H11 H12 H13

H21 H22 H23

H31 H32 H33




x1

y1

z1

 (C.3)
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In inhomogeneous coordinates we have (x′2 = x2
z2

and y′2 = y2
z2
). So

x′2 =
H11x1+H12y1+H13z1
H31x1+H32y1+H33z1

y′2 =
H21x1+H22y1+H23z1
H31x1+H32y1+H33z1

(C.4)

After rearranging this equation with z1 = 1 (without the loss of generality), we would

have

x′2(H31x1 +H32y1 +H33) = (H11x1 +H12y1 +H13)

y′2(H31x1 +H32y1 +H33) = (H21x1 +H22y1 +H23)
(C.5)

To solve for H, we need to solve for the above equation which can be written as follow:

aT
x h = 0

aT
y h = 0

(C.6)

where 
h = (H11,H12,H13,H21,H22,H23,H31,H32,H33)

T

ax = (−x1,−y1,−1,0,0,0,x′2x1,x′2y1,x′2)
T

ay = (0,0,0,−x1,−y1,−1,y′2x1,y′2y1,y′2)
T

(C.7)

As mentioned in Chapter 5, to find the homography between two sets of points, we need

to have at least 4 matched pairs of points. Given these IPs, we can form the following linear

equation system to calculate the homography matrix H:

Ah = 0 (C.8)
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where

A =



aT
x1

aT
y1

.

.

.

aT
xN

aT
yN


(C.9)

Eq. C.9 can be solved using homogeneous linear least squares method. For the inhomo-

geneous linear least squares problem of Ax = b, we solve for x using the pseudo-inverse or

inverse of A. This does not work for the homogeneous form of our problem and so we solve it

using Singular Value Decomposition (SVD) method (Golub and Reinsch, 1970). In this order,

the SVD of A is computed as follow:

A =UΣV T =
9

∑
i=1

σiuivT
i (C.10)

In this way, we will have 9 singular values σi sorted in descending order, from σ1 to

σ9. According to the value of σ9, the homography estimation falls into one of the following

categories:

• if σ9 = 0, the homography is exactly determined and the IPs are fitted exactly by the

calculated homograpy.

• if σ9 ≥ 0, the homography is overdetermined and σ9 represents the goodness of the fit.

• if σ9 < 0, the homography is under-determined.

Using the SVD we take the singular vector (a column from V ) corresponding to the

smallest singular value σ9. This vector is the solution we are seeking for h and H.

As stated in Chapter 5, for two set of matched IPs with a fraction of outliers, the homog-

raphy estimation using RANSAC and LMeDS is performed iteratively with different group
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of IPs to find the best perspective transformation H which minimizes the following back-

projection error1:

∑
i
(x′i−

H11x1 +H12y1 +H13

H31x1 +H32y1 +H33
)2 +(y′i−

H21x1 +H22y1 +H23

H31x1 +H32y1 +H33
)2 (C.11)

1findHomography function, OpenCV: http://docs.opencv.org/modules/calib3d/doc/
camera_calibration_and_3d_reconstruction.html#MatfindHomography(InputArraysrcPoints,
InputArraydstPoints,intmethod,doubleransacReprojThreshold,OutputArraymask)
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Appendix D

Implementation and Programming

A person starts to live when he can live outside himself.

ALBERT EINSTEIN

To evaluate the proposed approaches, they have to be implemented using a suitable pro-

gramming language. MATLAB1 is a numerical computing programming language, which

allows easily implementation of algorithms as well as interfacing with programs written in

other languages, including C, C++, Java, Fortran and Python. Nonetheless, it is not efficient in

terms of speed and porting into the embedded systems.

In contrast, the high-level programming languages such as C, C++, Java, Python are not

easy and user-friendly languages. Nevertheless, they are very fast, efficient, and powerful

languages, which permit the user to access the hardware on a computer or even its own cards

in slots. They do not provide systematic checks as they assume that what user wants to do

is what he/she says to do. Errors in these languages can be very subtle, and can be hard to

find. The real decision about which language is the best choice for implementation is up to the

programmer and what he/she plans to do.

1Matlab (matrix laboratory): http://www.mathworks.co.uk/products/matlab/
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There are several efficient and real-time libraries for implementation of image processing

and computer vision algorithms2. Among them, OpenCV3 (Open Source Computer Vision)

is the most popular and mature one, which is free to use under the BSD licence and supports

more than 5004 algorithms together with good documentation5 and sample codes. It has been

developed by Intel Russia research center and is now supported by Willow Garage6 and Itseez7.

OpenCV was launched officially in 1999 for the C language with the C++ version issued in

October 20098. These interfaces make OpenCV portable to some specific platforms such as

digital signal processors9. Wrappers for languages such as C#, Ch10, Python11, Ruby and Java

(using JavaCV12) have been developed to encourage adoption by a wider audience. OpenCV

runs on Windows, Android13, Maemo14, FreeBSD, OpenBSD, iOS15, Linux and Mac OS.

The Point Cloud Library16 (PCL) is another open-source, standalone, and large scale

library suitable for processing of 2D/3D images and point clouds. It has been written in C++

and released under the BSD license, and is thus free for commercial and research use. The

algorithms which the library supports are generally divided into: feature estimation; surface

reconstruction; registration; model fitting; and segmentation. It is a good tool for visualization

of the point clouds.

In this thesis, we have used a combination of three of the above mentioned languages

alternatively. The C++ version of OpenCV in Eclipse17 IDE under the Ubuntu-Linux has been

2A list of other open source computer vision codes and libraries: http://www.computervisiononline.com/
software

3OpenCV: http://opencv.org/
4Computer Vision Libraries: http://digi.physic.ut.ee/mw/index.php/Computer_vision_libraries
5Documentation of OpenCV: http://docs.opencv.org/
6Willow Garage: https://www.willowgarage.com/
7itseez, Vision that works: http://itseez.com/
8http://opencv.willowgarage.com/wiki/OpenCV%20Change%20Logs
9OpenCV C interface: http://opencv.willowgarage.com/documentation/c/index.html.

10Ch OpenCV: http://www.softintegration.com/products/thirdparty/opencv/.
11Python Interface: http://opencv.willowgarage.com/documentation/python/index.html.
12JavaCV: http://code.google.com/p/javacv/.
13Android port: http://opencv.willowgarage.com/wiki/AndroidExperimental.
14Maemo port: https://garage.maemo.org/projects/opencv.
15IPhone port: http://www.eosgarden.com/en/opensource/opencv-ios/overview.
16PCL: http://pointclouds.org/
17Eclipse: https://www.eclipse.org/
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used mainly for implementation of the ideas and algorithms. PCL also has been used some-

times, mostly for visualization purposes. On the other hand, we have used Matlab occasionally

to test some ideas, owing to the ease of performing matrix manipulations in Matlab, and gener-

ating graphs and diagrams. We have employed Boost18 open-source C++ library too for doing

some mathematical operations.

Owing to our partnership with Movidius, A few months have been spentas an intern in the

company to examine how the proposed algorithms can be ported into the Myriad1 and Myriad2

platforms. These have a c-based library and compiler which contains a group of the OpenCV

functions and algorithms. Since this platform is a multi-core power efficient embedded system,

dealing with this special programming environment for porting the algorithms has been another

implementation aspect of our work.

18Boost: http://www.boost.org/
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