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Abstract: Unsupervised image segmentation is greatly useful in many vision-based applications. In this paper, we aim at the
unsupervised low-key image segmentation. In low-key images, dark tone dominates the background, and gray
level distribution of the foreground is heterogeneous. They widely exist in the areas of space exploration, machine
vision, medical imaging, etc. In our algorithm, a novel active contour model with the probability density function
of gamma distribution is proposed. The flexible gamma distribution gives a better description for both of the
foreground and background in low-key images. Besides, an unsupervised curve initialization method is designed,
which helps to accelerate the convergence speed of curve evolution. The experimental results demonstrate the
effectiveness of the proposed algorithm through comparison with the CV model. Also, one real-world application
based on our approach is described in this paper.
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1. Introduction

Image segmentation is a fundamental processing step in
many image, video and computer vision applications [1].
The objective of image segmentation is to partition an
image into a finite number of semantically important re-
gions [2]. In other words, it is the process of assigning
pixels into classes such that pixels in the same region
share certain visual characteristics [3]. In real-world ap-
plications, especially in those control systems based on

∗E-mail: hamid.r.karimi@uia.no

machine vision, image segmentation is often used to de-
termine or emphasize a certain region of interest in an
image, which is a crucial step towards image analysis and
digital measurement.
This paper focuses on the segmentation of low-key images,
which universally exist in many imaging-based applica-
tions such as space telescopes, medical imaging equip-
ment, machine vision systems for process control. Actually,
low-key [4] is originally a photography lighting technique,
which often accentuates the object only by using only one
key light. Therefore, black is the dominant color in a low-
key image, and histogram of it has the peaks concentrated
along the left side of the graph. A typical low-key image
and its histogram are shown in Figure 1.
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(a)

(b)

Figure 1. A sample low-key image and its histogram. (a) A typical
low-key image. (b) The histogram of (a).

Different from the monotone dark background, the fore-
ground in a low-key image usually has high contrast. This
feature brings great difficulty and challenge foreground
determination of low-key images. For example, in Fig-
ure 1(a), gray level of the main subject varies from hair
and clothes to face and neck, resulting in the difficulty of
the head portrait segmentation. In other words, the bright
skin areas are easy to pick out, but the dark hair and
clothes regions are hard to tell from the background.
Although low-key images are mostly produced by pro-
fessional photographers, they still widely exist in vari-
ous other applications such like industrial or medical sys-
tems. Therefore, an effective low-key image segmentation
method is in strong demand. In fact, image segmentation
have been extensively studied by researchers. There have
been several general-purpose image segmentation algo-
rithms and techniques, such as clustering [5], histogram-
based [6], edge detection [7], region-growing [8]. However,
they do not perform well on the low-key images, since
the gray-level distribution in the foreground is heteroge-

neous. Another effective image segmentation approach is
the active contour method, which has been widely studied
in recent years. The basic idea of this method is curve
evolution, i.e. driving the curve towards its interior nor-
mal until to the boundary of the object. This process is
implemented by energy minimizing with the use of energy
functional. According to the type of energy index, exist-
ing active contour models can be mainly divided into two
categories: edge-based and region-based. Energy func-
tional for edge-based active contour models [9–11] usu-
ally contains edge detectors, so it is often used to detect
the foreground with the edge defined by strong gradi-
ent. Obviously, it not suitable for low-key images. Since
the edge-based methods have been found too sensitive to
noises and initial curve placement, the region-based active
contour models [12–14] become popular. The most famous
one is the Chan-Vese (CV) model [12, 13]. However, it is
based on the assumption that image intensity values are
statistically close to a constant in each separate region, so
it is also not much effective for the low-key image segmen-
tation due to the changing gray levels in the foreground
area. In order to solve this problem, Shawn Lankton [14]
proposed a new active contour framework which utilizes
the localizing region-based (LBR) energy. The hetero-
geneous foreground can be successfully segmented based
on the local information with this approach. However, the
limitation of the LRB model is that the global minimum
result can not be guaranteed by the local energy. Also,
it relies on appropriate curve initialization, which is not
fit for unsupervised image segmentation. Therefore, the
energy index design is of great importance in the active
contour method. Still, it has good potential for the unsu-
pervised low-key image segmentation.
In this paper, we propose an unsupervised segmentation
algorithm for low-key images based on active contour
model, where the energy functional is determined using
probability density function (PDF) of the gamma distri-
bution. Meanwhile, an unsupervised curve initialization
method is also proposed to shorten the curve evolution
process.
The remainder of this paper is organized as follows: In
Section 2, steps of the proposed unsupervised low-key
image segmentation method are described. In Section 3,
experimental results on real-world low-key images are
presented. Finally, we draw conclusions and point out
future directions in Section 4.

2. Description of the method

In this section, we give a detailed description of the pro-
posed region-based active contour method for low-key im-
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age segmentation. Specifically, PDF of the gamma dis-
tribution is used in the energy functional. Besides, an
unsupervised curve initialization method is presented in
this section, aiming to guarantee the converge speed of
curve evolution.

2.1. Active contour model with gamma PDF
Given a low-key image I(x,y), the goal of the unsupervised
image segmentation is to separate the foreground f (x,y)

from the background b(x,y) without human help. Thus the
model of a low-key image is described as

I(x,y) = l(x,y) f (x,y)+(1− l(x,y))b(x,y), (1)

where l(x,y) is a binary mask to distinguish foreground
Ω f from background Ωb. The mask is defined as

l(x,y) =

{
1, (x,y) ∈Ω f
0, (x,y) ∈Ωb

. (2)

As is said above, gray level distribution of Ω f in a low-key
image often centers on a small value, while histogram of
Ωb is much more complex, where some areas in the object
are highlighted and some others are in a close tone with
the background.
In 1996, Zhu and Yuille [15] proposed a Minimum De-
scription Length (MDL) criterion, which is described as
a global energy functional in active contour models. In
this criterion, gray level in different regions is consistent
with a certain probability distribution P(I (x,y) |α ), where
α is the parameter. In low-key image segmentation, the
foreground Ω f and background Ωb are finally separated
by an edge curve C. Therefore, the MDL criterion can be
expressed as

E (C,{αi}) = µ

∫
C

ds−λ1

∫
Ω f

logP(I(x,y) |α1 )dxdy

−λ2

∫
Ωb

logP(I(x,y) |α2 )dxdy, (3)

where the positive constants µ , λ1, λ2 are weights of these
three terms. Minimizing the energy functional by tuning
the parameters will finally lead to a meaningful segmen-
tation result.
Many active contour models are based on the MDL crite-
rion, and the most famous one is the CV model. When the
Gaussian distribution with a fixed variance, expressed as

P(I (x,y) |αi ) = exp
(
−(I (x,y)−αi)

2
)
, (4)

Figure 2. Gamma PDF with different parameters.

is applied, the MDL criterion will be transformed into the
energy functional of the CV model

ECV (C, I) = µ ·Length(C)

−λ1

∫
inside(C)

|I (x,y)−α1|2dxdy (5)

−λ2

∫
outside(C)

|I (x,y)−α2|2dxdy,

where α1 and α2 denote the mean intensity values of the
foreground and background. The CV model is regarded
as one of the most effective active contour models, since
the desired global minimum values are obtained with the
use of global statistics, and it is not much sensitive to
initialization. However, the CV model does not perform
well when it deals with the foreground with heterogeneous
gray level distribution. This is because the Gaussian PDF
is not appropriate to represent the intensity value distri-
bution of low-key images. For instance, as illustrated in
Figure 1(b), the histogram is asymmetric and complex with
not only one peak in it. Therefore, we choose the flexible
gamma PDF to represent the irregular gray-scale distri-
bution of low-key images. It can be expressed in terms of
the gamma function parameterized with a shape parameter
k and a scale parameter θ , where k and θ are positive val-
ues. Gamma PDF with a random variable x is described
as

P(x |α ) = g(x |k,θ ) =
1

Γ(k)
xk−1e−x/θ θ

−k,

x≥ 0;k,θ > 0 (6)

where Γ(k) = (k−1)!. Figure 2 shows some typical
shapes of the gamma PDF. Specifically, the shape pa-
rameter k controls the distribution shape, while the scale
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parameter θ is used to adjust the concentration ratio of
the gamma distribution. Since the two-parameter continu-
ous probability distribution is more flexible than Gaussian
distribution, it is more suitable to describe the uneven
intensity value distribution for low-key images. Choose
λ1 = λ2 = 1, and the energy functional can be rewritten
as follows,

E
(
C,
{

k1,2,θ1,2
})

= µ

∫
C

ds

−
∫

inside(C)
log(g(I (x,y) |k1,θ1 ))dxdy (7)

−
∫

outside(C)
log(g(I (x,y) |k2,θ2 ))dxdy.

In other words, two groups of variables should be consid-
ered in energy minimizing. One is the parameter set of
edge curve C, and the other one, consisting of k and θ ,
is in the gamma PDF. In [15], Zhu proposed a greedy it-
erative algorithm to solve the energy minimizing problem.
Firstly, keep curve C fixed, then optimize k1,2, θ1,2 are
to minimize the description cost for both the foreground
and background. In the other words, the two parameters
in gamma PDF are determined by maximizing the condi-
tional probabilities. Secondly, fix k1,2 , θ1,2, and minimize
the energy index E by evolving the curve C in the steepest
direction. Confronting the complexity of the curve evo-
lution description in two-dimensional space, Osher and
Sethian [16] introduced the level set method, where the
curve C is represented implicitly by a Lipschitz function
φ . When C = {(x,y) |φ (x,y) = 0}, the curve evolution is
given by the zero-level curve at time t of the function
φ(t,x,y). Thus the curve evolution has been converted
into the three-dimensional space. Using the level set for-
mulation, we describe the energy functional as

E
(
φ ,
{

k1,2,θ1,2
})

= µ

∫
Ω

|∇H (φ (x,y))|dxdy

−
∫

Ω

H (φ (x,y)) log(g(I (x,y) |k1,θ1 ))dxdy (8)

−
∫

Ω

(1−H (φ (x,y))) log(g(I (x,y) |k2,θ2 ))dxdy,

where H (φ (x,y)) is the Heaviside function, given as

H (φ (x,y)) =

{
0 i f φ (x,y)≤ 0
1 i f φ (x,y)> 0

. (9)

Therefore, when k1,2 , θ1,2 are fixed, the evolution of curve
C equals to

∂φ

∂ t
= δφ

(
log
(

g(I |k2,θ2 )

g(I |k1,θ1 )

)
+ div

(
∇φ

|∇φ |

))
, (10)

where δφ is Dirac delta function. Partial differential
equation of the Heaviside function is expressed as δφ =
d

dφ
H (φ).

It should be noted that the curve evolution process may
be very slow if the initial curve is placed at a non-ideal
place. In the next sub-section, an unsupervised curve ini-
tialization method is proposed to deal with this problem.

2.2. Initialization method

An ideal initial curve often evolves quickly to the bound-
ary of the foreground, but a bad one may result in a slow
evolution or even failure. Figure 3 illustrates one typical
example. A certain initial curve is selected in Figure 3(a),
and two gamma distributions are determined with curve
fitting in Figure 3(b), red one for foreground and black
one for background. The parameters of gamma PDF are
calculated as k1 = 1.0738 and θ1 = 36.0705 for the por-
trait area, k2 = 1.1012 and θ2 = 33.9568 for the outside.
Eq. (10) suggests that the difference between the two dis-
tributions will accelerate the curve evolution speed. In
this case, these two distributions almost coincide together,
which may lead a slow evolution process.
Here we propose a method to unsupervisedly create the
appropriate initial curve. At first, equally divide the low-
key image into several regions, and evaluate the mean
gray level and variance for each region. Next, due to the
low gray-scale value of the background, the regions with
the smallest variance and mean value of gray level are
chosen as the background. Thus the boundary of these
regions is considered as initial curve. Thirdly, in order
to further accelerate the curve evolution speed, border of
the image is treated as another initial curve. Figure 3(c)
shows the initialization result under the proposed method,
i.e. the left bottom corner is initially regarded as the back-
ground. At this time, the gamma-distributed red and black
curves in Figure 3(d) for the foreground and background
are in totally different shapes, which will lead to a fast
curve evolution. The parameters are finally determined
as k1 = 5.2236, θ1 = 1.9973, k2 = 1.1285, θ2 = 37.0896
respectively.

3. Results and discussion
This section presents the evaluation result of the proposed
image segmentation method. The low-key images used
in the experiment were obtained from the Internet and
selected from the Berkeley Segmentation Data Set and
Benchmarks 500 (BSDS500) [17]. The proposed algorithm
was implemented in MATLAB 2008b on a computer with
2.00 GHZ CPU and 2 GB RAM. The performance index
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(a) (b)

(c) (d)

Figure 3. Comparison of different initialization methods. (a) shows a certain initial curve. Under this separation, (b) illustrates the image histogram
and the fitting curves for the gray level distribution of foreground and background. The initial curve shown in (c) is obtained by the
proposed method, and (d) demonstrates the image histogram, a gentle fitting curve for the intensity value distribution of foreground,
and an acuminate one for background.

for evaluation is chosen as the segmentation error rate
(SER) [18, 19], defined as

e
(
Mest ,Mre f

)
=

∑(x,y) Mest (x,y)⊗Mre f (x,y)

∑(x,y) Mre f (x,y)
, (11)

where Mest is the binary mask for the segmentation re-
sult based on the proposed method, and Mre f is the man-
ual segmentation result. The symbol of ⊗ represents the
"XOR" operation.

3.1. Comparison with the CV model
Firstly, comparison is performed between our method and
the CV model, and Figure 4 gives the experimental results
based on three typical low-key images. The original im-
ages, namely Woman, Bird and Flower, Goose are placed

in the first column of Figure 4. Images in the second col-
umn of Figure 4 are the manual segmentation results. The
third column in Fig 4 represents the image segmentation
results by using the CV model. Finally, Based on the pro-
posed initialization method and the active contour model
with gamma PDF, the segmentation results are obtained,
shown in the last column of Fig 4.

It is obvious that the proposed method gives a more ac-
curate and robust segmentation performance for low-key
images. It needs to be noted that even the boundaries be-
tween background the dark regions in the foreground are
detected, which are also difficult in the manual segmen-
tation. However, the CV model is only fit for the bound-
aries in sharp contrast, such as the contour of the face in
Woman. Statistically, data in Table 1 suggest the pro-
posed method has greatly improved the image segmenta-
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(a) (b) (c) (d)

Figure 4. Demonstration of different unsupervised segmentation approaches on low key images. (a) 4 typical low key images which are chosen
from Internet and BSDS500. (b) Manual segmentation results. (c) Segmentation results yielded by CV model [13]. (d) Segmentation
results produced by our proposed algorithm.

tion accuracy for low-key images with a relatively lower
SER.

Table 1. SER in Performance Comparison

Image CV model Proposed method

Woman 0.7120 0.0662

Bird 0.3164 0.0732

Flower 0.6732 0.0951

Goose 0.2632 0.0132

3.2. Application in machine vision
There exist a lot of low-key images in industrial systems
based on machine vision. In most cases, in order to guar-
antee the target detection stability, special light sources
need to be introduced into the vision system. This will
usually keep the background in a low gray level. At the
same time, intensity value distribution of the target is
heterogeneous with the existence of shadows and light

reflectance. Therefore, these images should be regarded
as low-key images. The first column in Figure 5 shows
the images of several typical E-shaped magnet in an in-
dustrial measurement system. One of the most important
processing steps for magnet identification or measurement
is the image segmentation process. The second column in
Figure 5 illustrates the segmentation result with the use
of CV method in this paper. We can see, the rough surface
of elements result in the heterogeneous reflection, and CV
method is not suitable for dealing with these images. In
contrary, our proposed method is good at performing on
these industrial images, and the third column in Figure 5
illustrates the segmentation methods by using proposed
method. Although noises appear in the background and
regions with low gray-scale value exist in the target, the
unsupervised low-key image segmentation result is still
accurate. Furthermore, we conduct the experiment on an
E-shaped magnet image database captured by our de-
vices. The database contains 1026 images, and they are
all captured under the industrial circumstance. Table 2
gives the performance comparison of our method with CV
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(a) (b) (c)

Figure 5. Demonstration of different unsupervised segmentation approaches on E-shaped magnet images. (a) 4 typical E-shaped magnet images.
(b) Segmentation results yielded by CV model [13]. (c) Segmentation results produced by our proposed algorithm.

model on the E-shaped magnet images. From the table,
we can see our proposed algorithm is more accurate than
CV model. It deserves pointing out that the execution ef-
ficiency of our framework is the relatively low, as shown
in the last column of Table 2. The reason for the low
efficiency is that the evaluation of parameters in gamma
PDF is more time consuming than Gaussian distribution.

Besides, the programs of our algorithm is coded in Mat-
lab, thus the efficiency of our program would be improved
if coded in Java or C++ environment.
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Table 2. Performance comparison of different methods on the E-
shaped magnet images

Index CV model Proposed method

max(SER) 0.4320 0.2220
min(SER) 0.0121 0.0030

average(SER) 0.0832 0.0241
std(SER) 0.1193 0.0584

average time 18s 23s

4. Conclusions

In this work, we consider the problem of unsupervised seg-
mentation for the low-key images, which exist in various
kinds of applications. Low-key images usually contain
the foreground with heterogeneous gray-scale distribu-
tion and the almost dark background. This feature leads
to the problem of image segmentation, where many tradi-
tional methods fail.
In this paper, a novel active contour model with the gamma
PDF is proposed, and an unsupervised curve initializa-
tion method is also presented. The main advantages of
our algorithm are as follows. Firstly, this model is estab-
lished based on the global statistics, so the method sel-
dom plunges into local minimum points. Additionally, due
to the asymmetry and flexibility of the gamma PDF, this
model is more appropriate for the heterogeneous low-key
image segmentation. Finally, the unsupervised initializa-
tion method succeeds in accelerating the curve evolution
speed.
In the experiment, several illustrative low-key image seg-
mentation examples are given. The classical CV model
fails to perform well while the proposed method shows
reasonable results. We have also explored the application
of the low-key image segmentation in industrial measure-
ment system based on machine vision, and the proposed
algorithm arrives at an accurate and robust result.
However, one drawback of this framework is the relatively
low execution efficiency, so it is now hard to be fully
adopted in the real-world environment without enough op-
timization. Therefore, further research needs to be carried
out on the optimization of the proposed approach.
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