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ROBUSTNESS OF QUADRATIC HEDGING STRATEGIES IN
FINANCE VIA BACKWARD STOCHASTIC DIFFERENTIAL
EQUATIONS WITH JUMPS

GIULIA DI NUNNO, ASMA KHEDHER, AND MICHELE VANMAELE

ABSTRACT. We consider a backward stochastic differential equation with jumps (BSDEJ)
which is driven by a Brownian motion and a Poisson random measure. We present two
candidate-approximations to this BSDEJ and we prove that the solution of each candidate-
approximation converges to the solution of the original BSDEJ in a space which we specify.
We use this result to investigate in further detail the consequences of the choice of the
model to (partial) hedging in incomplete markets in finance. As an application, we consider
models in which the small variations in the price dynamics are modeled with a Poisson
random measure with infinite activity and models in which these small variations are
modeled with a Brownian motion. Using the convergence results on BSDEJs, we show
that quadratic hedging strategies are robust towards the choice of the model and we derive
an estimation of the model risk.

1. INTRODUCTION

Since Bismut [6] introduced the theory of backward stochastic differential equations
(BSDEs), there has been a wide range of literature about this topic. Researchers have kept
on developing results on these equations and recently, many papers have studied BSDEs
driven by Lévy processes (see, e.g., El Otmani [16], Carbone et al. [7], and Oksendal and
Zhang [28]).

In this paper we consider a BSDE which is driven by a Brownian motion and a Poisson
random measure (BSDEJ). We present two candidate-approximations to this BSDEJ and
we prove that the solution of each candidate-approximation converges to the solution of the
BSDEJ in a space which we specify. Our aim from considering such approximations is to
investigate the effect of the small jumps of the Lévy process in quadratic hedging strategies
in incomplete markets in finance (see, e.g., Follmer and Schweizer [17] and Vandaele and
Vanmaele [27] for more about quadratic hedging strategies in incomplete markets). These
strategies are related to the study of the Follmer-Schweizer decomposition (FS) or/and the
Galtchouk-Kunita-Watanabe (GKW) decomposition which are both backward stochastic
differential equations (see Choulli et al. [10] for more about these decompositions).
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The two most popular types of quadratic hedging strategies are the locally risk-minimizing
strategies and the mean-variance hedging strategies. To explain, let us consider a market
in which the risky asset is modelled by a jump-diffusion process S(t);>o. Let £ be a contin-
gent claim. A locally risk-minimizing strategy is a non self-financing strategy that allows
a small cost process C(t);>¢ and insists on the fact that the terminal condition of the value
of the portfolio is equal to the contingent claim (see Schweizer [25]). In other words there
exists a locally risk-minimizing strategy for £ if and only if £ admits a decomposition of
the form

(1.1) £=¢0 / AFS(5)dS(s) + 67S(T),

where xF®(t);>0 is a process such that the integral in (1.1) exists and ¢ (t);>¢ is a mar-
tingale which has to satisfy certain conditions that we will show in the next sections of the
paper. The decomposition (1.1) is called the FS decomposition. Its financial importance
lies in the fact that it directly provides the locally risk-minimizing strategy for £. In fact
at each time ¢ the number of risky assets is given by x!“(¢) and the cost C(t) is given
by ¢™3(t) + £©. The mean-variance hedging strategy is a self-financing strategy which
minimizes the hedging error in mean square sense (see Follmer and Sondermann [18] ).

In this paper we study the robustness of these two latter hedging strategies towards
the model choice. Hereto we assume that the process S(t);>o is a jump-diffusion with
stochastic factors and driven by a pure jump term with infinite activity and a Brownian
motion W (t);>o. We consider two approximations to S(t);>o. In the first approximation
So.(t)e>0 , we truncate the small jumps and rescale the Brownian motion W (t):>o to justify
the variance of the small jumps. In the second approximation S;.(t):>o, we truncate the
small jumps and replace them by a Brownian motion B(t);>¢ independent of W (t);>¢ and
scaled with the standard deviation of the small jumps.

This idea of shifting from a model with small jumps to another where those variations
are modeled by some appropriately scaled continuous component goes back to Asmussen
and Rosinsky [2] who proved that the second model approximates the first one. This kind
of approximation results, here intended as robustness of the model, are interesting of course
from the modeling point of view, but also from a simulation point of view. In fact no easy
algorithms are available for simulating general Lévy processes. However the approximating
processes we obtain contain a compound Poisson process and a Brownian motion which
are both easy to simulate (see Cont and Tankov [11]).

Benth et al. [4, 5] investigated the consequences of this approximation to option pricing in
finance. They consider option prices written in exponential Lévy processes and they proved
the robustness of the option prices after a change of measure where the measure depends
on the model choice. For this purpose the authors used Fourier transform techniques.

In this paper we focus mostly on the locally risk-minimizing strategies and we show
that under some conditions on the parameters of the stock price process, the value of the
portfolio, the amount of wealth, and the cost process in a locally risk-minimizing strategy
are robust to the choice of the model. Moreover, we prove the robustness of the value of the
portfolio and the amount of wealth in a mean-variance hedging strategy, where we assume
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that the parameters of the jump-diffusion are deterministic. To prove these results we
use the existence of the FS decomposition (1.1) and the convergence results on BSDEJs.
This robustness study is a continuation and a generalization of the results by Benth et
al. [5]. In fact we consider more general dynamics and we prove that indeed the locally
risk-minimizing strategy and the mean-variance hedging strategy are robust to the choice
of the model. In this context we also mention a paper by Daveloose et al. [12] in which the
authors studied robustness of quadratic hedging strategies using a Fourier approach and a
special choice of dynamics for the price process, namely an exponential Lévy process.
The paper is organised as follows: in Section 2 we introduce the notations and we make a
short introduction to BSDEJs. In Section 3 we present the two candidate-approximations
to the original BSDEJ and we prove the robustness. In Section 4 we prove the robustness
of quadratic hedging strategies towards the choice of the model. In Section 5 we conclude.

2. SOME MATHEMATICAL PRELIMINARIES

Let (€, F, ]P’) be a complete probability space. We fix T > 0. Let W = W(t) and
B = B(t), t € [0,T], be two independent standard Wiener processes and N = N(dt, dz),

t,2 €[0,7] x Ry (Rg := R\ {0}) be a centered Poisson random measure, i.c. N(dt,dz) =

N(dt,dz) — £(dz)dt, where £(dz) is the jump measure and N (dt, dz) is the Poisson random
measure independent of the Brownian motions W and B and such that E[N(dt,dz)] =
{(dz)dt. Define B(Ry) as the o-algebra generated by the Borel sets U C Ry. We assume that
the jump measure has a finite second moment. Namely fRo 2?0(dz) < co. We introduce the

P—augmented ﬁltrations IF = (-Ft)OStSTa FE = (ft€>0§t§T7 G = (Qt)OStST, G€ = (gf)OStST,
respectively by

:a{W(s),/s/ﬁ(du,dz), s <t, AGB(RO)}\/N,
0 Ja

s),/S/N(du,dz), s<t, AeB({ >e})}vN,
0 A
Qt—a //Ndudz s<t AEB(RO)}VN,

Qt—a //Ndudz s <t, AEB({\Z|>6})}\/N

where N represents the set of P-null events in F. We introduce the notation H =
(Ht)o<t<r, such that H; will be given either by the o-algebra F;, Ff, G; or Gi depending
on our analysis later.

Define the following spaces for all g > 0;

° L2T7 ¢ the space of all Hr-measurable random variables X : {2 — R such that

||X||; = E[e’TX?) < o0



4 DI NUNNO, KHEDHER, AND VANMAELE

° H%B: the space of all H-predictable processes ¢ : 2 x [0,T] — R, such that

H<Z5H§{%ﬁ = E[/OTeﬁﬂaﬁ(t)Pdt} < 0.

. N% 5+ the space of all H-adapted, cadlag processes 1 : {2 x [0, 7] — R such that

\WH%%B = E[/OT eﬁfy¢2(t)dt|] < oo.

° }AI% 5+ the space of all H-predictable mappings 6 : Q x [0,T] x Ry — R, such that

T
01, =E[ [ ] eloce.2)Pudeye] < .
e 0 JRo

S%ﬁ: the space of all H-adapted, cadlag processes 7 : ©Q x [0,7] — R such that

M5, =Ele™ sup |v*(£)]] < oo.
’ 0<t<T

2 2 772
VIB = STﬂB X HT76 X HT’B.

:Ij\g = 5% 5% Hj g x Hf g x Hf 5.
LZ4(Ry, B(Ry), ¢): the space of all B(Ry)-measurable mappings ¢ : Ry — R such
that

191, gy = |, [HEPAEE) < o

For notational simplicity, when g = 0, we skip the £ in the notation.

The following result is crucial in the study of the existence and uniqueness of the back-
ward stochastic differential equations we are interested in. Indeed it is an application of
the decomposition of a random variable ¢ € L% with respect to orthogonal martingale
random fields as integrators. See Kunita and Watanabe [20], Cairoli and Walsh [8], and Di
Nunno and Eide [15] for the essential ideas. In Di Nunno [13, 14], and Di Nunno and Eide
[15], explicit representations of the integrands are given in terms of the non-anticipating
derivative.

Theorem 2.1. Let H = G. Every Gr-measurable random variable & € L% has a unique
representation of the form

3 T
2.1 = ¢ dt,d
(2.1) f=t¢ +2/ /Rm,z)m 'dz),

where the stochastic integrators
pi(dt,dz) = W(dt) x 6o(dz), pa(dt,dz) = B(dt) x dp(dz),

M3(dt7 dZ) = N(dt7 dz)l[O,T]XRo (t7 Z)7

are orthogonal martingale random fields on [0, T] x Ry and the stochastic integrands are
©1, p2 € H2 and p3 € H%. Moreover £© = E[¢].
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Let H = G®. Then for every Gs-measurable random variable & € L2, (2.1) holds with

MS(dt> dZ) = N(dt7 dz)]-[O,T}X{\z|>€}(t7 Z)
Let H = F. Then for every Fr-measurable random wvariable & € L2, (2.1) holds with
po(dt, dz) = 0.
Let H = Fe. Then for every Fi-measurable random variable & € L%, (2.1) holds with
po(dt,dz) = 0 and ps(dt, dz) = N(dt,dz)L1p <2152 (L, 2).

As we shall see the above result plays a central role in the analysis that follows. Let us
now consider a pair (&, f), where ¢ is called the terminal condition and f the driver such
that

Assumptions 2.1.
(A) € € L2 is Hp-measurable
(B) f:Qx[0,T] xRxR xR —R such that

o f(-,z,y,2) is H-progressively measurable for all x,y, z,

e (-,0,0,0) € H2,

o f(,z,y,2) satisfies a uniform Lipschitz condition in (x,y,z), i.e. there exists a
constant C such, that for all (z;,y;, %) € R x R x L2(Ry, B(Ro),£), i = 1,2 we have

|f(t, T1, Y1, 2’1) - f(th, Yo, 2’2)|
< C(Jay =@l + g — vl + 21 = 2]}, Jor allt

We consider the following backward stochastic differential equation with jumps (in short
BSDEJ)

LAX(8) = F(t X, Y (), Z(t, ))dt — Y (H)dW (t) — / 2(t, )N (dt, d=),
X(T) =¢. ’

Definition 2.2. A solution to the BSDEJ (2.2) is a triplet of H-adapted or predictable
processes (X,Y, Z) € v satisfying

X(t):£+/t f(s,X(s),Y(s),Z(s,~))ds—/t Y (s)dIW (s)

(2.2)

T
—/ / Z(s,z)N(ds,dz), 0<t<T.
t Ro
The existence and uniqueness result for the solution of the BSDEJ (2.2) is guaranteed
by the following result proved in Tang and Li [26].

Theorem 2.3. Given a pair (&, f) satisfying Assumptions 2.1(A) and (B), there exists a
unique solution (X,Y,Z) € v to the BSDEJ (2.2).

3. TWO CANDIATE-APPROXIMATING BSDEJS AND ROBUSTNESS

3.1. Two candiate-approximating BSDEJs. In this subsection we present two can-
didate approximations of the BSDEJ (2.2). Let H = F and f° be a function satisfying
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Assumptions 2.1(B). In the first candidate-approximation, we approximate the terminal
condition ¢ of the BSDEJ (2.2) by a sequence of random variables £ € L2., Fr-measurable
such that

. 0 . 2
ll_r}(l)f‘a =¢,  in L.

We obtain the following approximation

31) —dX.(t) = fO>t, X.(t),Yo(t), Z(t,))dt — Yo(t)dW (t) — / Z:(t, 2)N (dt, dz),
X(T) =g 0

We present the following condition on f°, which we need to impose when we study the
robustness results in the next section. For all (x;,y;, z;) € RxRx L2(Rg, B(Ry), £), i = 1,2,
it holds that

|f(t 21,91, 21) — fo(t7$2; Y2, 22)|
(3.2) < C(|371 — T2 + [y — 2| + |21 — Z2H>, for all ¢,
where C' is a positive constant.
In the next theorem we state the existence and uniqueness of the solution (X., Y, Z.) € v
of the BSDEJ (3.1). This result on existence and uniqueness of the solution to (3.1) is

along the same lines as the proof of Theorem 2.3, see also Tang and Li [26]. We present
the proof in the Appendix, Section 6.

Theorem 3.1. Let H=TF. Given a pair (§2, f*) such that £ € L% is Fr-measurable and
10 satisfies Assumptions 2.1(B), then there exists a unique solution (X.,Y., Z.) € v to the
BSDEJ (3.1).

Let H = G. We present the second-candidate approximation to (2.2). Hereto we intro-
duce a sequence of random variables Gr-measurable £! € L2 such that

. 1
lie: =€
and a function f! satisfying

Assumptions 3.1. f1: QO x [0,T] x RXx R xR x R — R is such that

o f1(-,x,y,2, () is H-progressively measurable for all x,vy, z,(,
i fl('707070)0) € HIZ“:
o fli(-,x,y,2,() satisfies a uniform Lipschitz condition in (z,y, 2, ).

Besides Assumptions 3.1 which we impose on f!, we need moreover to assume the
following condition in the robustness analysis later on. For all (z;,v;,2,() € R x R x

EZT(]RO, B(Ry),?) x R, i = 1,2, and for a positive constant C' it holds that
|f(t, 1,91, 21) — fl(t>$2; Y2, %2, C)|
(3.3) < C(\xl o] 4 [y1 — o] + ||21 — 2| + yq) for all £.
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We introduce the second candidate BSDEJ approximation to (2.2) which reads as follows
(3.4)
SAX(0) = P X0, Yil0) 26, GO)e — VoW ()~ [ 2.t dz)
Ro
X (T) = 537

where we use the same notations as in (3.1). B is a Brownian motion independent of
W. Because of the presence of the additional noise B the solution processes are expected
to be G-adapted (or predictable). Notice that the solution of such equation is given by
(Xe, Y., Z.,(.) € v. In the next theorem we state the existence and uniqueness of the
solution of the equation (3.4). The proof is very similar to the proof of Theorem 3.1.
However we work under the o-algebra G;.

Theorem 3.2. Let H=G. Given a pair (£, f!) such that £! € L% is Gr-measurable and
f1 satisfies Assumptions 3.1, then there exists a unique solution (X., Y., Z.,(.) € U to the
BSDEJ (3.1).

It is expected that when (3.3) holds, the process (. vanishes when ¢ goes to 0. This will
be shown in the next subsection in which we also prove the robustness of the BSDEJs.

3.2. Robustness of the BSDEJs. Before we show the convergence of the two equations
(3.1) and (3.4) to the BSDEJ (2.2) when ¢ goes to 0, we present the following lemma in
which we prove the boundedness of the solution of the equation (2.2). We need this lemma
for our analysis in the next section.

Lemma 3.3. Let (X,Y,Z) be the solution of (2.2). Then we have for all t € [0,T],

T T T
JE[/ Xz(s)ds} +E[/ Y2(s)ds} +E[/ / Z(s, 2)0(dz)ds| < CE[¢?,
t t t JRg
where C' is a positive constant.

Proof. Recall the expression of X given by (2.2). Applying the It6 formula to e’ X?%(¢) and
taking the expectation, we get

E[e® X2(t)] = E[e® X2(T)] — ﬁE[ / ' eﬁsx2(s)ds] - E[ / ' eﬂsw(s)ds]

t t

+ 28] / U B X (5) £ (5. X (). Y(5). Z(s. )ds]

- E[/tT /RO eﬁ3Z2(s,z)€(dz)ds]

Thus by the Lipschitz property of f we find

E[e” X2 (1)] —HE[/T e’BSY2(s)d8} —HE[/tT/R eBSZQ(s,z)E(dz)ds]

t
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T
< E[PTX*(T)] - BE[/ eﬁsXQ(s)ds}
¢

- QOE[/tT e'BSX(S)(|X(8)| + Y (s)] + |/]R Z2(s,z)f(d2)|%>ds].

Using the fact that for every k > 0 and a,b € R we have that 2ab < ka? + % and
(a+b+c)? < 3(a®+ b + %), choosing 8 = 6C? + 1, and noticing that 3 > 0, the result
follows. O

From now on we use a unified notation for both BSDEJs (3.1) and (3.4) in the BSDEJ

—dX2(t) = fo(t)dt — Y2()dW (1) - / 22(t, 2)N(dt, dz) — C2(1)dB(1),

(3.5)
Xr(T) =&, for p=0and p =1,
where
/(1) { 7O(8 X0(0), Y2(1), Z2(1)). p=0,
) fHE X2, Y2 (), Z2(8), (), p=1
and

p =1
Notice that the BSDEJ (3.5) has the same solution as (3.1) and (3.4) respectively for p =0

and p = 1. We state the following theorem in which we prove the convergence of both
BSDEJs (3.1) and (3.4) to the BSDEJ (2.2).

Theorem 3.4. Assume that f° and f' satisfy (3.2) and (3.3) respectively. Let (X,Y,Z)
be the solution of (2.2) and (XF,Y?,ZP () be the solution of (3.5). Then we have for

40 ={ 8;1@), =0,

te0,17,
T
EU X(s) — X2(s) s / ¥ (s) — Y2(s) s
t
T T
E| / 205, 2) - Zf(s,Z)l2€(dZ)dS] 5[ [ 1¢ras)
t Ro t
< KB - &%, forp=0andp=1,
where K 1is a positive constant.
Proof. Let

Xf(t) :Xp( ) Xp( )7 Yy t) ( >_1/;p(t)7 Zf(t,z) :Zp(taz)_sz(th)?
(3.6)  fe(t) = f(t, X (1), Y (1), Z(t,.)) — fL(2).
Applying the It6 formula to e | X?(t)|?, we get

E[e®|X2(1)]2] +E[/Teﬁs\Y€p(s)|2ds] +E[/tT/R % 20 (s, 2)|20(dz)ds

t

Y2(
)

| 2
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vE[ [ eiceiora

(3.7) = E[*T|X2(T)?] - 51@{ / ' eBS|X5(s)|2ds} + 2E[ / ' e X7 () f;(s)ds].
Using conditions (3.2) and (3.3), we get

Ele™| X2(1)]*] + E / (¥2(s)Pds] + B / / 2005, )Pt

//R 2 (s) s

w2 - o[ [ e
+208] [ RN (1K206) + 172060+ 1+ [ 12265, Petaz) ]

Using the fact that for every & > 0 and a,b € R we have that 2ab < ka® + % and
(a+b+c+d)? <4(a® +b* + ¢* + d*), we obtain

Ele™| X2 (1)) +]E[/T | 70(s) 2ds] + E[/tT /R 7 28(s, )P (d=)ds|

t

T
+E[/ |2 (s) s
t
T T
E[e?T|X?(T) | —BE[ / eBS|X§(s)|2ds] +802]E[ / eﬁs|)_(€p(s)|2ds}
T 3 ' 1 T '
B [ xeiopas] + 5[ [ eiezs)itas)
t 2 t
T ~ 1 T -
+—E[ / e55|Y6’)(s)|2ds] + —E[ / / e58|zg(s,z)|2adz)ds]
2 L 2 L) Jr
Choosing 3 = 8C? + 1 and since E[e®*|X?(t)]?] > 0, we get
T B T _ T 3
E[/ eﬂS|Xg(s)|2ds} +E[/ eﬂsmp(s)ﬁds} +E[/ / eﬂ5|zg(s,z)|2e(dz)ds}
t t t JRg

+B[ [ ez
< K| R2(T)),

_I_

— N =

where K is a positive constant and the result follows using the fact that 5 > 0. O

Remark 3.5. Notice that since F; C Gy, the solution of (2.2) is also G; adapted. This fact
allowed us to compare the solution of (2.2) with the solution of (3.4).
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In the last theorem, we proved the convergence of the solution of (3.1) respectively (3.4)
to the solution of (2.2) in the space Hf x H7 x Hj respectively H7 x Hz x H} x Hf. In
the next proposition we prove the convergence in v, respectively v.

Proposition 3.6. Assume that (3.2) and (3.3) hold. Let X, X! be the solution of (2.2),
(3.5), respectively. Then we have

E| sup |X(1)~ XC(]P] < CEIE — €%, Jorp=0andp=1,

I3
0<t<T

where C' 1s a positive constant.

Proof. Let X2, Y?, Z2, and f? be as in (3.6). Then applying Holder’s inequality, we have
for K >0
T

E| sup |X£(0)?] < K(EDX;’(T)P] +[ [ oras] B[ sup | [ vreawvs)?

0<t<T 0<t<T Ji

sup|//Zpsz dsdz)w
0<t<T Ro

+B[swp | [ cams)f]).

0<t<T Jt

However from Burkholder’s inequality we can prove that for C' > 0, we have (for more
details see Tang and Li [26])

o T
sup |/ / Z°(s, z)N(ds dz)| < CE / |Z£(s,z)|2€(dz)ds],
Ro -J0 Ro

O<t<T

E[ sup | T11ﬂ<s>dw<s>|2_ < CE / pre)Pds),

o<t<T t

B[ sw | [ o] < cu| [ o),

0<t<T Jt

Thus from the estimates on f° and f! in equations (3.2) and (3.3) and Theorem 3.4 we
get the result. U

Notice that we proved the convergence of the two candidate approximating BSDEJs
(3.1), (3.4) to the BSDEJ (2.2) in the space v, v respectively. This type of convergence is
stronger than the L2-convergence.

4. ROBUSTNESS OF THE FOLLMER-SCHWEIZER DECOMPOSITION WITH APPLICATIONS
TO PARTIAL-HEDGING IN FINANCE

We assume we have two assets. One of them is a riskless asset with price S© given by

dSO(t) = SO (t)r(t)dt,
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where r(t) = r(t,w) € R is the short rate. The dynamics of the risky asset are given by
dsW(t) = S(l)(t){a(t)dt Fb()AW () + / (t, 2) N (dt, dz)},

Ro

where a(t) = a(t,w) € R, b(t) = b(t,w) € R, and v(t,z) = y(t,z,w) € R for t > 0, z € Ry
are adapted processes. We assume that (¢, z,w) = g(2)75(¢,w), such that

(1) G2(e) = / P(2)(d2) < o
|z|<e
The dynamics of the discounted price process S = s<0; are given by
(4.2) dS(t) = S(t) [(a(t) — r(t))dt + b(t)dW (t) + / v(t,z)N(dt,dz)|.
Ro

Since S is a semimartingale, we can decompose it into a local martingale M starting at
zero in zero and a finite variation process A, with A(0) = 0, where M and A have the
following expressions

(4.3) M(t) = /0 “o(s)8( / /R (e, 256 V(s ),

A(t) = /0 (a(s) — r(s))S(s)ds.

We denote the predictable compensator associated to M (see Protter [22]) by

(M)(t) = /62 )52 (s ds+//ROS2 2)l(dz)ds

and we can represent the process A as follows

_ [ afs) —r(s) .
44 Al = / (5)(B2(5) + fo, 7*(s z)€(dz))d<M>( -

Let a be the integrand in equation (4.4), that is the process given by

a0
) " + ey ST

We define a process K by means of a as follows

_ ' 2( —r(s))?
(4.6) K(t)—/o a / B +fR 20 z)ﬁ(dz)ds'

The process K is called the mean-variance-trade-off (MVT) process.

Since the stock price fluctuations are modeled by jump-diffusion then the market is
incomplete and not every contingent claim can be replicated by a self-financing strategy
and there is no perfect hedge. However, one can adopt a partial hedging strategy according
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to some optimality criteria minimizing the risk. Féllmer and Schweizer [17] introduced the
so-called quadratic hedging strategies. The study of such strategies heavily depends on
the Follmer-Schweizer (FS) decomposition. This decomposition was first introduced by
Follmer and Schweizer [17] for the continuous case and extended to the discontinuous case
by Ansel and Stricker [3].

In order to formulate our robustness study for the quadratic hedging strategies, we
present the definition of the FS decomposition. We first introduce the following notations.
Let S be a semimartingale. Then S can be decomposed as follows S = S(0)+ M + A, where
S(0) is finite-valued and Fyp-measurable, M is a local martingale with M (0) = 0, and A is
a finite variation process with A(0) = 0. We denote by L(S), the S-integrable processes,
that is the class of predictable processes for which we can determine the stochastic integral
with respect to S. We define the space © by

O = {9 e L(S) |E[/OT 02(s)d(M)(s) + (/OT |e(s)dA(s>|)2} < oo}.

Now we give the definition of the FS decomposition.

Definition 4.1. Let S be a semimartingale. An Fp-measurable and square integrable
random variable H admits a Follmer-Schweizer decomposition if there exist a constant Hy,
an S-integrable process x° € ©, and a square integrable martingale ¢*'° such that ¢ is
orthogonal to M and

=ty | " S (5)dS(s) + 67(T).

Monat and Stricker [21] show that a sufficient condition for the existence of the FS
decomposition is to assume that the MVT process K given by (4.6) is uniformly bounded.
The most general result concerning the existence and uniqueness of the F'S decomposition
is given by Choulli et al. [9]. In our case we assume that the process K is uniformly
bounded in ¢ by a constant C'. Thus for all ¢ € [0, T], we have

_ [ (a(s) —r(5)
(4.7) K(t) = /0 s) + fRO (s, z)é(dz)ds < C, P-a.s.

Under the latter condition we can define the minimal martingale density by

(4.8) 5( /0 | a(s)dM(s))t,

where M and « are respectively given by (4.3) and (4.5) and £(X) is the exponential
martingale for X (see Theorem II, 37 in Protter [22] for a general formula for exponential
martingales). Notice that (4.8) defines a signed minimal martingale measure. For this

measure to be a probability measure we have to assume that 5( Jy a(s)dM (3)> > 0,
t
Vt € [0,T] (see, e.g., Choulli et al. [10]). This latter condition is equivalent to

(4.9) St)at)y(t, z) > —1, a.e. in (t,z,w)
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(see Proposition 3.1 in Arai [1]). In the following we assume that (4.9) holds. Let { be

a square integrable contingent claim and E = its discounted value. Let %@

SO By, =
5<f0' oz(s)dM(s))t be the minimal martingale measure. Define V(t) = Egl§|F]. Then

from Proposition 4.2 in Choulli et al. [10], we have the following FS decomposition for 1%
written under the world measure P

(4.10) V=2l + [ P (5)d8(s) + 675 1),

where ¢S is a P-martingale orthogonal to M and x*S € ©. Replacing S by its value (4.2)
in (4.10) we get

AV(1) = 7(t)(alt) — r(t))dt + F(ObH)AW (1)
(4.11) + / F)y(t )N (dL, d2) + d™S (1),

Ro
where 7™ = XFsg.

The financial importance of such decomposition lies in the fact that it directly provides
the locally risk-minimizing strategy. In fact the component 7(¢) is the amount of wealth
V(t) to invest in the stock at time ¢ and ¢©(t) + Eg[¢] is the cost process in a risk-
minimizing strategy.

Since ¢f°(T) is a Fr-measurable square integrable martingale then applying Theorem
2.1 with H = F and the martingale property of ¢*"*(T") we know that there exist stochastic
integrands Y, ZF9 such that

t
P (t) = E[p"5(T)] + / YFS (s / / Z8(s, 2)N(ds, dz).

0 Ro
Since ¢° is a martingale then we have E[¢?5(T)] = E[¢F(0)]. However from (4.10) we
deduce that ¢*(0) = 0. Therefore

t
(4.12) PFE(t) = / Y5 (5)dW (s) +/ / 7ZF9(s,2)N(ds, dz).
0 0 JRo
In view of the orthogonality of ¢ and M, we get
(4.13) YES ()b(t) + / ZE5(t, 2)y(t, 2)l(dz) = 0.
Ro

In that case, the set of equations (4.11) are equivalent to
d?(t) =m(t)(a(t) — r(t))dt + (%(t)b(t) + YFS(t))dW(t)
(4.14) +/R (F(t)y(t, 2) + Z75(t, 2)) N (dt, dz),
V(T) =¢.
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4.1. First candidate-approximation to S. Now we assume we have another model for
the price of the risky asset. In this model we approximate the small jumps by a Brownian
motion B which is independent of W and which we scale with the standard deviation of
the small jumps. That is

dsy(t) :=sﬁkw{auyﬁ+—wwdw«o4-/“ AWt )N (dt, dz) + GeF(AB(E) }.
|z|>¢€
Si2(0) =5W(0) ==

The discounted price process is given by

a51:(t) = S1..(O{ (alt) = r(t)dt + b(B)AW (1) + / At 2)N(dE, dz) + G (DB }.

|z|>€

It was proven in Benth et al. [4], that the process S; . converges to S in L? when € goes to
0 with rate of convergence G(e).

In the following we study the robustness of the quadratic hedging strategies towards
the model choice where the price processes are modeled by S and S; .. We will first show

that considering the approximation :9/175, the value of the portfolio in a quadratic hedging
strategy will be written as a solution of a BSDEJ of type (3.5) with p = 1. That is what
explains our choice of the index 1 in S; .. Here we choose to start with the approximation

S1,.e because it involves another Brownian motion B besides the Brownian motion W. The
approximation in which we replace the small jumps of the underlying price process by the
Brownian motion W scaled is studied in the next subsection. _

The local martingale M, . in the semimartingale decomposition of S . is given by

M. (t) = /0 b(s)Sy.c(s)dW (s) + /0 /| . V(t, 2)81.(s)N(dt, dz)

t ~
(4.15) + G(e) / 7(8)S1,(s)dB(s)
0
and the finite variation process A; . is given by

o a(s) —r(s)
(4.16) Aw@‘ﬂﬁﬂ@@@+hm%@dwm

We define the process a; . by

d(M c)(s).

L alt) = r()
S1(0(2(0) + AT + [l 20 2)(d2)

Thus the mean-variance trade-off process K . is given by

_ t& s 5) = t (als) = 7(s))" s
KM@—A Mﬁ“ﬁﬂ>—AW@+a%w%wwwg%wwwﬂ

(4.18) — K(t),

(4.17) () 0<t<T




ROBUSTNESS OF QUADRATIC HEDGING STRATEGIES 15

in view of the definition of G(g), equation (4.1). Hence the assumption (4.7) ensures

the existence of the F'S decomposition with respect to S;. for any square integrable G-
measurable random variable.

Let £! be a square integrable contingent claim as a financial derivative with underlying

&
SO(T) "

before, for the minimal measure to be a probability martingale measure, we have to assume
that

As we have seen

SFE) and maturity 7. We denote its discounted pay-off by E; =

( /0 nL(s)dM1(5)) >0

which is equivalent to

(4.19) Spe(t)ay () (t, ) > —1, a.e. in (L, 2,w).
Define dQ lg, = 5(f0 a1(8)dM (s ))t and ‘71,5@) = E@l,s[élgt]. Then from Proposition

4.2 in Choulli et al. [10], we have the following FS decomposition for V; . written under
the world measure P

t
(4.20 iclt) =gl + | Ad2(6)dSiels) + 01200,
0

where gbf % is a P-martingale orthogonal to M;. and Xf 5 € ©. Replacing §175 by its
expression in (4.20), we get

AVi(t) = Tre(t)(alt) — r(t))dt + Ty ()b(E)AW () + 71 (t)G(e)F(t)dB(t)

+ [ Tt 2N (At dz) + dey e (D),
" _ |z|>e€
‘/i,s (T) - 5;;

where 71, . = Xf: 5 gl,g. Notice that <bf 9(T) is a G5-measurable square integrable P-martingale.
Thus applying Theorem 2.1 with H = G* and using the martingale property of ¢ ?(T') we

know that there exist stochastic integrands Y%, Y%, and ZF5, such that

FS(1) = 6P (T)] + / VS (5)dW (s) + / VS ()dB(s)

t ~
+// Z15(s,2)N(ds, dz).
0 Jlz|>e
FS

Using the martingale property of ¢1 2 and equation (4.20), we get E[¢f2 (T)] = E[¢]2(0)] =
0. Therefore we deduce

(4.21)  of5(t) = /0 Y75 (s )dW(s)+/OtY2§5(s)dB(s)+/t/l> ZFS(s,2)N(ds, dz).

In view of the orthogonality of ¢ with respect to M, ., we have
(1.22) 0= YIS (£)bt) + n{?memw " / ZES (8, 20t 2)(dz).
|2|>e
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The equation we obtain for the approximating problem is thus given by

V(1) =Tt (alt) = r()dt + (Fao()b() + YI2(8)dW (1)
+HT@L (WG (A () + Y52 (1))dB(t)

+/ (Fre(t)y(t, 2) + ZE5(¢, z))N(dt,dz),

|z|>e

(4.23)

Vi (T) =&l

In order to apply the robustness results studied in Section 3, we have to prove that 1%
and V] . are respectively equations of type (2.2) and (3.4). That’s the purpose of the next
lemma. Notice that here above V; ., 7., and <bf7 5 are all GS-measurable. However since

G; C G, then Vi ., m ., and ff are also G;-measurable.

Lemma 4.2. Let r(t) = b*(t) + [, 7*(t,2)0(d2). Assume that for all't € [0,T],

t)—r(t
(4.24) ) =r®l o p_gs,
K(t)
for a positive constant C. Let V, ‘71,5 be given by (4.14), (4.23), respectively. Then 1%
satisfies a BSDEJ of type (2.2) and Vi . satisfies a BSDEJ of type (3.4).

Proof. From the expression of \7, we deduce

AV (t) =—f(t,V(),Y(t), Z(t,.)) + Y ()dW (t) + / Z(t, z)N(dt,dz),

Ro

V(T) =g,
where
Y () = 7)b(t) + YIS(1),  Z(t,z) = 7(t)y(t, 2) + ZF5(8, 2),
FEV(),Y (), Z(t,.)) = =F(t)(a(t) = r (1))

We have to show that f satisfies Assumptions 2.1(B). We first express 7 in terms of ‘7, 17,
and Z. Inspired by (4.13), we combine Y and Z to get

(4.25)

Y (1)b(t) + / Z(t,z)fy(t,z)é(dz):%(t)<bz(t)+ /R YA, z)e(dz))+YFS(t)b(t)

—i—/R ZES(t, 2)y(t, 2)€(dz).

From (4.13), we deduce that
_ 1 /o ~
(4.26) 7(t) = %<Y(t)b(t) + /R 0 Z(t, 2)(t, z)e(dz>).

Hence

FEV@).Y (), Z(t,.) = —M(}N/(t)b(t)Jr /R Z(t, z)y(t,z)f(dz)).
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Now we have to prove that f is Lipschitz. Let

_at) —r(t)
(4.27) W) == el T)

We have
Far g 2) = £ w01, 20)] < B0 [l — vl b(0)] + / 21— zally(t, ()]
< 1h(O)lllys = v llo(2)]
T / 21— (@) ([ it 2)Peda))

< VIOl = 1ol + 121 = 2] ).

Thus f is Lipschitz if there exists a positive constant C' such that

VE)|R()] = % <C Vtel0,T]

and we prove the statement for V.
From equation (4.23), we have

AVie(t) = =1t Vie(t), Ya(t), Za(t, ), Go(1) + Ya(t)dW (1) + C(1)dB(t)
+ / Z.(t, 2)N(dt, dz),

Vie(T) =€,

where

Yo(t) = T (0b(t) + YIS (H), C(t) = T (H)G(e)F(t) + Vo5 (1),
(4.28) Z.(t,2) = (Frc(t)y(t, 2) + ZF5(t, 2)) 125 (2),
FHEVL(), Ya(t), Zo(t, ), C(1) = =T -(t)(alt) — 7 (t)).

With the same arguments as above and using (4.22) we can prove that

_ 1 (= - N _

(4.29) Tie(t) = @{Ya(t)b(t) + &G + / it 2)0(dz) }.
Hence

P T 070, 2u00,.0.80) = = (T + LG

+ /R Z.(t, ) (t, z)e(dz>)
and

£ (k29,20 - P55 < WO ly - T+ [ 12 - F(e )

Ro
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Ge)FC -]
< V2RI (Jy = 71 +1¢ = S+ 12— 21))
and we prove the statement. Il

Notice that the assumption (4.24) in the preceding lemma implies that the value K (t)
of the MV'T process defined in (4.24) is finite for all ¢ € [0, 7] (see (4.7)).

Now we present the following main result in which we prove the robustness of the value
of the portfolio.

Theorem 4.3. Assume that (4.24) holds. Let V, 171,5 be given by (4.14), (4.23), respec-
tively. Then

E| sup [V(t) - Vi ()] < CEJE - &,

0<t<T

Proof. This is an immediate result of Proposition 3.6. We only have to prove the assump-
tion (3.3) on the drivers f and f!. We have for all ¢ € [0, T]

S VD), (1), Z(t, >> FHE V(D) Ya(1), Ze(8, ), Yar ()
= [r{ T @ - opt) - C0GEF®)

-+A (,2) t@m@JMM@H
< 2f(1) /sl >{|Y< )= V) + 120, ) — 2ot ) + 101},
which proves the statement. [l

Remark 4.4. We used the expectation E[|§ §p| ] to dominate the convergence results.
In finance the discounted contingent claim f =

¢ = f(SU(T)). Thus we have

S(O)(T) is giv@n by the pay—oﬁ function

2 op _g[|LEU@)  fSAT)p
MK—Q”_EHA%wﬂ - 5@@)‘} p=01

where the case p = 0 refers to the second candidate-approximation of section 4.2. The
convergence of the latter quantity when e goes to 0 was studied in Benth et al. [4] using
Fourier transform techniques. It was also studied in Kohatsu-Higa and Tankov [19] in
which the authors show that adding a small variance Brownian motion to the big jumps
gives better convergence results than when we only truncate the small jumps. For this

purpose the authors consider a discretization of the price models.

The next theorem contains the robustness result for the amount of wealth to invest in
the stock in a locally risk-minimizing strategy.
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Theorem 4.5. Assume that (4.24) holds and that for all t € [0, T],
(4.30) inf k(s) > K, P—a.s.,

t<s<T

where K is a strictly positive constant. Let 7, T . be given by (4.26), (4.29), respectively.
Then for all t € [0,T],

T ~ ~
B[ [ [7(s) - Fuu(s)Pds] < CEIE- &P,
t
where C' 1s a positive constant.

Proof. Using (4.26) and (4.29), we have
75~ 7100 = 5 { (00 = T D) - LG

+/R (Z(s,z) — Za(s,z))y(s,z)é(dz)}Q
< S - TP+ CP+ [ 1Z(s2) - Zu(s. P0an)

K(s) Ro

where C' is a positive constant. Hence from Theorem 3.4 and Theorem 4.2, we deduce

/\n ) — Fre(s );ds} mft«m /\Y |ds]

+E /t |’g;(s)|2ds
+E[/tT i 1Z(s, ) —Zg(s,z)ﬁe(dz)ds}}
< CE[|§ — &

and we prove the statement. [l

The robustness of the process ¢ defined in (4.12) is shown in the next theorem.
Theorem 4.6. Assume that (4.24) and (4.30) hold and for all t € [0,T],

(4.31) sup 32(s) < K, sup r(s) < K < oo, P —a.s.
t<s<T t<s<T

Let ¢F5, 1% be given by (4.12), (4.21), respectively. Then for all t € [0,T], we have
E|l6"5(t) - 50| < CEIE - & + C'G*(e),
where C' and C" are positive constants.

Proof. From (4.25), (4.28), Proposition 3.6, and Theorem 4.5, we have

]E[/tT\YFS(s) — Y5(s)ds| < C{E[/tTDN/(s) — Vi.(s)2ds
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+ sup w(s)E /t ) - 7 o(s)Pds] |
< CE[J¢ - &P).

Moreover, starting again from (4.28) we arrive at

E[/ Y5 (s)Pds] < O{E /|<a Pds+ sup n(s) /|7r ~ ()P
t t<s<T

+ G2(g) sup F*( / |7 (s |d3

t<s<T

However from (4.26) and Lemma 3.3, we get

’ 2 1 ! V2 ’ 72

E 7(s)|“ds| < ——— < E Y=(s)d E Z ((dz)d
[ wora] < g (Bl | 7] +2[ [ [ Zeuana]}
< CE[¢?].
Thus from Theorem 3.4 and Theorem 4.5 we conclude in view of assumption (4.31)
T ~ ~
E[ / Y5 (s)Pds| < CE[E— &) + 0'C(e).
t

Let G*(o0) = [, ¢* . From (4.25), (4.28), Theorem 4.5, Lemma 3.3 and Proposition
3.6, we obtam

E| /t ' /R 1275 (s, 2) — 2555, 2)P0(d=)ds]|
< CE[/tT 5 Z(s,2) — ZE(S7Z)’2£(dz)ds]

+ G¥(o0) sup F()E| / [7(s) — Fro(o) s

t<s<T

+G(e) sup §Q(S)E[ / T|%(s)\2ds}

t<s<T ¢
< CE[I€ - &) + C'G*()E[).
Finally from (4.12) and (4.21), we infer

16750 — o2 0P < B[ [ 75 - vpas] + B[ [ P

+E[ /t : 3 1275 (s, 2) —Zfs(s,z)y2£(dz)ds]

and the result follows. O
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Let C(t) = ¢7S(t) + V(0) and Cre(t) = of5(t) + %,8(0). Then the processes C' and

(' are the cost processes in a locally risk-minimizing strategy for g and {; In the next
corollary we prove the robustness of this cost process.

Corollary 4.7. Assume that (4.24), (4.30), and (4.31) hold. Then for all t € [0,T] we
have

E[|C(t) — Cr(t)] < KE[|§ — &°) + K'G*(e),
where K and K' are two positive constants.
Proof. From Theorem 4.3, we deduce
E|[V3.-(0) - V(0)?) < CE[€ - €.
Applying the latter together with Theorem 4.6 we get
E[C(t) - Cra(t)P) = E[| (Ve (0) + 62(1) = (V(0) + 0" (1)
< 2(E[[1.(0) — V(0)] + Ell6f5(t) — 675(1) )
< CE[l§ - &7+ C'G%(e).
0

In the next section we present a second-candidate approximation to S and we study the
robustness of the quadratic hedging strategies.

4.2. Second-candidate approximation to S. In the second candidate-approximation
to S, we truncate the small jumps of the jump-diffusion and we replace them by the
Brownian motion W which we scale with the standard deviation of the small jumps. We
obtain the following dynamics for the approximation

asiie) = si{atna + o) + GEROIW (O + [
|z|>¢€
S62(0) = SW(0) = z.

The discounted price process is given by

aS0(t) = So (O { (a(t) = r(O))dt + (b(t) + GE)F(E)dW (1) + / At )N (dt, dz) }.

|z|>€

At 2)N(dt,d2) },

It is easy to show that Sy.(t) converges to S(t) in L2 when e goes to 0 with rate of
convergence G(¢g).

Remark 4.8. Notice that in this paper we consider two types of approximations that are
truly different. In the candidate-approzimation S ., the variance of the continuous part is
given by b*(t)+G?(e)7?(t), which is the same as the sum of the variance of the small jumps
and the variance of the continuous part in S. We study this approximation by embedding
the original model solution into a larger filtration G. In the candidate-approzrimation Sy ,
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the variance of the continuous part is given by (b(t) + G(£)7(t))?, which is different from
the sum of the variance of the small jumps and the variance of the continuous part in
S. In this approrimation the solution is considered in the original filtration F. Thus it
1s accordingly to the preferences of the trader to decide which candidate-approximation to
choose. If one insists on working under the filtration F, then one could also select a third
candidate-approximation as a variation of So.. In fact one could also choose a function
G(e) in Spe in such a way that the approximation has the same variance as in the original

process. In other words we can choose G(¢) such that
(b(t) + G()7(1)* = B*(1) + G ()7 ().

The latter is equivalent to choosing G*(g) = G(£)(2b + G(g)7), which is clearly vanishing
when € goes to 0. Notice that from Theorem 3.4 the fact that G*(g) is vanishing when &
goes to 0 is enough to prove the robustness of the quadratic hedging strategies.

We remark that our study has pointed out the role of the filtration in the study of ap-
prozimations of the small jumps by a Brownian motion appropriately scaled. Indeed this
aspect of the study was not discussed before.

The local martingale M. in the semimartingale decomposition of §0,E is given by

M@@=L@@+G@wm%$mww+4/¥vwmm@NWAw

We define the process ag. by

a(t) = r®) 0<t<T.

Oé()7,3 (t) = = s <
Soc() (b(t) + GEFO) + [l 721, 2)0d2) §

Thus the mean-variance trade-off process Ky is given by

(als) — r(s))? .
(b(s) + GEAS)) + Jrpo. 725 2)0d)

Koelt) = [ e ()i = [

Hence we have to assume that Ko (¢) is bounded uniformly by a positive constant to

ensure the existence of the F'S decomposition with respect to Sy . for any square integrable
JFr-measurable random variable.
Let €2 be a square integrable contingent claim as a financial derivative with underlying

§0,€. We denote the discounted pay-off of £2 by ES = S((%%T). As we have seen before, for
the signed minimal martingale measure to exist as a probability martingale measure, we

have to assume that

goyg(t)aoﬁ(t)’y(t, z) > —1, a.e. in (t,z,w).
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Define %IE = 5([0' ao,s(s)dMoﬁa(s)L and Vo.(t) = Ego.- [gg|]—'t] Following the same

steps as before, we get the following equation for the value of the portfolio

dVoo(t) = To(t)(a(t) — r(t))dt + To(£)(b(t) + G () () dW (¢)
+ /| | Toe(t)y(t, 2)N(dt, dz) + dgb 2 (t),

Vo (T) =¢€,

where 7y, = X(I; 5 5075 and X({ 5 € O. Since qbg 3(T) is a Fs-measurable square integrable
P-martingale, then applying Theorem 2.1 with H = F* and using the martingale property
of ¢§2(T) we know that there exist stochastic integrands Y and Z®, such that

(4.32) gf(t) =E[ 555(T)]+/0 YEFS(S)dW(S)—i-/O /|> Zfs(s,z)ﬁ(ds,dz).

Using the same arguments as for ¢{2 we can prove that E[¢{2(T)] = E[¢{2(0)] = 0. In

view of the orthogonality of qbgj 5 with respect to M., we have

(4.33) 0=Y2(0)[b(t) + G(e)F ()] + / ZI5(t, 2) (¢, 2)l(dz).

2|z

The equation we obtain for the approximating problem is thus given by

dVoe(t) = Toc(t)(a(t) — r(t))dt + (Foo()[b(t) + GE)F(H)] + YIS (1)) dW (1)
(4.34) + /| . (o ()Y (t, 2) + ZES(t, 2)) N(dt, dz),

hur) =@
In the next lemma we prove that \707& satisfies the set of equations of type (3.1).

Lemma 4.9. Assume that (4.24) holds. Let 17075 be given by (4.34). Then 17075 satisfies a
BSDEJ of type (3.1).

Proof. We rewrite equation (4.34) as

AVoo(t) = —fO>t, Vor(t), Ya(t), Z(t,.)) + Yo(t)dW () + / Z.(t,z)N(dt, dz),
Too(T) =28 °

£

where we introduce the processes }78, ZE and the function f° by

[
(4.35) Z.(t, 2) = Roe(t)V(t, 2) + ZF5(t, 2)) 125 (2),
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With the same arguments as above and using (4.33) we can prove that

(4.36) To.e(t) = %{fé(t)b(t) + GG EA() + /R 25<t72)7(t72)€<dz)}'

Hence
P 7050, 20.0) = - (T0p0 + 6070)+ [ L)

and it is easy to show that f° is Lipschitz when (4.24) holds. This proves the statement. [J

Now we present the following theorem in which we prove the robustness of the value of
the portfolio.

Theorem 4.10. Assume that (4.24) holds. Let V, Vy. be given by (4.14), (4.34), respec-
tively. Then we have

E| sup V(1) = Vo(t)?] < CE[E - &P,

0<t<T

Proof. Following the same steps as in the proof of Theorem 4.3, we can show that f°
satisfies condition (3.2) and we prove the statement by applying Proposition 3.6. O

In the next theorem we prove the robustness of the amount of wealth to invest in a
locally risk-minimizing strategy.

Theorem 4.11. Assume that (4.24) holds and that for all t € [0, T
(4.37) inf k(s) > K, sup 72(s) < K, P—a.s.,

t<s<T t<s<T

where K and K are strictly positive constants. Let X, To. be given by (4.26), (4.36),
respectively. Then

e[ | " (s) = Fou(s)Pds] < CEIE - 87 + 0GR,

where C' and C" are positive constants.

Proof. We have

(s) = (o) = 5 { (T(5) = Vo) ble) + GeFi(s) = V()G

+/R (Z(s,z) — Ze(syz)ﬂ(&z)g(d'z)F

C{17(s) - V() + CHOR )T (o)

v 1205, 2) = Zu(s, z)|2€(dz)},
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where C' is a positive constant. Hence from Theorem 3.4, we deduce

/|7r ) — Fro(s )|ds} mft«m /|Y |ds]

+G(>wpv(ELZ|(Hdﬂ

t<s<T
T ~ ~
+ E[/ 1Z(s,2) — Z.(s, z)|2adz)ds} }
t Ro
< CE[l¢ — &) + C'G*(e)E[I¢]*]
and we prove the statement. ]

In the next theorem we deal with the robustness of the process ¢ .

Theorem 4.12. Assume that (4.24) and (4.37) hold. Let ¢*S, ¢{% be given by (4.12),
(4.32), respectively. Then for all t € [0, T] we have

E|l675(t) - 62 ()] < CE[IE - & + C'G2(e),
where C' and C" are positive constants.

Proof. From (4.25), (4.35), and Proposition 3.6, we have
T ~ ~
/ Y FS(s) K_FS(S)PdS] < C{E[/ 1V (s) —Ya(s)|2ds}
t T
+ sup w(9E[ [ [7(s) - Focls)ds]}
¢

t<s<T

< CE[¢ - &P).
Combining (4.25), (4.35), Theorem 4.11, Lemma 3.3, and Proposition 3.6, we arrive at

E[ /t ' i |ZFS(5,Z)—Zfs(s,z)|2£(dz)ds]

< CE[/tT A 1Z(s, 2) —ZE(S,ZW(dz)ds]

+ G (00) sup ﬁ?(s)E[ /t TWS) —%0,5(5)\2013]

t<s<T

+G2(e) sup 72(3)1@[ / T|%(s)|2ds}

t<s<T t

< CE[[€ - &P + C'G*(=)E[¢?].
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Define the cost process in the risk-minimizing strategy for gg by
CO,E(t) = g,f(t) + ‘70,5(0)'

Then an obvious implication of the last theorem is the robustness of the cost process and it
is easy to show that under the same conditions of the last theorem we have for all £ € [0, 77,

E[[C(t) — Co.(8)]?] < KE[E — &2 + K'GX(e),
where K and K’ are two positive constants.

4.3. A note on the robustness of the mean-variance hedging strategies. A mean-
variance hedging strategy is a self-financing strategy V for which we do not impose the
replication requirement V(T) = 5 However we insist on the self-financing constraint. In
this case we define the shortfall or loss from hedging E by

E—V(T)=£¢-V(0) — /OTf(s)d§(s), V()eR, Te€O.

In order to obtain the MVH strategy one has to minimize the latter quantity in the L2-
norm by choosing (V(0),I') € (R,0). Schweizer [23] gives a formula for the number of
risky assets in a MVH strategy where he assumes that the so-called extended mean-variance
tradeoff process is deterministic.

In this paper, given the dynamics of the stock price process S, the process A defined
in (4.4) is continuous. Thus the mean-variance tradeoff process and the extended mean-
variance tradeoff process defined in Schweizer [23] coincide. Therefore applying Theorem 3
and Corollary 10 in Schweizer [23] and assuming that the mean-variance tradeoff process K
is deterministic, the discounted number of risky assets in a mean-variance hedging strategy
is given by

(4.38) T(t) = X"5(t) + a(t) (V(t) ~V(0) - /0 f(s)d§(s)),

where o and YIS are as defined in (4.5) and (4.10). Moreover the minimal martingale
measure and the mean-variance martingale measure coincide (see Schweizer [25]) and in

this case V(t) = E@[a}}], 0 <t < T, where @) is the minimal martingale measure.

Multiplying (4.38) by S we obtain the following equation for the amount of wealth in a
mean-variance hedging strategy

T(t) = 7(t) + h(t) (‘N/(t) —V(0) — /0 f(s>d§(s)),

where h is given by (4.27). Since K is deterministic then a, b, r, v, and thus h should be
deterministic. We consider the approximating stock process S;.. The amount of wealth

in a mean-variance hedging strategy associated to S . is given by

T1o(t) = Fre(t) + h(2) (‘715(15) —V1.(0) — /0 T}f<5)

Sl,e

d§175(3)>.
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Before we show the robustness of the mean-variance hedging strategies. We present the
following lemma in which we show the boundedness in L? of Y.

Lemma 4.13. Assume that the mean-variance tradeoff process K (4.6) is deterministic
and that (4.24) holds true. Then for all t € [0,T],

E[T(t)] < C(T)E[¢?],
where C(T') is a positive constant depending on T.

Proof. Applying It6 isometry and Holder inequality, we get
E[Y*(1)] < E[7(1)] + C'R*(¢) (E[‘N/Q(t)] +E[V*(0)]

+ [ BTN a0 = (s + () + [ 775 2)e(d:))as)

where C” is a positive constant. Using Lemma 3.3, Lemma 4.2, and equation (4.26), the
result follows applying Gronwall’s inequality. O

In the following theorem we prove the robustness of the amount of wealth in a mean-
variance hedging strategy.

Theorem 4.14. Assume the mean-variance tradeoff process is deterministic and that

(4.24) and (4.30) hold. Then for allt € [0, T,
E[IT(5) - T1(t)) < CEIE - € + CG2(e).
Proof. We have
T(t) - T
< IR () = Fro(O] + (O] ([V () = Vie(®)] + [V(0) = Vi (0)

/ A (s) = Tue(s)llals) — r(s)|ds + | / T (s)b(s) AW (5)

T / / A Tl ) Vs a2
1G] / (Toc(s) — T(s)3()dB(s)

+|/ /z|<8 (s, 2)N(ds,dz)| + G(e |/ Y(s)dB(s )|)

Using It0 isometry and Holder inequality, we get
E[Y(t) = T1.(0)]
< E[[#(t) — 71 (0)7) + CH(0) (E[V (1) ~ Voo ())P] + E[V(0) ~ Vi (0)
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+ / E[IT(s) = Tro(s) ] (Ja(s) = r(s) 2+ 1b(s) 2+ | 7(s,2)[20(dz) ) ds

+ @) [ BT 6))

where C is a positive constant. Using Theorem 4.3, Theorem 4.5, and Lemma 4.13 the
result follows applying Gronwall’s inequality. O

We proved in this section that when the mean-variance trade-off process K defined in
(4.6) is deterministic, then the value of the portfolio and the amount of wealth in a mean-
variance hedging strategy are robust towards the choice of the model. The same robustness
result holds true when we consider the stock price process Sp.. We do not present this

result since it follows the same lines as the approximation S .

5. CONCLUSION

In this paper we consider different models for the price process. Then using BSDEJs we
proved that the locally risk-minimizing and the mean-variance hedging strategies are robust
towards the choice of the model. Our results are given in terms of estimates containing
E[|¢ — €°]?], which is a quantity well studied by Benth et al. [4] and Kohatsu-Higa and
Tankov [19]

We have specifically studied two types of approximations of the price S and suggested
a third approximation. It is also possible to consider other approximations to the price S.
For example we can truncate the small jumps without adding a Brownian motion. In that
case, based on the robustness of the BSDEJs, we can also prove the robustness of quadratic
hedging strategies. Another approximation is to add to the Lévy process a scaled Brownian
motion. This type of approximation was discussed and justified in a paper by Benth et al.
4].

As far as further investigations are concerned, we consider in another paper a time-
discretization of these different price models and study the convergence of the quadratic
hedging strategies related to each of these time-discretized price models to the quadratic
hedging strategies related to the original continuous time model. Moreover, we are con-
cerned with the characterization of the approximating models which give the best conver-
gence rates when the robustness of quadratic hedging strategies is taken into account.

6. APPENDIX: EXISTENCE AND UNIQUENESS OF BSDEJs

Proof of Theorem 3.1. First, we prove the result in ﬁ%ﬁ X Hj 5 % ﬁ%ﬁ with the norm
2 _ 2 2 2
16 Yer Z)ay s o = Xl Vel + W20,
The proof is based on a fixed point theorem. Let (U, V., K.) € ﬁ%ﬁ X Hrpg X ]TI%B and
define X, as follows

(6.1) X.(t) = E[fg —i—/t fO(s,Uc(s), Ve(s), K.(s, -))ds\]—"t], 0<t<T.
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Applying Theorem 2.1 with H = [, to the square integrable Fpr-measurable random vari-
able

§£+/0 fO(s,U(s), Va(s), K.(s,-))ds,

we know that there exist Y. € H7 5 and Z. € ﬁ%ﬁ such that
T
N —l—/ fO(s,U(s), Ve(s), K.(s,))ds
0
T T
B[+ [ U0 V) Kl i) + [ V(s
0 0

(6.2) + /OT /R Z.(s,2)N(ds, dz).

Taking the conditional expectation with respect to F; and using the martingale property,
we get

E[¢+ /OT 105, U(s), Vals), Ke(s, ) ds|

= E[ﬁg + /OT fO(s, Us(s), Va(s), K. (s, -))ds] + /otYE(S)dW(S)

N /Ot /R Z.(s, 2)N(ds, d2).

Since the integral over the interval (0,t) is F;-measurable, we find
T
B[+ [ £(5, U9 Vilo) Kels, ))ds| 7
0
t
= [ U6 Vi) Kl s
0

+ E[é’? + /tT F0(s, Uo(s), Vi(s), Ko(s, -))ds|}"t].

Thus by the definition of X., equation (6.1), we have

X.(¢) :XE(O)—/0 fo(s,Ug(s),‘/;(s),KE(s,~))ds—|-/0 Y.(s)dW (s)

N /Ot /R Z.(s, 2)N(ds, d2),

from which by combining with (6.2), we deduce that

Xs(t)=§?+/t fo(SaUs(S),Vs(S),Ke(s,'))ds—/t Yo(s)dW(s)
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_ /tT /R Z.(s,2)N(ds, dz).

This relation defines a mapping ¢ : HTﬁ x Hf 5 x H%B — HTﬁ x Hf 5 x H%ﬁ with
(X, Yo, Z.) = ¢o(U., V., K.). We may conclude that (X, Y., Z.) € HQB x Hf 5 x H%B
solves the BSDEJ (3.1) if and only if it is a fixed point of ¢.

Hereto we prove that ¢ is a strict contraction on HT 5 X Hi R HT 5 for a suitable
B > 0. Let (U, V., K.) and (UE,VE,K) be two elements of HTﬁ x Hj 5 HTﬂ and
set (U, Vi, K) = (X.,Ye, Z.) and 6(0, Vo, K) = (X., V., Z,). Denote (U.,V., K.) =
U. - U., V. — Vo, K. — K.) and (X., Y., Z.) = (X. — X.,Y. = Y., Z. — Z.). Applying the
It6 formula to e”*X_(s), it follows that

R0 =~ [ 5K 2 [ KA 6V, Vo), Kl )
2602060 V(o) Rl D — [ 26 Koo 0)w
_/ T2 / /RO 52 Z2(s, 2)0(dz)ds
/ /R ﬁsz? (s,2) — 26°° 7. (s, Z)Xg(s)}]v(ds,dz).
Taking the expectation, we get
E[e"X2(1)] + B /t ' #*(Ye(s)Pds] + E /t ' /R 0 922 (s, 2)0(d2)ds]

= —6E[/tT eBSXf(s)ds}
+2E[/tT P Xe(5){ (5. Uel), Ve(s). Ko(s.)) = [°(s. Uels), Vels), Ke(s. ) Ys .

Since by Assumptions (2.1)(B), f is Lipschitz we can dominate the right hand side above
as follows

]E[eﬁtXf(t)} —i—]E[/tT 658}7;2(8)618} +E[/tT/R eﬂSZf(s,z)E(dz)ds]
< —ﬁ]E[/tT eﬁs)_(f(s)ds]

+20E| / ' P Xo(){10-5) + [Ve(s)| + (| K25, 2)0(d=)) bas].

Ro
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Using the fact that for every k& > 0 and a,b € R we have that 2ab < ka® + % and
(a+b+c)? <3(a® +b* + ¢*), we obtain

]E[eﬂtXf(t)} +]E[/ e’ V2 (s / /R 7% (s, 2 E(dz)ds]
< (60? — ﬁ)E[/tT eﬁst(s)ds}
w8 [ e {oo vz + [ R fas]

Taking 8 = 6C? + 1 and noting that E[eﬁt|)_(5(t)|2] > 0, we obtain

TR VI 2
|(Xe: Ve, 23 s i, —||(U5,V5,K)H Xy 12,

from which we proved that ¢ is a strict contraction on HT7 5 X H% 5 X HT’ 5 equipped with

the norm ||.|| 72

2 xH < B2, if 5 = 6C? + 1. Since the B-norms are equivalent, this holds

for all 5 > 0. Thus we prove that X has a unique fixed point. Hence there exists a unique
solution in the space HTﬁ x HF 5% H2 to the BSDEJ (3.1). One can prove that X. € S7
using Burkholder’s inequality (see Tang and Li [26] for more details) and the statement
follows.
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