View metadata, citation and similar papers at core.ac.uk brought to you byff CORE

provided by NORA - Norwegian Open Research Archives

Naturalizing Meaning

Jerry Fodor’s Theory of Content

Magnus Stavik Rgnning

Thesis Submitted for the Master of Arts Degree,

Department of Philosophy, Classics, History of Al [deas

UNIVERSITETET | OSLO
November 2008


https://core.ac.uk/display/30853823?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Acknowledgements:

| want to thank my supervisor Carsten Hansen for provisngliable support and advice. |
also want to thank Are Reichelt Fgreland, Beate Ravnk@tdcTore Fjetland @gaard, James
Swann and Hallvard Markus Stette for reading an earliet dnaf providing helpful

comments and suggestions.



Table of Contents

INEFOTUCTION. ... ..ottt eer e be e, 5

Part I:

1. Chapter I'lRequirements on a Naturalistic Theory of Meaning.................. 8
1.1, PRYSICAlISIM ... 8
I N\ L (0 = ] o PP 9
1.3.  The NaturalisSm CondtION .........ccouuuiiiiuieiee e 12
1.4.  Intuitions about MEaNING ..........civuiiii e 13
1.5. Resemblance and CauSation ............... .o eeeeiineeeiie e eeeenns 15

2. Chapter Ill:iInformation and Causation................cccccovvveiiieeiii e 17
2.0, HOIISIM Lot 17
2.2. The Informational TREOIY .......coiuiiiii e e 18
2.3. Fodor’s Account of Information and SymbolS ... e 21
2.4, CeteriS ParibUS LAWS .....ccouuiiiii s eeeemc ettt e 23
2.5. Information and MEaNING ........cccuuiiiiiiiiiiceeee e e ea e 25
P T = To [T = 1o PP 25

3. Chapter lll:The Disjunction Problem............c.ccoocoiiiiiieec 28
G 70 I VIS 1T o] £ =1]= T o] = 14T o P 28
3.2. Typeland Type Il SIUALIONS ........uiiirniieieeee e e e ea e 30
3.3, The Learning SIUALION ........cuuiiiiiieeii s commsr s e e et e e et e e et e et e e e e et e e e eanaes 31
3.4. The Teleological/Historical Theory's Proposal..........cccoooviiiiiiiiiiiiiiiccin, 33
3.5.  Normal Conditions and FUNCLIONS ...........coeiuiiiiiiiia e 35
3.6. The Fly and the Frog .......cciiiiiiiiiit e e e e 37
3.7. Counterfactuals and FUNCLIONS............iiicomme e 41
3.8, CONCIUSION ... e 43



Part Il:

4. Chapter IV:Asymmetric Dependence...........cccceoveeeiiiii e 44
4.1. RobuUStNess and EXIENSIONS ........c.uu i icemmcee et eee e 46
4.2.  ASymMeEtriC DEPENUENCE. ........ciii i 48
4.3, Pan-SemMantiCISIM ... ..c.uuuiiiiiiiiieiicmeeee e et e e et e e e et e e eet e e et e eren e eaanaaee 50
4.4. Inter-Level Relations and Causal Chains ....ccccoeioviiiiiiiiiiiiiiie e 54
A5, CONCIUSION ..t et eaaa s 56

5. Chapter VTwin Earth............cccoooiii e 58
5.1, StANAArd CASE ....ccuuiiiiiiiiiiiii et i et e et e et e e e a e e e e 59
5.2, VerifiCatiONISIM ...c.uueiiiii et ettt e e e 61
5.3, FOAOIr'S PropoSal ......cccuiiiiiiiiiiiii e et e e e n e 62
5.4, KINA TOIMS ...ttt ettt et e e et e e e et e e e e ta s e eean e eeeeaaeeees 64
SR T 1 1] 1170 o PP 68
5.6, CONCIUSION ...eeeie e 70

6. Chapter VI:Objections and Replies............ccceovviiiiiiiiii e 72
6.1. Fodor and TYPe | TREOKIES .....ccvuiiii e 73
6.2. Possible Worlds and the DiStance MEetriC. ... veeerrieiiiiieeeiiiie e 75
6.3. B0ghOSSIan’s ArQUIMENT .........iiiiiiiiii s e e e e e e e e e e et e e e e e e e eaaeees 76
6.4. The Argument for the Impossibility of Type | Sit@as .................cccoevviiiiinnnennnn. 78
B.5.  AB .. i ettt aaaaaaaaa— 80
6.6. Verificationism and the Actual History ConditioN ceee.......coovviiiiiiiiiiiiicciieeennn, 82
6.7. FOUOI'S RESPONSE . ...ttt eeemmeer e e e e e ea e aan s 84
6.8.  The DiStanCe MELIIC ......ccuuuiiiiii et eeeee e 87
GRS TR @] o (o] 11 (o ] o PP 91

Summary and CONCIUSIONS............oooviiiieiie et 92

BIDHOGIrapNY ..o e 95



Introduction

The question how something like the mind can be purely gy, in my opinion, perhaps
the most fundamental question one can ask. It is a goe$ia gives rise to many more
guestions about both the nature of the mind and the wonltlape the most fundamental
dichotomy in the human psychology. The question weirgerested in answering in this
thesis is a sub-question to the aforementioned, nahmelycan meaning be accounted for so

that it is compatible with a physicalistic ontology?

Jerry Fodor has tried to answer this question by investggéte nature of intentionality and
representation. And, as we will see, it is by accognfor these notions in constructing a
theory of the content of mental states that he @oreccount for the question of meaning. |
will in this thesis try to state what Fodor’s theory aantent is, how Fodor’'s account of
content relates to other theories that are sinuldmd, what Fodor’s solution to the disjunction

problem is and finally assessing Fodor’s theory as a whole

In the thesis we will focus on three pre-theoretidelks, or intuitions we will require that
Fodor’s theory satisfies to successfully have accoufaetitow meaning can be something
physical. One intuition is about the physical, and theelotwo are about meaning. The
intuition that is about the physical is one that iplied by our ontological conviction that
everything that exists is physical. This requirement us ttihat the theory must account for
meaning in a way that is compatible with meaning’s being pysllsical, and in what

follows we will call this thenaturalismrequirement

The next intuition we will focus on is one that oat the nature of meaning. The intuition, in
short, is that meaning is not a feature of things in géndod everything exhibits meaning,
and a theory of meaning that implies that meaning iBrysthere is one that is not
satisfactory. As we will see in part Il, accounting this intuition takes the form of showing
that the theory does not imply what we will be cglpansemanticismi.e. the view that
everything has meaning, or is meaningful. The final, and mg®ortant intuition the theory
of meaning must respect, is the intuition of thbustnesf meaning This is the intuition

that, say, the concept CAT means what it does reggdif what causes its occurrence.



As to the structure of the thesis we can note th& @éomposed of two parts with three
chapters in each of the parts. Part | is about what alaic theories are and how they
usually propose to solve the disjunction problem. The wisjon problem is the main
problem in this thesis because it arises from how nadticatheories try to account for the
robustness of meaning. As accounting for the robustnesseahing is, in many ways, to

solve the disjunction problem, the disjunction probleraansidered in both part | and part Il.

Part Il is about Fodor’s own solution to the disjumatproblem. It is in this section that we
will see what Fodor’s proposal amounts to, and heremilleassess it in relation to some
objections that have been proposed by Paul Boghossian.Rddar accounts for the pan-
semanticism worry will also be considered in partAl.the title of the thesis indicates it is
about Fodor’s theory of content. But for us to be abl@roperly asses Fodor’s theory we
need to establish several key notions which will serveghasfoundation for articulating

Fodor’s theory. Part | is mainly about providing suchwnftation, and Part Il is thus the part

where Fodor’s theory will be assessed.

One can think of Fodor’s overall philosophical projectlees iroject of securing a scientific
basis for our common-sense psychology. That is to defendommon intuition that beliefs
and desires and thoughts are real things that figure in ousmit is because these things are
real that one can say something true when one say®rit to the store because | wanted
chocolate”. That one wanted chocolate is true, aistlite reason one went to the store. If one
thinks that there are no such mental objects as whetsthe explanation does not explain
anything. Fodor’s theory is a commitment to the commassesiew that our theory about
ourselves and other are largely correct and worth keepimg.is a view | am inclined to

endorse.

This thesis is about a part of Fodor's project of segurn basis for common-sense
psychology, namely the project of accounting for memraatesentation and thereby providing

a foundation for meaning.

Last, a word about terminology. | will try to folloexisting conventions in formulating this
theory. This means that when | mean to refer to aeqainl will write it in caption, say, CAT;

when | mean to refer to a word or sign | will mentigrsay, “cat”; when | want refer to the



meaning or content of symbols or terms | will try td pun italics , saycat Some mistakes

are bound to happen, and for these | apologize.



Part I:

1. Chapter I'IRequirements on a Naturalistic Theory of Meaning

Naturalism is the thesis that for God to create oorldvHe needed only to have created the naturalistic
entities and laws. Everything else follows from thésoewer, 1997, 108).

This chapter is mainly about what features a theoryt extsbit for it to satisfy the naturalism
requirement. We will consider what relation naturalisas to the physicalistic doctrine, and
try to specify a condition that, if satisfied, suéfg for the theory to be naturalistic. As we
noted in the introduction the theory aims to account rfeeaning by accounting for
representation. The last part of this chapter will lb@ud which naturalistic relation is likely to

be able to constitute representation.

1.1. Physicalism

| suppose it is not inaccurate to say that most philessptoday are physicalists in some
sense. The main competing view in the philosophy of mind, sutestdualism, is not widely
held to be true. There are variants of this view, amngfother view, and stronger and weaker
commitments one can endorse. Some physicalists asicphists in a strong sense and only
believe in the existence of some or other basic patyple (e.g. quarks) and perhaps some of
the forces (e.g. gravity). Others believe not only icrmiobjects but also in macro objects
like mountains, horses and solar-systems. The lateeusually disposed to believe in the

laws that govern the things they believe in, but ot always so.

Physicalism is a view that claims that everything #sasts is physical. Fodor’s theory of
content is physicalistic in the sense that it assuanbasic physicalistic framework, but he
sometimes seems to reject certain parts of what pligsicas normally taken to be,
something that is observed by commentators such as Baewdraand Georges Rey in the
introduction to their booMeaningin Mind (Loewer and Rey, 1991). We will see later in the
chapter what this means. Fodor’s views on the mentaigbinim to be a realist about mental
states (Fodor, 1994, p. 3-4). He is committed to thathadggical laws are real laws, which
in turn imply that the properties they subsume are regigsties (Fodor, 1994, p. 3). Since



these properties are intentional, Fodor is committedeiog a realist about the intentional.
The mental states we will be interested in in this etission are mental states that are
representational, intentional and semantically evadualihe first two deal with how mental
states can be about other things (external objects, thiheghts, etc.). The latter is about how
mental states can be true of false on account ofgfli@sentational properties of themselves
or their constituents. One type of mental states Wenat be considering is the type of
mental state that is commonly referred to as qualkdattates, or qualia. In addition to qualia,

we will not consider questions about the nature of donsoess.

As physical beings we humans are, in principle, no diftefrem stars and planets. The main
problem for the physicalistically inclined philosopher ohchis the problem of making sense
of the idea that the mental is not something radidadiffgrent from the physical, or indeed,
nothing but physical. Philosophers who are naturalisticadined are often people who have
great faith in the sciences. They think that science, memrgd is mankind’'s greatest
achievement, and, | think, it is hard to disagree with th®mit is not surprising that it is
often these philosophers who are interested in tryirgtount for the mind as part of nature.
Physics is often assumed to have a key importance to gblilgsPhysics is often taken to be
a sort of default ontology where the sciences “bottmuti. So, to have a theory about
something that in principle is incompatible with physgsfor a physicalist, to have a serious
problem, and a theory that is incompatible with the scerca theory that is not naturalistic
in the sense we are after. As we will see, one ofteanraes that the naturalization project and

making a theory compatible with the sciences is ondl@dame project.

1.2. Naturalism

What exactly are naturalistic theories? What propedies a theory need to have to pass the
tests of being naturalistic? When it comes to being gheadigm case of a naturalistic
methodology, physics is it (Fodor, 1994, p. 5). Making arthed the mind, or parts of the
mind that is obviously compatible (when this means reducibild) physics is perhaps a tall
order, but philosophy is not the only academic disciplhmet tas trouble with reduction.
Almost all the sciences, from chemistry through bigl@nd to psychology and the social
sciences have problems with reducing their theoreterahd to physical terms. There are
several reasons for this. One reason is that evemdf has established that some causal

relation is a law, one has not thereby specified byt wiechanism the law is implemented.



Let us take the Muller-Lyer illusion as an examplas,|tve can assume, a psychological law
that humans experience the lines as having differegths when they in fact are the same
length. What is the implementing mechanism in this cdsspresumably some neurological
mechanism, but what it is and how it works, are not knoWhe failure to reduce its laws
does not prevent psychology from being a science, ang logie of the sciences its theories
are naturalistically acceptable. Paul Boghossian (1991, ®a§8) for instance, in a different
context, that to specify something in terms of evohaiy biology is assumed to be sufficient
for being naturalistic, and evolutionary biology is a spkescience in the required sense.
Fodor says this about naturalizabilityTihe EIm and the Expef1994):

.. naturalizability, in this broad sense [i.e. not lgegpecifically a demand upon intentionality], is a
general constraint upon the ontology of all the specighses. It's a methodological consequence of
our conviction — contingent, no doubt, but inductively exelmvell confirmed — that everything the
sciences talk about is physical. If that is so, tthenproperties that appear in scientific laws must be
ones that it is possible for physical things to hawel there must be an intelligible story to tell about
how physical things can have them. Geologists would hawgght to assume that there are mountains
but that they can provide, or anyhow foresee providimgagnyhow foresee no principled reason why
someone couldn’t provide, naturalistic sufficient coiedis for something physical foe a mountain.
(Fodor, 1994, p. 5)

What kind of relation is the mental required to havehe physical for it to be true that the
mental be physical in this sense? Metaphysically, tlaeeetwo choices that are viable:
reduction and supervenience. Fodor (1994, p. 4) frames themalaterms of reduction, and
reduction is often framed in terms of strict identiti€kere is reason to believe that he does
not mean reduction in this strict sense, since thisimgkying an elimination of the mental
from the theoretical vocabulary, something that is ffam Fodor’s project. Boghossian
(Boghossian, 1991, p. 65, 83) frames it in terms of superamidie defines a weak and a

strong supervenience like so:

A set of properties Aveaklysupervene on a set B, if no two objects in a giverldvoould differ in
their A properties without differing in their B propexdi On the other hand, a set of properties A
strongly supervene on set B, if no two objects drawn from any werlds could differ in their A
properties without differing in their B properties. (Boghian, 1991, p. 83)

It is safe to say that for a theory to be natunalists required either to reduce to or supervene

on the physical.

It is easy to be confused when reading both Fodor anddmsmentators because they
sometimes use these terms somewhat differently.ekample, Fodor (1994, p. 4) says he

assumes that his theory reduces to information, whicheawill see, is a naturalistic notion.

10



Loewer and Rey (1991, p. 13), however, say that Fodor’s g@ligsicis non-reductive. They
say some clarifying things about Fodor’s position in gassage from their bodkeaningin
Mind:

Fodor’s version of physicalism is, however, considraveaker than many traditional versions. In

particular, it is non-reductive: there is no requirentbat there be bi-conditional bridge laws linking

the phenomena of some special science to the unagyienomena of physics. Fodor views “special”
sciences in general as searching for causal explanatesydt the level appropriate to their subject
matter, developing relatively autonomously from the deépssries whose regularities they may cross-
classify. In the case at hand psychology may clagsiénts as belonging to the same psychological
type that differ in their neurophysiological propertiesmd neurophysiology might classify events

belonging to the same neurological type that diffehgirtpsychological properties. (Loewer and Rey,
1991, p. xiii)

The relationship between psychology and neurophysiologfyisrcase is an example of what
typically is meant by the multiple realizability ofi¢ mental, an intuition which is very
important in the type/token -identity debate, a debatewllenot go into here. We see that
although Fodor is willing to commit to the view that evengicro level property and other
features of the world are fundamentally physical, heoiswilling to commit to the type of

physicalism that implies strict identities between ratahd physical kinds. Reduction in the
strong sense, i.e. that everything (every special ssidreory) ultimately will be expressible
in some future complete physics, is one thing. The viewewerything is ultimately physical

is another.

Fodor's commitment to the existence of the properties lawd used in special sciences
seems to be motivated by considerations about explansétbralso by considerations about
causality. Fodor (Fodor, 1990, chapter 5) worries extelystat all properties other than
those in the lexicon of physics are epiphenomenal.d&is argument against the conclusion
that intentional properties are epiphenomenal is thttey are, then so are all the special
science properties also. Fodor argues for realism atlosuich properties on account of their
causal responsibility in the laws they are subsumed hg.dtcomplex argument we will not
review in detail here. It is acceptable, | think, to think the world is ultimately composed
of physical objects, and at the same time be skeplmailit physics’ power to explain, say,
economic phenomena. It is possible to have an ontdibgly is richer than that of basic
physics without giving up physicalism, and Fodor includes many highkel properties and

laws in his. In (Fodor, 1990, p. 93) he says this:
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Ontologically speaking, I'm inclined to believe that it's bedrock the world contains properties and
their nomic relations; i.e., that truths about nométations among properties are deeper that — and
hence are not to be analyzed in terms of — countaghdtuths about individuals. In any event,
epistemologicallyspeaking, I'm quite certain that it's possible to knowt tha&re is a nomic relation
among properties but not have much idea which counterfacdtalsue in virtue of the fact that the
relation holds. It is thereforeyethodologicallyspeaking, probably a bad idea to require of philosophical
analyses that are articulated in terms of nomicicelatamong properties that they be, as one say®in th
trade, “cashed” by analyses that are articulated in tefrosumterfactual relations among individuals.
(Fodor, 1990, p. 93-94)
| include the whole of this paragraph because it sums uprBoaproach to several key
ideas in philosophy nicely. In this thesis all of thesasde&ill be considered, but not all very
comprehensively. However, they are important to menbecause they are ideas that are
constantly in the background of Fodor’s thinking. So, thoughviNenot consider these ideas
much explicitly, | think it is a good idea to have seermawhkodor takes his own key

ontological, epistemological and methodological assumsgtto be.

So, in sum we have seen that Fodor is not a reductiortisé strict sense, and, he explicitly
endorses a realist view of intentional states likeeleelnd desires and he is a realist about the
theoretical properties of many special sciences, likeumain” in geology (Fodor, 1990, p.
139). The commitments Fodor has that we have reviewed! dhink, not all obviously
compatible. Interesting as this is, | propose to leaiefor now and turn to the question of

what is required of a theory of representational cdrgech as Fodor’s to be naturalistic.

1.3. The Naturalism Condition

Fodor says this in TOC: “[W]hat we want at a minimums@mething of the formR
represents S’ is true iff @here the vocabulary in which conditi@is couched contains
neither intentional nor semantic expressions.” (Fod&80, p. 32). There are several things
worth noting in this formulation of the minimal requirem of a naturalistically acceptable
theory. As we will see, it is the representatioratieh which does most of the work in the
actual theory. That is Fodor’s account of how a memealasentation, say a concept, relates
to what it is about or represents. For Fodor, themapgtan is that only symbols in the
Language of Thought can represent, and that all other ezpa¢ion is derivative of this type
of representation. On the informational approach, thés relation between the individual
symbols and the properties in the external world thatsafficient for causing them that
constitutes the representation relation, and thushiteisepresentation relation that constitutes
the relation between the mind and the world. The camdi@ is required to be a sufficient

condition for the representation relation withoutelitsbeing couched in semantical or

12



intentional terms. A specific taxonomy of which ter@se intentional/semantical is not
available, but as we will see, causal terms and tehatsdre included in stating laws and
properties that enter into laws are allowed. Intuljivevhat one cannot do is to appeal to
terms that presuppose that you have already accounteteforing in a theory that purports
to account for meaning, as Fodor’s theory of content.dbles naturalism condition is in

many ways a demand on a theory not to be circular.

Satisfying the reduction/supervenience requirement can leelgogatisfying the requirement
that the theory should be stated in non-intentionalsemantical terms. Providing a
sufficient condition for intentionality that is $&@l without presupposing that what the theory
seeks to explain is tantamount to providing a reductipeisenience base for intentionality;
which is what accounts for all the features of intamility. Since there are no unexplained
features of intentionality that the reduction/supervereebase does not account for, the
conditions for supervenience is fulfilled. This conditisnmet if the supervenience base is
framed in non-intentional/non-semantic terms, andstipervenience base is indeed sufficient

for what supervenes on it.

1.4. Intuitions about Meaning

Fodor’s theory of content is a theory that aims taaant for meaning. So, one can ask: How
does one normally go about accounting for the meaningsrmis? What are our intuitions
about answers to questions of the type “what is the mgaofi X"? When asked to give an
explanation of the meaning of, say, the word “cat”, aseally tells a story about how cats
are small, cute animals that have a number of legs taitlaand ears that are sort of triangular
and.. etc. | think it is fairly intuitive that thesepgs of explanations explain in virtue of
exploiting the meaning relations between meaning bearimgesrguch as words or concepts.
The mind is often assumed to be holistic in the serseatltoncept means what it does in
virtue of its place in a network of other concepts, oaa&onstituent in beliefs and the beliefs
are individuated by their places in such networks. Fodansée think that this is the usual
view. He says that “... on both sides of the Englislai@tel, semantic holism is perhaps the
characteristic philosophical doctrine of our tinf€bdor, 1994, p. 6). There are many variants
of semantic holism, but all center around the idea thajiven mental object gets its
intentional/semantic status in virtue of its placeinetwork of other mental objects. Fodor

opposes this tradition and thinks that theories about costemild be atomistic. This is
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because he thinks that holism implies that one cageioéralize over intentional objects and
thus not have intentional laws (Fodor, 1994, p. 7). Wese# in a later chapter that there are

some difficulties with intentional atomism.

Let us assume that the word “cat” expresses the cor@Apt The similarities between
specifying the meaning of CAT and individuating CAT are strikang in much of the debate
this seems to taken to be the same. To individuate sargatbually implies saying what it is
that makes something unique, often by specifying something shatueé of only one
individual. Something is individuated if the characteristised to identify it yields one result,
i.e. the individual one wish to individuate. It is impoit to note that types, and not only
individuals, also can be individuated by this criterion,utito types and kinds often resist
individuation by definition. In the common-sense exampléh WCAT, we individuate the
concept by giving a sort of description or definition tivatuse to single out the concept from
all the other concepts. As we saw above, we can diy specifying CAT’s relation to other
concepts. There is a question whether theories thatidndte contents holistically can be
naturalistic in the sense we require, namely withoutleynpg intentional/semantical terms.
The worry is that one needs to specify the conteht®me beliefs to establish the relations
that determine the contents of the other beliefs.r&he also the worry that such a
specification of content will, if it is to be natuisdlc, imply an analytic/synthetic distinction
because one arguably needs stable, necessary relatioveebesome beliefs in order to
specify the rest. These relations will then congtitelations that are necessary in virtue of the
meanings of the contents, and that is tantamount togahiat some relations between
contents are true in virtue of meaning, i.e. being analltidaue. Philosophers who

sympathize with Quine will naturally resist such a cosicin.

We have so far reviewed some criteria for what Fodtis candition C. We have seen that
most importantly it must be stated without employintgmional/semantical terms. This is
because, to be naturalistic, it must supervene on sargetbin-intentional/non-semantic that
is sufficient for it. Fodor does not think he is obligedprovide a necessary condition for
representation, only a sufficient one (Fodor, 1990, p. B. natural question to ask is what

Fodor’s sufficient condition for representation is. ustnow turn to this question.
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1.5. Resemblance and Causation

We remember that Fodor calls the sufficient condifar representation for C. What kind of
non-semantic/non-intentional framework will satisi{? Fodor considers two: resemblance
and causation (1990, p. 33). It is important to rememberthat¢he relation to be constituted
by C is therepresentatiorrelation. It is the representation relation that serve as the main
constituent of the theory of meaning and intentionaligt Fodor proposes. This is important
because this relation in and of itself does not suffaeeiplaining higher order mental
phenomena such as thought or consciousness. Fodor arguest ajed view that
representation is to be accounted for in terms ofmbice, very convincingly | think. We
will review his arguments because the reasons why rdaeogbis inadequate tell us a lot

about what kind of relation representation is taken to be

Fodor first considers the proposal that representation bga accounted for in terms of
resemblance. The proposal is something like this: The ideahofrse is an idea of a horse
becausat in some way resembles a horse. Generally wesagirthat the idea of X manages to
be about Y (or mean Y) in virtue of its relation to Yhis is representation when the
representation relation is framed as a resemblanagorgl where resemblance presumably
amounts to having features in common. Fodor consideeg fwoblems with this proposal
(1990, p. 33-34), all of which seem to be fatal: (i) Ihat clear what it means to say that an
idea resembles what it is about. Resemblance seenesaiolit sharing properties, or having
properties that are in the same categories. TheHatptctures resemble the objects they are
of seems to suggest that not many properties need to bmaot all for something to
resemble something else. After all, a property like weggems to have no impact on how
pictures resemblance. On the other hand, a property likenegjeo shape seems to be
essential, at least in visual resemblance. The pothiaisit is hard to imagine what property
an idea should share with what it is about such tleatrdhbult is that they resemble. Weight
seems to be out of the question. Geometric shapet ip@lsonceivable, at least for simple
geometric shapes. It is conceivable that the idea duagle could be realized in a triangular
manner in the brain, but what about the idea “the biggase number”?

(i) Representation seems to be a non-symmetricatiorlaA sign represents a property
without the property representing the sign. “Tiger” seémbe about tigers, but tigers don’t

seem to be about “Tiger’s. Contrary to representatesemblance is a symmetrical relation,

15



i.e. if X resembles Y, then Y resembles X. Repres@maioes not have this feature so
resemblance cannot be representation. (iii) Represamtedin be singular, i.e. that a sign can
represent an individual object. Resemblance cannot captisrdetiture of representation
because individual objects resemble each other and ifmdsece is sufficient for
representation, a sign X that represents object Yirtne of X resembling Y, will also
represent Z if Z resembles Y. Again, this is a featateshared with representation. The sign
this tiger will represent a unique tiger. Since tigers resemble edlodr this tiger should
represent the other tigers too, but it doesn't (Fodl®80, p. 33-34). We can conclude that

resemblance does not seem to be sufficient for représenta

These arguments point to features of representationhwtmigst be shared by whatever

relation is to constitute representation. Causal clatare the obvious choice. Fodor says:

Causal relations are natural relationarifythingis. You might wonder whether resemblance is part of
the natural order (or, whether it's only, as it wanethe eye of the beholder). But to wonder that about
causation is to wonder whether thise natural order. (Fodor, 1990, p. 33)
Unlike resemblance which, as we saw, has problems beiagwédneed for representation,
causal relations seem to have the features needed shitwien representation. Also, in
determining what conditions a theory of intentionalitysinmeet to be considered naturalistic
we saw that being specifiable in non-semantic/non-imeat terms is paramount. Framing

condition C in terms of causal relations seems tsfgatiis condition.

We have so far discussed how to establish naturadisteria for a theory of meaning and
intentionality when we have understood naturalism asglbs&dmething similar to physicalism.
We have seen that it is the representation relatioichwis to constitute the relation between
the Mind and the World. It is the relation that is fhendation of intentionality, and the
relation that is to constitute the basis for a naigtraltheory of meaning. We have seen that
the representation relation needs to satisfy oneliion, namely to be specifiable in non-
intentional/non-semantic terms. This is to be dondréming it in terms of causal relations.
But how are causal relations supposed to be able to taetnsieaning and intentionality?
To make sense of this idea, Fodor turns to the infornmattbeories of meaning. Information,
as we will see in the next chapter, is a notion wigamaturalistic in the required sense, and a
notion that can be used to construct the represemtagiation. The theme for the next chapter

is the informational theory, and how information carthmught to constitute representation.
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2. Chapter Il:Information and Causation

In the previous chapter we tried to specify what featardgory of content needs to have in
order to qualify as a naturalistic theory. That the thebould be framed in terms that are not
themselves semantic or intentional we found to bduhdamental requirement. We saw that
there are reasons to believe that the requiremert thiea theory should make content
supervenient on, or reducible to, non-semantic/non-iteakifeatures of the world will be

fulfilled by framing the theory in non-semantic/noneintional vocabulary.

This chapter is about the information relation and how thin be exploited in a theory of
meaning such as Fodor’s. We will start by considering wieatvill take information to be.
This we will do by considering Dretske’s theory of inforioaf and how Fodor understands
it. We will address the issue of ceteris paribus laws, issue that is important in
understanding what types of generalizations we use tosxpr®rmation relations. We will
also see what relation information has to meaning,sante of the problems that arise when
one tries to construct the latter out of the fornhet us first review some challenges to the

way of doing semantics that we considered in the prebapter.

2.1. Holism

As we have seen, and as Fodor admits, there are otheaelppsao semantics more popular
than Fodor’s approach of informational semantics (1994, .pTl& chief alternative is the
view that is called semantic holism, which is implieddmnceptual-role theories of meaning
(Fodor, 1994, p. 6). Fodor defines semantic/intentiondisim’s characterizing feature like
this:

Nothing can exhibit any intentional properties unles®xhibits many intentional properties; the
metaphysically necessary conditions for a thing’s dpéim any intentional state include its being in
many other intentional states. (Fodor, 1990, p. 51).

It is important to note that, according to Fodor (1990, p.th&ye is no reason to believe that
something cannot be both holistic and physicalistid-@tor’s reservations about holism are
not motivated by naturalistic concerns. What Fodomwdais rather that having a holistic

theory of intentionality would preclude having a scientifitentional psychology. He also
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says that the philosophers who are semantic holists efté up being semantic eliminativists
(1994, p. 6), and that is obviously not an alternative for Fadw is a realist about the

intentional.

Why is holism a threat to intentional realism? WHadw holism makes it impossible to hold,
for Fodor, without giving up intentional realism? It sed¢h®, because of Quine’s argument
against the principled distinction between analytic andh&yic truths (For Fodor, at least,
this is what Quine argued (Fodor, 1990, p. 52)), any intertiond, if it is individuated by
reference to other intentional kinds, cannot be subdulne intentional laws, with the

consequence that there are no intentional laws. $hhat Fodor says:

One important way that psychological laws achieve géiherm by quantifying over all the organisms
that are in a specified mental stgal the organisms that believe that P, or intend @atr whatever).
But holism implies that very many intentional statesst be shared if any of them are. So the more
holistic the mind is, the more similar the mentaé$ of two organisms (or two time slices of the same
organism) have to be in order that the same psychologiwaldhould subsume them both. At the limit
of holism, two minds share any of their intentionalestatnly if they share all of them. And since, of
course, no two minds ever do share all of their intentistages, the more [holism] is true the more the
putative generalizations of intentional psychology fad facto, to generalize. (Fodor, 1990, p. 51-52)

It seems that Fodor thinks that holism, unless ysuras an analytic/synthetic distinction, is

subject to a slippery-slope type argument that showsfonatvo individuals to share an

intentional state, they are required to share akntbnal states. This is, of course,

unacceptable.

2.2. The Informational Theory

Of the theories that claim to be able to accountrieaning in non-intentional/non-semantic
terms, and are therefore naturalistic, informatiohabties are what are taken to be the best
option. | will start by sketching Dretske’s theory ofdarnhation. Once | have done this | will
consider what version of the informational theory ¢todses in formulating his theory. The
best known account of informational semantics is perhamsl Dretske’s account in
Knowledge and the Flow of Informati¢h981). Dretske wants to give an account that can
serve as a bridge between the cognitive sciences and arspignces on the one hand and
philosophy on the other. The way to do this is to speafynotion that is not
intentional/semantical and use that in stating a cmmdior content. This notion is, of course,

Information. In the preface to the book Dretske saysahout information:
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Once this distinction is clearly understood [betweennimgaand information], one is free to think
about information (though not meaning) as an objectiv@ncodity, something whose generation,
transmission, and reception do not require or in any gr@guppose interpretive processes. One is
therefore given a framework for understanding how meanarg evolve, how genuine cognitive
systems — those with the resources for interpretigigats, holding beliefs, and acquiring knowledge —
can develop out of lower-order, purely physical, infornrapoocessing mechanisms. The higher-level
accomplishments associated with intelligent life can therseen as manifestations of progressively
more efficient ways of handling and coding informatibfeaning, and the constellations of mental
attitudes that exhibit it, are manufactured products. TWwemwaterial is information. (Dretske: 1981: vii)

| think this exemplifies nicely what the project of natimiag the mind can consist of.
Though there are several theoretical alternativescanechoose from, where Dretske’s is but
one, this passage captures the ambition of the projeatvadmle, | think. In characterizing
information as “an objective commodity, something whgs®&eration, transmission, and
reception do not require or in any way presuppose interprgtoeesses,” he, says, in effect,
that information is the notion we need to naturalize rthied. So, we will henceforth take
information to be the notion that will satisfy thataralization requirement, or, in Fodor’s

terms: the notion in terms of which we will statendibion C.

The notion of information that Dretske employs is antt@ive notion, it is something that is
measured in bits (Dretske, 1981, p. 3). Systems that canffermational states, and signals
that convey information about what caused them, are pphslyical systems and signals. In
this sense, information is everywhere where therecaigsation and the effect carries
information about its cause. In what follows | willostly rely on Fodor’'s exposition of
Dretske’s position and what Fodor himself takes informrmatm be ina Theory of Content
(1990). Let us look at a classic example of an informatéation, namely the thermometer:
A thermometer is a device we use to measure ambienpetatore in a variety of
circumstances, e.g. when we want to find out if the r@mastooked properly, if it is hot
enough for swimming or if one should put gloves on whemgoiut for a walk, etc. The
thermometer serves this purpose in that it managesptegent the surrounding temperature
in a way we have found to be reliable. The relationst@gewploit in making thermometers is
the causal relationship between mercury and the surrauteimperature. Mercury, we have
discovered, expands in volume in a regular manner whesutrounding temperature goes
up, and lessens in volume when it goes down. In making la ecaa glass column that
contains mercury we can keep track of what the temperat¥e can know this because the

causal relationship between mercury and temperature ipartiaular kind.
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Fodor considers thermometers in (1990, p. 44). First, a tmeeter is a device that
represents one property of the ambient medium (meargyemistribution) with another
property of the mercury (volume). Both the ambient medand the mercury have other
properties that engage causally with each other and iots from an informational
perspective, given that it is these two properties tteata related, i.e., that the volume of the
mercury represents the temperature. That a thermonegteysents temperature is dependent
on other facts of the situation like that the vacuunthin tube that contains the mercury is
intact, and so on. Secondly, the thermometer acthigmway because it is a deviter
representing the temperature. Most thermometers do tb@aibe they were designed to do
this by a designer who had an intention of making tleembmeter do just that. However,
though thermometers need a designer to be such as toergpites temperature, the causal

relation the thermometer exploits needs no such designer

The point is this: even though a thermometer needs gresto enable the property V
represent the property T, what makes this representgtassible is the underlying
informational relationship between mercury and the ambigas. Dretske calls this
digitalization. He says: “The most specific piecardbrmation the signal carries (abajtis

the only piece of information it carries (ab@yutin digital form. All other information (about
) is coded in analog form.” (Dretske, 1981, p. 137). Digitdbzais the ability some systems
have of reducing information in a signal and representirg itformation as a relation
between singular properties. The simplest examplesigstem that can represent things as
being on or off. The light on the dashboards of carsrd@esent the oil-level is typically of
this kind (Dretske, 1981, p. 136). Though the physical systenedadnbine is a complex one
and the mechanism that is the route for the informaioout the oil level has many different
states each representing the amount of oil, the endigaanlamp that is either on or off. The
simple property of the lamp’s being off represents thmmex property of the engine as
having sufficient oil. The simple property of the lampé&ng on represents the corresponding

property of the engine’s not having enough oil.

Dretske introduces several of what he calls levelgtehtionality (Dretske, 1981, p. 172-
173).The semantic level is level three. There arather words, two levels of information
that are not semantical levels. It seems that Dratgkeduces these levels as an attempt to
say what characterizes the systems that are merfelyrmational systems, and those that are

truly cognitive, i.e., capable of entertaining beliefs. Tifeerence between the two seems to
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be that while informational systems cannot distinguishp@rttes that are nomically or
analytically, as he says, connected, cognitive system@ratske, 1981, p. 171-175). That is
to say that a signal that carries the informatiat this F when s is F logically implies that s is
G, also carries the information that s is G. The that s is G is “nested” in s’ being F.
Cognitive systems have the ability to distinguish therGs the Fs. An example may be that
someone might represent s as being triangular withquesenting s as trilateral, though
these properties are necessarily co-extensional. 3 hidaature of mentality which is hard for
informational theories to account for. The abilityrépresent things as more fine-grained than
things are in the world is one of the features for whitheary of this kind needs to account.

This is something we will consider below when we condiderrege cases.

2.3. Fodor’'s Account of Information and Symbols

Fodor does not explain exactly what he takes informdtihwe®ries to be. He assumes that a
theory of information that is naturalistic in the reqd sense can be given (Fodor, 1994, p.
4), so he doesn’'t worry much about the details, withetteeption of how Dretske deals with
the disjunction problem, which is the theme of thetrehapter. But first, let us see how
Fodor uses the information relation in his own theoryldfdakes this to be the basic idea of

Dretske’s:

“S-events (e.g., tokenings of symbols) express the propertyh@ gienheralization ‘Ps

cause Ss’ is counterfactual supportingrodor, 1990, p. 57)

This formulation is different from the way the infoational theory is formulated in several
important respects. First, instead of the relation @8ies information about P”, Fodor says
“S expresses the property P”. To say of a symbol thextpresses a property might be read as
introducing a semantic term. This is not what is happerilgpressing a property” is here
taken as a technical term replacing the “informatiterin used by Dretske. “Expressing a
property” is here read as wholly constituted by the cagmaéralization linking the property

and the sign.
This formulation is in essence an answer to the questibow information, something that is
not in and of itself digitalized, can link particular pesties with the particular representations

that express them. As we saw in the thermometerthéses difficult to do without assuming
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a designer. Assuming a designer is, of course, notoéevigotion in a naturalistic theory. This
definition is an attempt to give such an answer. Thelition is formulated as a conditional.
That means that ‘the generalization “Ps cause Ssjusterfactual supporting’ is a sufficient
condition for some S-event to express the propertyriéd, o say that a causal generalization
is counterfactual supporting is in essence to say thatptesses a law. Laws are the only
things that are counterfactual supporting in the sense waft@rehere. We can say that if
there is a law that Ps cause Ss, we have a nhomdlogliaaon that is sufficient for the symbol
S to express the property P. Let us turn to the nofiansymbol and try to understand what is

meant by that.

The term “symbol”, as it is normally used, covers dewiange of applications, from how it is
used in logic, to generally how words and sentences atéasae symbols. In daily life we
also encounter other types of symbols. In fact, symhmdsabundant in modern societies,
most we hardly notice consciously since their occugesso natural to us. Typical examples
are traffic signs, the use of the color red as a wgrnvarious drawings that depict what
situations we might get ourselves into if we are no¢fah e.g., an avalanche or the like. We
can also use the term when we say that Gandhi, for ggans a symbol of peace or
tolerance. In order not to be question-begging the deimaf the “expressing a property”-
relation cannot imply that only a certain type of 8s be symbols. This would be the case if
it turns out that only mental symbols are candidaiebéing Ss, for example. As it stands the
definition is wholly general and includes everything thah ¢e subsumed by causal
generalizations. As we will see later in chapter Adturalistically specify what constitutes
symbol-hood is not something Fodor does, and this poses shallenges for Fodor in

avoiding that his theory implies pan-semanticism.

Something that is interesting to us is that what S eggieis a property. This might not be
surprising, but it is not obvious that naturalistic accotiatge properties so readily available.
Causation is often something that is thought of adaéisa among particulars. This was, as
we saw, one of the virtues of the causal theory ofessmtation as opposed to the
resemblance theory of representation. But causatiamishis picture, a relation particulars
have to each other in virtue of what properties they instantThis is why we can have laws
that quantify over particulars, i.e., this is why paftacs are subsumed by laws. This is so
because particular properties are satisfiable by indetinibany particulars, and it is this non-

local or abstract feature of properties that enablesrgkzations to generalize in the first
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place. The ontological status of properties engendelsingxcuestions, but since we have
seen that Fodor assumes that laws and propertiesaeefumdamental than the individuals
that instantiate them, we will not consider theterain any detail here. Since the constituting
relation of content is stated as a law, let us novsiden what we take laws to be, in particular

ceteris paribus laws.

2.4. Ceteris Paribus Laws

Special science laws typically involve macro level proges. Science taken as a whole is a
pretty heterogeneous affair. The properties and lawtsfithae in the special sciences can
cover the same cases but give different predictiodsd#ferent explanations for phenomena
and in this sense be theoretically incompatible. For elgnipe phenomenon of global
urbanization might be explained very differently, andhpps even be given conflicting
explanations by economics and social science, respcti8pecial science laws are not
considered universal in the same sense that the laws sitplaye taken to be. Usually, this is
expressed by saying that special science lawsetezis paribudaws. What the best way of
understanding this qualification is is very much debated,tlagick is, as far as | know, no
consensus. It seems that the ceteris paribus condiipnesses that in some cases the
antecedent of the law can be satisfied and the congegotbe true, though this does not
mean that the law is false. Special science lawsraen important way domain specific.
Unlike physical laws, which apply whenever, and where,at/és assumed, special science
laws do not. There can be circumstances that the idavhahe law simply does not capture,

even though the antecedent of the law is satisfied.

One example, one we mentioned above, and one weomik dack to later, (Fodor, 1990, p.
155) can be the geological law that describes how therwweodes the riverbanks of a river. If
suddenly, and certainly by magical means, a layer of cidmaere to be placed on the whole
of the banks and bed of the river, the erosion wowdeéhough all the elements of the law’s

antecedent is satisfied.

Ceteris paribus laws are metaphysically unappealing singer¢peesent a softening of the
term ‘sufficient’. The antecedent of a true condiibrs considered to be sufficient for its
consequent, though in ceteris paribus laws this is natabe. Perhaps this can be accounted

for by an appeal to the internal consistency of theigpscience, and that when the ceteris
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paribus condition is violated the violation should cofmem without of the domain of the
special science in question. This is a complex wayagihg that ceteris paribus laws can be
cancelled by factors outside its domain. As we will seeghe quote below, they have
conditions that need to be satisfied for them to apptiiout exception. The problem with
such conditions is that it is very hard to know exaathat the conditions are, and when they

are satisfied. Fodor says this about ceteris paribus laws

On the one hand, it's intrinsic to a law being hedgeeginlp a ceteris paribus law] that it is
nomologically possible for its ceteris paribus condisimot to be satisfied. And, on the other hand, a
standard way to account for the failure of a cetenigopa condition is to point to the breakdown of an
intervening mechanism. Thus, meandering rivers erodedbtside banks ceteris paribus. But not when
the speed of the river is artificially controlled (nerBoulli effect); and not when the river is chemigall
pure (no suspended particles); and not when somebody has tailt on the outside bank (not enough
abrasion to overcome adhesion). In such cases, tedscetribus fails to be satisfidzbcausean
intervening mechanism fails to operate. By contrass, dtrategy is unavailable in the casaoibasic
laws; basic laws don't rely on mechanism of implemigoia so if they have exceptions that must [be]
because they're nondeterministic. (Fodor, 1990, p. 155)
Why is it important for Fodor to account for ceterisripas laws? The reason is this:
Psychological laws are special science laws ancefibver ceteris paribus laws. If ceteris
paribus laws cannot be accounted for properly there iga®on for supposing that they are
real laws, only generalizations awaiting reduction to phi$ages. For Fodor, who is a realist

about properties figuring in special science laws, thi®tsa good result.

We have considered the notion of information and seenesexamples of what kind of
relation it is a notion of, and that it satisfiee tondition for being naturalistic. We have also
seen that Fodor frames the information relation in $esfra symbol “expressing a property”.
The information relation is thus taken to be a retabetween a symbol and a property. This
relation takes the form of a law and is thus countarfdcsupporting. So, to sum up: the
naturalistic relation that is to constitute the repnéson-relation is the relation between
property and symbol in a causal law. Let us see how Rbdus this relation can reconstruct
meaning and consider some problems with this approach: inyartiwhat Fodor calls the
Frege cases. Fodor’s solution to the Frege cases istlsom we will not consider in detalil
because he solves the problem another way, one thatpendknt on, the one we are
considering here. But the Frege cases are generallyad sases a theory of meaning must

account for, so it is good to have reviewed them, | think.
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2.5. Information and Meaning

What is the relation between information and meaning?hate seen that Fodor constructs
the relation “expressing a property” from the informati@tation. As we shall see, the
“expressing a property” -relation is actually insufficiamtletermining the content of a mental
symbol. The reason for this is, as we mentioned abotieiexample of the triangular and the
trilateral, the fine-grainedness of the mental. What means is that contents and individual
mental states can be individuated more finely than thetsbjeat are in the extensions of the
predicates. This is what Fodor refers to as the Fragesq1994, p. 22). The Frege cases are a
series of difficulties that have to do with how pradées can be co-extensive but nevertheless
be non-synonymous. In accounting for meaning in natuatistms, one needs a naturalistic
criterion that manages to break the connection betwesse types of predicates. The problem
is inherent in what theoretical vocabulary one hadabla. Let’s look at an example, the pair

of predicates “triangular” and “trilateral’. They amecessarily co-extensive, we can assume.

The problem for the informational approach is that wentw@ equate meaning with
extension, by means of causation. We can say that iwhatsponsible for a predicate’s
meaning is the causal relationship between tokenings o$yhdol and the property the
predicate expresses. So, a particular dog is resporisibtekenings of the mental symbol

“dog” in virtue of being something that instantiates the pryprg-hood.

2.6. Frege Cases

There are, in particular, two main problems for natemealisemantics: The Frege cases, and
the Twin Earth cases. The Twin Earth cases we wilbgek to in a later chapter. Both cases
are familiar from the philosophy of language. A standaeh€&rcase (Fodor, 1994, p. 22) is
the case where someone might believe that the Mgstan is remote but fail to believe that
the Evening star is. But, “Morningstar” and “Evening Star” maenes for the same object, so
both names co-refer. If the meaning of a term is whd#étermined by its extension then
Morningstar and Evening Star should be synonymous, withdseltrthat the beliefs are
identical in meaning. The fact that this is not the ¢asehat needs to be accounted for. The
informational story is such that it aims to constiinet meaning of a predicate by reference to
its extension, where the extension is identified byt sufficient for causing tokens of the
predicate. The problem with both the Frege cases ariihreEarth cases is that this strategy

does not produce what we intuitively think of as the cornegainings of the terms. Thus it
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seems that individuating extensions is insufficientifolividuating meaning. This is evident
from the fact that “Morningstar” and “Evening star” meaffiedent things even though they
have the same extension. We will examine this probleme mlosely in the case with the frog
and the fly later. But let us first briefly considen axample which is intuitively more

problematic than the example with the Evening star amd/tbrningstar.

There are expressions which, though they differ in meaaireggnecessarily co-referring, or
co-extensional. “Triangular” and “Trilateral” is suchpair. This means that every possible
object one can predicate the one to, one can alsocptedhe other to. The problem is to
individuate the meanings naturalistically other than by iddiating the extensions, since we
have seen that this strategy fails. One approach cemdygpeal to the mental analogue of the
compositionality of natural languages. That is, in effextry to make an account about how
neither “trilateral” or “triangular”, though they hawbe same extensions, are primitive
expressions, i.e., they can be divided into their corapb parts, and when this is done it is
seen that the component parts do not have the samesiexig and hopefully that will
explain how their meaning differs. Fodor seems to tryessuth approach (see below). We
will not go into this strategy in detail but | thinkree variant of this approach can intuitively
seem promising, at least for these kinds of terms.pfbposal conforms to the intuition that
the reason the predicates differ in meaning is thaighdhey refer to the same geometric
object, they refer to different parts of that objeat] & is that that accounts for the difference
in meaning. When the “tri” component is removed it is irdiately seen that “lateral” and
“angular” are not co-extensive. This move is permitely if one introduces something like a
principled distinction between basic and non-basic petds. There is perhaps a case to be
made for that someone who has the concepts TRILATERAL TRIANGULAR in their
basic, primitive, non-composite versions, if this isrep®ssible, they will necessarily have
the same content on account of their extensions. Fxadar this about how he tries to solve

the problem posed by the Frege cases:

Propositional attitudes are relations between crestprepositions and modes of presentation. None of
the three is dispensable if a propositional attitude tsetspecified uniquely. That's because modes of
presentation are sentences (of Mentalese), and sentaedeslividuated not just by their propositional
content but also by their syntax. The identity of tlegintent does not make wanting to marry M the
same desire as wanting to marry J, any more thangyr@anymy makes “John is a bachelor” the same
sentencas “John is an unmarried man.” (Fodor 1994, p. 47-48)

26



The example Fodor is referring to in this paragraph isetkemple of Oedipus who by
accident married his mother (M). This happened becauskdheot know that Jocasta (J),
whom he did want to marry, was identical to his matiaddrom he didn’t want to marry. We
will not consider in detail this way of solving the Fregses, i.e. by appealing to the syntax
of mentalese sentences. The reason for this is thatdount for Fodor’s solution to this
problem will take us to far from his proposal for accountorgthe disjunction problem. The

problem we will focus on is the Twin Earth problem asse of the disjunction problem.

We have seen that for Fodor there are two main tgppsoblems, the Twin cases (which we
will discuss later) and the Frege cases. Fodor aatiesitthem as the two ways broad contents
and computational implementations might come unstucldid 994, p. 22). Broad content
is a type of externally individuated content, a typeaftent we will consider in general in
the discussion of the Twin Earth cases in chapter 5.cohemonalities between both these
types of problems are that they both arise out of theedink between content and extension.
Both Frege cases and Twin Earth cases loosen the ¢mmbetween content and extension,
for both exemplify how content and extension cometafgdre way we have been telling the
informational story, it is the equation of contenthmeéxtension, and extension with whatever
causes the sign that is the relation that constitbesS expresses P” relation. As we will see
in the next chapter when we consider what Fodor calls disjunction problem” it is the
equation of the extension of a predicate (sign) with vidhatfficient for causing it that is the

root of the problem for the informational theory.
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3. Chapter lll:The Disjunction Problem

As we have seen there are challenges for informaltisemantics. Fodor's way of expressing
the idea by substituting the informational relation wita thxpress the property” relation is
an interesting suggestion since this way of formulatingnatkes explicit the connection
between symbols and properties. We have seen thatdbiems arise from the restrictions
placed upon the theory from its commitment to natemgliand its attempt to construct
content from the causal relation between the sighvamat is sufficient for causing the sign.
The terms “meaning” and “content” will sometimes inawliollows be used to express the
same idea. The disjunction problem is a problem about ihfiwmational semantics can
account for error. Since informational theories sustha one we are considering are theories
of representation the problem of error translates be#mg the problem of allowing for
misrepresentation. This problem must be solved if Foglao iaccount for one of the main
intuitions we have about meaning, namely the intuitiat theaning is robust. This, as we
have mentioned, is the intuition that a term, or Syinimeans what it does regardless of what
caused its occurrence. In this chapter we will try tonfdate what exactly the disjunction
problem is and review some proposed solutions: Dretske'spopad and the
historical/teleological theory’s proposal. We will theee Fodor’'s arguments for why both
these proposals fail to solve the disjunction probl&tms will prepare us for Fodor’'s own

proposal which we will consider in the next chapter.

3.1. Misrepresentation

The disjunction problem is a problem inherent in causalimétional theories. Fodor

expresses it in the following way:

[Clausal theories have trouble distinguishing the contitior representatiorfrom the conditions for
truth. This trouble is intrinsic; the conditions that caukabties impose on representation are such that,
when they're satisfiednigepresentation cannot, by that very fact, occur. (FA8990, p. 34).

The problem arises from the relationship between predipadg@erty and the conditions for
when the predicate expresses the property. Fodor exprissadea by using the pair of
terms “representation” and “truth”. The representati@iation, as we have seen, is

constructed in terms of the predicate expressing the pyopedor’s idea of representation is
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that a mental representation is a tokening of a syatsign in a Language of Thought (LOT)
(1990, p. 16). A syntactic sign in the LOT is what Fodor thimkas what implements the S
in “S expresses the property P”, and the “expresses tpefy”’ relation is what constitutes
the representational relation. We will often in whalows call S a predicate, and the relation

as a predicate expressing a property.

Intuitively put, the disjunction problem arises from feature of informational theories that
says that the extension of a predicate is determinechby i sufficient for causing the token
of the predicate (sign). The predicate expresses @neha property that is the sufficient
cause of the predicate. In sum, we can say that dwicate means whatever is sufficient for
causing it. Let us look at an example. We are assumirichéhveng the concept, DOG, say,
involves having a symbol in a LOT that mealog), i.e. expresses the property dog-hood. The
guestion is: What determines the content of the megtabol? The informational theory's
answer is: the causal relation the sign has with whatsvsufficient for causing it. We are
supposing that in the mind we are imagining there is a toefinhe concept DOG. What
determines the content of this concept? It is the qguaaausal relationship with dogs. This is
to say that DOG expresses the property dog-hood becaud®ddgs a sufficient cause for
DOG. This is the informational explanation of how sommeghhas meaning. Now, this gives

rise to an obvious problem as we will see in what fadlow

It can be retorted to the informational theorist,efdh are surely other properties that are
sufficient for causing DOG tokens. What about cases avhee make mistakes?”
Misrepresentation happens when something other than what the extension of DOG
causes a DOG token. This happens when someone, for exaegdea wolf and mistakes it
for a dog due to the distance to the wolf. Or, whenesoma sees a sheep from far away and
mistakes it for a dog. Mistakes like these are commaba. groblem is that the representation
relation is supposed to be sufficient condition for meg. Why DOG means what it does is
explained by the nomological relation between token®Of5 and whatever causes it. It
seems obvious that equating the extension of DOG withewbr is sufficient for causing
DOG is not going to explain why DOG means dog, and not gomgeelse. As the example
shows, the property of being a wolf can be sufficiemtdausing DOG tokens. That means
that the informational theory implicates that wolegsl dogs are in the extension of DOG. So
we can express the extension of DOG as “dog or wolfabse both dogs and wolves are

sufficient for causing DOG. This is why the problem idlechthe disjunction problem,
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namely because the informational theory ascribes diBygnextensions to predicates that do
not have disjunctive extensions. The concept DOG doesean ogor wolf’, it just means

dog

Extensions can intuitively be thought of as setdoigs that satisfy a property. The extension
of, for example, the predicate “blue” is the set dftaé things that are blue, i.e. all the
particulars that instantiate the property blue. A thedmepresentation is required to account
for the meaning/content of the symbols that repreSém.concept DOG is about dogs, and
only about dogs, the thought “that is a dog” is true if aniy if the referent of “that” is a dog,
etc. The disjunction problem threatens to make thee@nDOG be about more than dogs,
namely anything that is sufficient for tokening the cqugcesay wolves. This is not the right
result for a theory of representation since it dodscoaform to the intuition we have been
calling the intuition of the robustness of meaning. tliins out that the informational theory
is unable to attribute the correct extensions to quiscand other things that represent, then it

must of course be rejected.

This is clearly an unacceptable situation. For examplere are perhaps infinitely many
properties that can be mistaken for a dog. This imphas DOG is concept with an open-
ended disjunctive extension, something that is cleantgngt So, how can error and
misrepresentation be accounted for? Before we turn tetske’s proposal and the
historical/teleological theory’s proposal, let us sémtithese two proposals have in common:

a distinction between what have been called typel itgoe Il situations.

3.2. Type | and Type Il Situations

The common strategy, though the actual proposals aredviéeyent, is this: It is to try to
show that the situations where the predicate in questiguires a disjunctive extension are
situations where the conditions for representationratemet (Fodor, 1990, p. 60). This
amounts to introducing a further condition for repred@mathan the ones we have
considered so far. The new condition needs, like the meealready have established, to be
naturalistic in the same sense. The strategy issaree, to show that when misrepresentation
occurs, something has ‘gone wrong’. In these situatioms,situations of misrepresentation,
the conditions for representation are not met, aat ékplains why it is anigepresentation,

or an error. As we have said, we want the theory towatt for what we have been calling,

30



following Fodor, the robustness of meaning. Robustnedseidelature of meaning that we

have taken to be the feature that enables a predicateatio what it doeand nothing else.

The basic idea in having two types of situations in whegresentation can occur is that one
can isolate the circumstances where the symbol qoifes to what is in its extension. In the
type | situation the sign both represents and means tipenpyat expresses. Everything has
gone right and the sign means what it should, i.gpti@s only to things in its extension. The
type Il situation is the type of situation where someghgoes wrong and the sign does not
mean the property it expresses. This way of putting itcsrsequence of what we have been
calling the equation of “expressing a property” and “beingigafit for causing”. The
disjunction problem is in a sense the problem of givingaswer to the question “when a
symbol is caused by many different causes, which of tbagses do the symbol express?”.
By appealing to the type l/type Il distinction one tries asthis question. For, in type |
situations the symbol always expresses the propertyywimdad is caused by. In type I
situations the sign is free to be caused by something ttharthe property it expresses.
Dretske proposes that the type | situation should be underss a learning situation. Let us

see what this proposal amounts to.

3.3. The Learning Situation

Dretske is aware of the disjunction problem and has gexpa solution to it (Fodor, 1990, p.
61). As we will see, his solution does not come withoablgms. Dretske’s solution involves
a principled distinction between the meaning-bestowigpge | situation, and the regular
situation with the possibility of misrepresentatiorpeyll situation. The type | situation he
identifies with what he calls the learning situation. Téarning situation is the situation
where the meaning of a term is learned, and in so dosgefiresentation relation is fixed in

a way that specifies the meaning of the term.

According to Fodor there are reasons for thinking Dra&tske’'s proposal is not satisfactory
(1990, p. 62-63). Suppose that a student has been taught what feegis by, we can
assume, being exposed to dogs in a way that secures ¢hatuttent makes the required
connection between the dog and the symbol “dog”. Thislsritat during the whole of the
training period the student has correctly applied the idod” to dogs, and only to dogs.

Does this allow us to infer that what the student mdansaying “dog” is not something
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disjunctive? No. He might still mean something dispive by it because of the fact that the
training period is finite, i.e. it is a period during whitte student is only exposed to a finite

number of things. Fodor expresses the problem like this:

“[...] it's the actual and counterfactualStokenings in training situations that fix the identity bét
property thatS expresses. Since it goes without saying that there ahwalys be indefinitely many
properties whose instantiations are not encountered infimity linguistic apprenticeship, there are
always indefinitely many disjunctive properties thattlainee’s use of “dog” could expresgnsonant
with all of his actual tokenings of “dog” being dog-occasichd&odor, 1990, p. 62)
The result is a dilemma which Fodor considers (1990, p. 629. following is how I
understand the dilemma. We have the actual S-tokeninger wahtrol in the learning
situation, so S-tokens are by assumption only tokendteofight properties, i.e. properties
that are in the extension of S. So we can safelynasshat, “dog” -tokens are only applied to
dogs by the student. The problem seems to be that we dassate that the student actually
meangdog and onlydog by his tokenings of “dog”. Fodor’s point is that the traingitgation,
being finite, cannot in principle guarantee that the studewer will apply the predicate of
something else. Why is this so? Since the relationshipdeet the symbol and the property
expressed is a nhomological one, it licenses the usewfterfactuals in the individuation of
the property we take the symbol to be expressing. Coantadis and subjunctive
conditionals are intuitively conditionals that sdmat if x were to be the case, then y would
follow. We will not discuss the nature of counterfatduather than observing that they are
different from ordinary conditionals in that they dam true in relation to other worlds than
the actual one. In this case we are interested inrtile of the conditional: ‘If the student
encounters a cat-on-a-dark-night in the learning situatianll cause a “dog” token.” This
can be true of the student even if he never encounteas-@n-a-dark-night. Since we are
assuming that all of the student’s actual “dog” tokeningslageoccasioned, we are assuming
we are in the learning situation. In employing counterfdstuwege will see that Dretske’s
proposal entails a dilemma that has the consequématehis proposal does not solve the
disjunction problem. Remember that a solution to tisgudction problem requires that one

allows for a symbol to be false.
Let us suppose that it is true that if a cat-on-a-darktnigagd been encountered during the

learning period it would have caused a “dog” tokening. That niansdog” tokens express

the propertydog or cat-on-a-dark-nighaind the “dog” -tokens when caused by a cat-on-a-
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dark-night both in and out of the training situation are tft@s is not the result we want,

because it leaves no room for applications of “dog” téalse, i.e. to misrepresent dogs.

What if we suppose that the aforementioned counterfactdalse, i.e. that the properntgt-
ona-dark-night would not cause “dog” tokens in the training situation? Therctimsequence
is that nothing other than dogs cause “dog” -tokens. Afteif aats-on-dark-nights could not
have caused “dog” -tokens the learning situation, there is no reason to suppadethiby
could haveoutsideof the learning situation. This can be generalized sudhnibthing but
dogs can cause “dog” —tokens, and all “dog” tokens are trueveAsemember from above,
this will not solve the problem. The problem is thatbmth alternatives “dog” tokens come
out true. Symbol tokens are always true if they areiegpdb something in their extensions.
When this extension is defined as what is sufficientctrsing the symbol the result is that
the symbol is always true of what causes it. This iegpthat they are never false, and thus
cannot misrepresent. One can try to appeal to the afactteals concerning what the teacher
would and would not have corrected, but that appealsetintbntions of the teacher, and is
inadmissible in a naturalistic context. So, we can aaielthat appealing to counterfactuals
won't help us in the learning situation case. This, | thiska fatal objection to Dretske’s

proposal. Let us turn to our other proposal: the tetgcdd/historical theory’s proposal.

3.4. The Teleological/Historical Theory’s Proposal

Fodor's argument against Dretske’s proposal shows that lagpéa learning situations is
unlikely to solve the problem, but it doesn’t show thatstiategy of appealing to type | and
type Il situations cannot be made to work. What is ne@&ladsituation that can establish the
meaning of symbol, in such a way that allows for faléens of the symbol, i.e. tokens that
are caused by properties they don't express. Fodor expielsaewe are after nicely when he

says:

() If it's a law thatPs causestokens in type one situations, th8meansP (and if P is disjunctive,
then so be it); (ii) not all situations in whiGgets tokened qualify as type one, so that tokerSstoht
happen irothersorts of situations are ipso facto free to be fqlsedor, 1990, p. 64)

We see from this formulation that the meaning-defininggsibn is the type | situation, where
it is a causal law that does the work of attaching tiabsy to the property. (It is worth noting
that not all disjunctive concepts are bad. Some conckpt®e, after all, disjunctive

extensions). The informational theory does not itsefitain the condition for distinguishing
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type | and type Il situations. This condition must tstex independently of the informational

theory.

What kind of condition may plausibly be one that sanve as defining type | situations? As
we observed above, the intuition we have concerningeprissentation is that when
something misrepresents, then something has gone wrokg, oa example, our belief
forming mechanisms. It is often supposed that when we fase beliefs there is an
explanation as to how we have gotten this belief itidtides a reference to something that
went wrong in the belief forming process. The guidingiiitn is the intuition that if the
belief forming mechanism worked properly then the belietil be true. Right and wrong
are, of course, normative notions, notions that arel tigeexpress how things should or
shouldn’t happen. Situations of type Il can be seehasituations that allow for things that,
in a sense, shouldn’t happen (where things go wrong). ltandrmative aspect be exploited

in defining a type | situation for representation?

There are several things about this intuition of somgthhaving gone wrong in
misrepresentation that | think is puzzling. Fodor quotessagoge of Stalnaker’s to illustrate

his point:

Where beliefs are false ... we also expect some explanfatidche deviation from the norm: either an
abnormality in the environment, as in optical illusiarsother kinds of misleading evidence, or an
abnormality in the internal belief-forming mechanisras, in wishful thinking or misremembering.
(Stalnaker, quoted in Fodor, 1990, p. 64)

Is it true that people typically excuse their falsedfelby saying something has gone wrong
in their belief forming mechanisms? It is plausildi¢hink, that some perceptual beliefs are
excusable in this manner, but people really do have falsfsabout many things that, at
least not obviously, are a result of something going wraddbat, for example, has gone
wrong in the belief-forming mechanisms of people whaebel there are polar bears in
Antarctica, or penguins at the North Pole? There arther polar bears in Antarctica nor
penguins at the North Pole, but what has gone wrong tiwithe who believe it? It is not
obvious that our brains are devices for making true lseligth necessity when the condition
that they are functioning as they should is satisfids with optical illusions, there is
presumably nothing wrong with the belief-forming mechanisina person who believes the

Muller-Lyer illusion is in fact a picture of two lineg differing lengths. This results in a false
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belief with, in my opinion, nothing having gone wrong. hththis debate is very interesting
but we will not pursue these questions in detail here. Thtorinal/teleological theory
assumes that the normative aspects of our biologatales can be exploited in constructing a

substantial notion of a type | situation by defining a sibmathat is Normal.

3.5.  Normal Conditions and Functions

On the teleological/historical approach type | situatiare called Normal situations (Fodor,
1990, p. 64). “Normal” is a notion that is supposed to capseneral things, first and

foremost condition that in a Normal situation nothtan go wrong. When the normative
notion of normality is intended it is usually signaledaygapital “N” (Fodor, 1990, p. 85).

Fodor says:

Normal ... is a normative notion, anue is a normative notion, so maybe it's not surprisinghé
former notion reconstructs the latter. ... Of cours¢hdf intentional circle is to be broken by appeal to
Normal situations for symbol tokenings, we had better have smh@alistic story to tell about what it
is for a situation to bdlormalin the relevant respect. What might such a story Id@®lRoughly, the
suggestion is thatlormality should somehow be cashed by appeal to (natural) teleaagy to some
more-or-less Darwinian/historical notion of biologicabchanismsloing what they were selected.for
(Fodor, 1990, p. 64)

Biological functions are functions that are typigahdividuated “Normally”. The Normal
function of the heart is to pump blood around the bodyrdégss of how many hearts in the
world actually perform this function. In Normal contexte can have a situation where only
one heart fulfills its function while all the rest dwmt. In a normal (with no capital “n”)
context this would not be true. Contexts that are abrm this way are often said to be
statistical in the sense that it would not be nortoalsay, go to the movies on a Saturday
night if only one person does it. By contrast, it doesmtter for a Normal function how
many of the individuals actually are performing the funttidormal is a normative notion,

not a statistical notion (Fodor, 1990, p. 85).

The concept of Normal conditions looks like they canvigl® us with the means we need to
provide a substantial difference between type | and tystuations, something we saw
Dretske’s proposal could not provide. Normal condititowk to be definable in biological
terms and biology is a natural science. This, we mayras, will satisfy the naturalistic
requirements. If what goes wrong can be specified veiipect to some biological function
that either functions inappropriately or functions in an emrment that is inappropriate, it

would seem we have a substantial notion between rightvaong, and thereby between type
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| and type Il situations. This is, in short, how thedédgical/historical theory aims to account

for error and misrepresentation. Let's see how Fekletches how all of this happens:

... an organism’s mental-state tokens get caused by, for exagnples that transpire in the organism’s
local environment. There are, of course, mechanismgieally neuronal ones — that mediate these
causal transactions. And these mechanisms have presugutbdes evolutionary history. There are

presumably the products of processes of selection, abit'implausible that what they were selected
for is precisely their role in mediating the tokening ofntaé states. So there are these cognitive
mechanisms, and there are these cognitive states; arfuhittion of the former is to produce instances
of the latter upon environmentally appropriate occasi@ior, 1990, p. 65)

We can say that we are talking about the World — Mind oglatn this case we are talking
about the Environment — Cognitive State relation as a tiygedNorld — Mind relation. This
relation, we are assuming, is typically mediated by echmnism. Intuitively this is our
sensory equipment such as eyes and ears etc. and muisvaformation processing systems
in the brain. The end of this line is a cognitive statd wintent, i.e. a thought that is about
the environmental state that caused it. The mediatindhamsims of this causal chain are
what we will call the Cognitive Mechanisms, and it ishmiespect to these we are talking

about functions. How does this help us with the type I/typéstinction?

We said that misrepresentation happens when things g@wfdhe situation is Normal then
things have gone as they should, and the representatiomebetween the Cognitive State
and the Environment is in place. In a Normal situation thoagmot go wrong. Things are
Normal when the cognitive mechanisms are functioning assiheuld and the environment is
such as the Cognitive Mechanism was “meant”, or “designedfutction in, i.e., the
appropriate environment. There are several places instiema where things might go
wrong: (i) The Cognitive Mechanisms might malfunctiom dhe Environment is right; (ii)
The Cognitive Mechanisms are functioning correctly, but Ene@ironment is wrong; (iii)
Both the Cognitive Mechanisms are functioning incorrectigl the Environment is wrong. If
(1), (i), or (iii) is true of a situation it is arb&lormal situation, i.e. situation of type Il, and the

content of the Cognitive State is free to be false.

This way of setting things up seems to constitute a substatifference between type | and
type Il situations while satisfying the conditions foruratism. If this is true it seems this

account can solve the disjunction problem. Before avesider a case to which we apply this
proposal let us first consider an example of whatake the notion of biological function to

be.
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The function of the cognitive mechanism and the environnaet clearly intimately
connected. Generally we can say that any biologicattion is closely connected to its
environment. To take a common example, consider the:. hedt us suppose that the heart’s
function is to produce some effect in the body, moreifipally to create and sustain a
certain type of pressure inside of the circulatorytesys i.e. to pump the blood around the
body. To individuate functions by the effects they pradisca common strategy. The classic
example being a doorstop, where anything and everything capgimecdaicing the effect of
keeping a door open qualifies as being a doorstop. Bi@bdienctions are perhaps
individuated by further criteria, but we are assuming thit the same in principle. So, let’s
suppose that the function of the heart is to create saisthin a certain pressure in the
circulatory system. This is the heart’'s Normal eff@d¢te heart is dependent on several factors
to perform this function. The two most important for wsehis that the heart itself must
perform what it in and of itself must do, i.e. to cootrsm some sort of sequence, and, the
environment in which the heart finds itself must be sudo @nnect the heart's movements
with the effect of creating and sustaining a certain yppressure. That environment most
typically is a body. The heart can stop functioninthé heart itself is not working right, or
the heart can function but in a body that does no&asusain appropriate environment. The
functioning of the heart is a good example of a biolddigaction. We are supposing in what
follows that the cognitive mechanisms are biologicatimamisms in the same way as the
heart. If this is right we can say that for typetuations, i.e. Normal situations, both what we
have been calling the cognitive mechanism and the envirdnmest work, and be of the

proper type for each other. Let us now consider the ekanfiphe fly and the frog.

3.6. The Fly and the Frog

There is a well known thought experiment often usedltstibte and argue for different
views in this debate, and that is the example of tharftl the frog (Fodor, 1990, p. 70-71). It
is an example used both by the advocates of teleabgolution to the disjunction problem,
and the ones who think that teleology will not solve plnoblem. As we will see, the problem
with the teleological solution, according to Fodorthat it doesn’'t manage to account for
what we earlier called the “fine-grainedness” of meaningrodlem which can be traced to
the problem of giving naturalistic conditions that weconstruct systems that individuate

content as finely as belief — and other intentionaitexts. It is in many ways a similar
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problem to the Frege cases we considered in chapter beBut we go into all of this let us
see how Fodor formulates the account he wants toizeiti€ his is his reconstruction of what

a historical/teleological answer to the question ofmregis:

[1f you say to an informational semanticasid “Please, how does meaning work?” you are likely to
get a song and dance about what happens when frogs stictotiggies out at flies. “There is,” so the
song goes, “a stateof the frog’s nervous system such that:Si¥ reliably caused by flies in Normal
circumstances; (iis is the Normal cause of an ecologically appropriate ditected response; (iii)
Evolution bestowed on frogs because (i) and (ii) are true of §"one might say, Normally resonates
to flies. And it is only because it Normally does sattiother Nature has bestowed it on the frog. And
it is only because Mother Nature has bestowed it ofrtigeonly because it Normally resonates to flies
that tokens of this statmeanfly even in those (abNormal) circumstances in which it is not flies bu
something else that to which the S-tokens are resonéfiador, 1990, p. 70)
When considering this paragraph it is important to bear mind that on the
historical/teleological view, the state S of the frogiervous system is functionally
individuated. Fodor has several arguments against this tfieamost important of which is
this: The functional individuation of the neurologicaltetahat (i) and (ii) is true of is
supposed to be sufficient for the individuation of thenaetic content of the state. This, in
turn, means not only that having beliefs has a Normaltifumcbut also having particular
beliefs has a Normal function. Fodor considers ampia of Millikan’s where the proper
(Normal) function of the desire to “win the local Dematec nomination for first selectman is
to bring it about that one wins the local Democratenination for first selectman” (Fodor,
1990, p. 67). It is by appealing to the function of the intevati state that one individuates the
content of the intentional state. Fodor argues agamstview, very persuasively, | think

(Fodor, 1990, p. 67). For example, Fodor says:

Stevenson wanted to win just as much as Eisenhower didhargfcumstances were equally Normal
for both. But Eisenhower won and Stevenson didn’t. éamnhal circumstances, not more than one of
them could have, what with elections being zero-sumega®o how could it be that, in virtue of a law
or other reliable mechanism, in Normal circumstareesybody wins whatever elections he wants to.
When the situation is Normal, the lion wants toaad the lamb wants not to be eaten. But. ... (Fodor,
1990, p. 67-68).
Millikan, as we have seen, proposes that intentioa&stcan be individuated by reference to
their proper functions (Fodor, 1990, p. 67). Fodor argues adghissHowever, it is important
to note that Fodor's main argument against the telemdbggolution to the disjunction
problem does not depend on assuming that the function® oftdntional states determine
their content. What, on the historical/teleologida¢dry, determines content is the Normal

function of the cognitive mechanism which realizesititentional state. Now that we have
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observed this let us see what the historical/teleolbgicgosal amounts to in the example

with the frog and the fly.

There is a mechanism that mediates the relation battheestate S in the frogs mind and the
environment the frog is in. Let us suppose the environmeloigal. The state S is about
flies, i.e. meandly, because it is reliably occasioned by flies. We supdusebecause when

the flies are in the right relation to the frog, fheg will try, and often succeed, to eat the fly.
This, we know, is good for the frog, because it helpdrhg to survive. And the reason the
mechanism is as it is, we can suppose, is because tifeanm@m is chosen by evolution to
perform just this mediating task between flies and Gubge the ingestion of flies is good for

the frog.

We can determine the content of the state becausemae® kvhat the function of the
mechanism is. This we have determined because we know exwdiitionary speaking, is
good for the frog. Eating flies is Normally good, so flyeeating mechanism is functioning
Normally when it mediates the relation between fll2sfnd the subsequent eating of the flies.
We can individuate the content of the state S becdatast consequent upon individuating
the function of the mediating mechanism. What makesrifesence from the function of the
mechanism to the content of the state possible is hiktorical/teleological theory’s
assumption that the function of the mechanism detemihreecontent of the intentional state.
So, the problem of determining content becomes, on theriba/teleological account, the

problem of determining function.

But does this show us that the function of the mechamssta make the frog catch flies?
Fodor argues that it does not (1990, p. 72). The problem isvttathappens in this example
is that one either assumes the content of the, stiadeinfers the function of the mechanism; or
one assumes what the mechanism is designed to do, arsl tiddecontent of the state it
produces. If one assumes that the function of the amsm is to get the frog to eat flies it
reasonably follows that the intentional state isudldies. And we know from biology that it

is the function of the mechanism to make the froglestt. {So, what is the problem?

For Fodor (1990, p. 72), the problem is that these tgpescounts do not take into account
the fact that we are in fact describing phenomena. dhget that this is only one description

we could give, and if we lose sight of the fact that ave on a descriptive level we may
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conclude that we have determined the content of S whelmawe not. This is illustrated by
the fact that we can tell this story in other terist us assume that in the frog’s Normal
environment all the flies are, say, little black dotsis]tl think, plausible that if you throw
something that has the appearance of a little black doanb of a frog, the frog will snap at
it. If this is right, and the function of the mechanigsnthat of mediating little black dot
sightings to the snap guiding mechanism, then we caalumm that the content of S can
equally well be taken to béttle black dot This is not the desired result for the

historical/teleological approach. Fodor says:

Notice that, just as there is a teleological explanaifonhy frogs should have fly detectors — assuming
that that is the right intentional description of wHegyt have — so too there is a teleological explanation
of why frogs should have little-ambient-black-thing detecter assuming thathat is the right
intentional description of what they have. The explamats thatin the environment in which the
mechanism Normally operata#l (or, most, or anyhow enough) of the little ambiglaick dots are flies.
So, in this environment, what ambient-black-dot detschormally detect (de re, as it were) is just
what fly detectors Normally detect (de dicto, as itayewiz., flies. (Fodor, 1990, p. 72)

A condition on the teleological theory is that tliaction of the mechanism should be the
reason why evolution has bestowed it upon the frog. €hlectional advantages that come
with the function of the mechanism are the reason Wwhlytganism has the mechanism. So,
what selectional advantage is the mechanism in quasisponsible for producing? We can
assume that the answer is the ingestion of fliesauserthat is the prime source of food for
the frog. The flies are part of the frog’s Normal enmm@nt and the ingestion of food

produces obvious selectional advantages.

This means that the condition on the theory requirasthe function should produce the right
effect. ingesting flies. Fodor saysD&arwin cares how many flies you eat, but not what
description you eat them under(1990, p. 73). The conclusion is that the
historical/teleological theory does not manage to p®va univocal description of the
function in question. This is critical for its ability fiscribe content to the intentional states of
the frog. When the theory assumes that the contetiteomental state is determined by the
function of the mechanism that produces it, the contérthe mental state is obviously
sensitive to the function of the mediating mechanMfhen the function of the mechanism is
indeterminate the consequence is that the content ahémal state is also indeterminate.
Mechanisms that detect black dots are equally effectiveelpiny the frog survive as
mechanisms that detect flies in environments where allblack dots are flies. We can

conclude from this that the indeterminacy of functicagdriptions results in indeterminacy of
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content ascriptions and thus that the historical/tetgodd theory does not solve the

disjunction problem.

| think this line of argument is persuasive and that it shthat the teleological theory cannot
distinguish between the hypothesis that the contenthefmental state S ily or the
hypothesis that it isambientblackdot The reason the argument works is that the
historical/teleological theory does not have availablecanmon way of individuating
functions, namely by using counterfactuals. The reasus i unavailable is that the
historical/teleological theory wants to cash funesicout in terms of selectional advantages.
For a Darwinian something can only be a selectionalrgdye if it is an actual advantage. On
the Darwinian picture, a mechanism cannot be selectethé advantages it would have
generatedf the environmenhad been different. The mechanisms of selection are thath
only actual advantages result in the survival of the aatdaliduals who have it. Fodor has
an example of a fish that lives deep in the ocean wihere is no light (1990, p. 76). This
fish has a certain color. Fodor claims, righthhink, that the reason that fish has that color,
the advantages the fish has in virtue of having that coomat be attributed to the
counterfactual situation that if the fish had lived ipaat of the ocean with much more light,
say, at the surface, then it would have had an advantagani®ns cannot, evolutionary
speaking, have properties that are accounted for by ne&ete the selectional advantages the
properties would have imbued in circumstances other thanh thbaorganism actually lives

in.

3.7. Counterfactuals and Functions

As we have seen, the option of appealing to counterfactuaetermining function is out of

the question for the historical/teleological theoryt B/hy are counterfactuals a good option?
What is it about counterfactuals that can solve thgitision problem? The answer is that
counterfactuals can split co-extensional terms (perhap all, but presumably enough). Let’s

see what Fodor says:

Let’'s askhowmuchintentional indeterminacy one would have to put up wittherteleological story. |
think that the right answer is that appeals to mechaofsselection won't decide betweegliably
equivalentcontent ascriptions; i.e., they won’t decide betwaey pair of equivalent content ascriptions
where the equivalence is counterfactual supporting. To puirttitee formal mode, the contextias
selected for representing things assRransparent to the substitution of predicatesbiglieoextensive
with F. A fortiori, it is transparent to the substitutiohpoedicatesiecessarilyincludingnomologically
necessarily) coextensive with In consequence, evolutionary theory offers us no conteatsare as
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intentional as ‘believes that. ..." If this is righhen it's a conclusive reason to doubt that appeals to
evolutionary teleology can reconstruct the intentionalftsnental states. (Fodor, 1990, p. 73)

Belief contexts, which are perhaps the paradigm ehimnal contexts, are what one usually
calls opaque contexts. This is a trademark feature aitwal, or of what we saw Dretske
calling “genuine cognitive systems”, earlier. As a typdhef Frege cases this is a recurring
problem for the informational theory. As we have sdba,informational theory has severe
problems accounting for how predicates like, say, “trigarjuand “trilateral’, can come

apart. We saw in the case with the fly and the frog ttmatinformational theory can only

distinguish between predicates that have differentnsidas. And it seems no extensional

context can split properties like triangularity ancaterality.

This is a challenge for all types of naturalistic seticanto show that there can be contents
that are as fine grained as those needed for making priopakiattitude ascriptions. The
conditions for meaning/content that the teleologicsidrical theory postulates are in this
regard not sufficient. They cannot distinguish betweenerstthat are reliably co-extensive
because the way the teleological/historical theory iddates content is by appealing to the
function of the state that produces the content.pFbblem with this, as we have seen, is that
individuating functions by way of appealing to selectionachanisms does not vyield
univocal functional ascriptions. If the function cantet determined the content cannot be
determined either. The reason for this is that selegtimechanism does not carve the world
finer than extensions. In environments where all litteckldots are flies and all flies are little

black dots all the individuals that satisfy the one predieall satisfy the other.

If one can appeal to counterfactuals, things change.c@meémagine a world in which none
of the little black dots are flies and flies are insti#e bright dots, say. If we imagine taking
some of our frogs from this world to the world just désd, we can assume, we would find
that the frogs snap at the little black dots but not the lright dots, i.e. the flies. Then we
can conclude that the content of the state of tlgeifbttle-black-dot, and nofly. This move,

though attractive, is not available for the teleolaffustorical theorist for the reasons we

considered above.
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3.8. Conclusion

This concludes the first part of this thesis. We stabyedonsidering naturalistic theories in
general and what is required of them. The informatidhabry was found to be the most
plausible one. This first part has mainly been concemigh the question of naturalization,
and partly with the questions concerning meaning. We havetisatthe informational theory
can serve as a base for a theory of representationhdiuit has severe problems. We have
focused on the disjunction problem and several propémalsow to solve it. We have seen

that both of them are inadequate.

Of the three main intuitions we mentioned on the dautsis part has only been concerned
with two of them: naturalization and robustness.h@ hext part, when we consider Fodor’s
own proposal for solving the disjunction problem, we vidtus more on the issue of
robustness and less on the issue of naturalization. hlee seen that much of the
naturalization problem is solved by having the informatidhabry as a base. We will also
address the third intuition, the intuition that meanmgoat everywhere, in the next part. | will

argue that Fodor does not sufficiently establish thathieisry conforms to this intuition.
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Part Il:

4. Chapter IV:Asymmetric Dependence

Let us start this part by summing up what we have concludeidrs We have seen that
teleological/historical solutions to the disjunctiorolplem fail. To solve the disjunction
problem the theory is required provide unique content agomgpto a mental state without
employing semantic/intentional terms. The historicE@lgical theory’s proposal manages
to not use semantic/intentional terms, but the mechamignmvhich the content is to be
individuated is, as we saw in the previous chapter, dependennigocal ascriptions of

function to the cognitive mechanism responsible for produthie mental state.

The problem of individuating content thus becomes the pmolole individuating function.
We saw that the historical/teleological theory cary @ppeal to actual selectional advantages
in doing this. A crucial consequence of this is that theohdstl/teleological approach
excludes appeals to counterfactuals in determining function.folows that the
teleological/historical theory cannot distinguish betwesiably co-extensional descriptions
in specifying function. This is because functions areviddated by the effects they produce,
and teleological/historical theories cannot distinglnstween effects that are equally good at
producing the right selectional results. Consequentlydasgription of a function that makes
the organism that possesses it fit with the seledticoastraints, specifically that the

organism survives, is a reasonable description of the &umcti

We remember this from the example with the frog andlyh& eleological/historical theories

could not distinguish between descriptions of the relewa@thanism that had the effect that
the frog ingested flies. We have assumed that the pugddbe mechanism is to enable the
frog to catch flies. But as we saw the frog eats asstmany flies when we describe the
function of the mechanism as making the frog ingese lithck dots. That is because little
black dots are reliably flies in the world the frog is@n the historical/teleological account
function determines content, so where the functionraéahanism is indeterminate it follows

that the content of the state is also indeterminaténese cases we are unable to distinguish

44



between content ascriptions where the contents @liably co-extensive in the frog’s

environment.

What, then, is the content if the frog’s mentalestaiVe know that different things are true of
flies and little black dots, and we do not treat themdamme. The question is if they are
different for the frog. Do the frogs treat them diffietly? There are reasons to suppose that
they don’t. Frogs will snap at things that look like flige. that look like little black dots),
that are not flies. In the context of informationamsetics where the information relation is
that of a reliable co-variation between cause andcieff@e say that the effect carries
information about what causes it. The effect in qoesis the frog’s snapping. The cause is
whatever is sufficient for causing the frog to snap, insdems that flies are only a subset of
everything that elicits snaps from the frog. Since tla@ecother things that elicit snaps, flies
cannot be the cause of the sngpa flies. They must be the causes of snaps qua something
else, i.e. little black dots. Counterfactuals can, inway, determine the content of the frog’s

mental state. But is this enough to solve the disjungiroblem generally?

Informational semantics’ proposal is that the cont#né mental state expresses whatever
property is responsible for causing it. “Horse” me&ansse because horses reliably cause
“horse”. This, as we saw earlier, generates disjunstijoroblems, specifically about error.
The teleological/historical solution to this problem asdistinguish between two types of
situations: Normal and abNormal situations where theasen that guaranties that what
causes the predicate (the content of the state)as wln the extension of the predicate. This
secures that the predicate is caused only by what itespiolj or is about. The teleologically
Normal situation for the frog is when the frog gets tgest flies. We saw that the
historical/teleological theory’s resources for speaiflythe content of a mental state are spent
by specifying the function of the mechanism that producessthte. | think that Fodor’'s
argument shows that the strategy of the historicaéiteyical theory does not provide the
right result. The right result would be specifying a uniqueteat to the frog’s mental state,
and the historical/teleological theory fails to providecls unique ascription of content
because it fails to uniquely specify the function of thechanism which is responsible for
producing the mental state. This we established in thaou® chapter. The main theme for
this chapter is to formulate Fodor's own proposed solutioth¢ disjunction problem. The

key intuition about meaning to be accounted for by his prodpsghe one we have been
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calling the robustness of meaning. As we will see, acanyfiir this intuition and solving the

disjunction problem are the “same undertaking” (Fodor, 1p91).

4.1. Robustness and Extensions

As an alternative to appealing to different types of siaat Fodor introduces what he calls
the asymmetric dependency condition (1990, p. 90). This iprbisosal for accounting for
the robustness of meaning. Robustness, as we havasseas,of the pre-theoretic intuitions
about meaning that any meaning theory must account forniMgas something that is

intuitively inherently robust. Fodor expresses whatake$ robustness to be like this:

In actual fact, “cow” tokens get causedah sorts of ways, and they all meatow for all of that.
Solving the disjunction problem and making clear howrat®l's meaning could be so insensitive to
variability in the causes of its tokenings are retillp ways of describing the same undertaking. If
there’s going to be a causal theory of content, therddias some way of picking osemantically
relevantcausal relations from all other kinds of causal retegithat the tokens of a symbol can enter
into. And we'd better not do this by implicitly denying romess — e.g., by idealizing to contexts of
etiological homogeneity. (Fodor, 1990, p. 91)

The most intuitive, and obvious example of the robustoésseaning is a case we have not
yet considered. It is, perhaps, clearest counter-eleatopnformational semantics in the form
we have been considering. The example has to do withthoughts relate to, on the one
hand, what causes them, and on the other, what tbegbaut. The feature of thoughts we are
after here is one that, prima facie, seems to bedas with the basic assumptions of
informational semantics. The informational theolgiros that the reason a predicate means
what it does is because it expresses the property whiotausally responsible for its
occurrence. When we think of examples concerning percephien intuitively seems
reasonable because it is intuitive that when we de@se and think “there’s a horse”, it is the
horse that is causally responsible for our thinking heaticular thought. But what about
cases where there are no horses and one is menakynthiabout old western movies, and
suddenly one finds oneself thinking about horses? These-thansghts are not occasioned by
horses at all. They are perhaps occasioned by cowbaogils but this is of course not a

requirement for being a horse-thought.

The crucial point is that we constantly think thoughtst thren’t caused by what they are
about. They are most often caused by other thoughtseHloosights can be occasioned by
almost anything, but horse-thoughts méanseregardless of what causes them. Fodor says:

. the meaning of a symbol is one of the things that all of its tokers ihasommon,
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however they happen to be caus€tb90, p. 90). And, this seems to be the case the other
way as well, namely that horses are not alwaysceifi for someone to think “horse”. This

is the other side of the error story we have beemdelMWWhen you mistake something for
something else, say a horse for a cow, and “horsa’nssrepresentation of cow, then cow is
not sufficient for the tokening of “cow”. So, robustsas the intuition that the meaning of a
predicate is distinct from what causes its tokenindouRtness is an absolute demand on this
kind of theory, and as we have described it here, ifhexe a meaning theory that doesn’t

make meaning robust it will not qualify as a meaning theory.

As we will see, Fodor's solution to the problem of robastis twofold. First, we can
observe that the problem is not a problem about thennabonal approach. Rather, it is a
problem about having to rely on a distinction between tymnd type Il —situations. The
problem, Fodor thinks, is caused by appealing to special tygiuation which is such that in
that situation a symbol cannot be caused by anything thaitisn the symbols extension.
This is equivalent to saying that there is a situationrgvlaesign is always true about what
causes it. In such a situation a symbol, say “dog”,i#f daused at all, is necessarily caused by
dogs and nothing else. It is this feature of the inforonati approach, a strategy we saw that
both Dretske and the historical/teleological approad tto use in solving the disjunction
problem that Fodor dispenses with. He does not dispense heitbasic framework of the

informational theory.

Second, he introduces his asymmetric dependency theoocoord for robustness. How is
this criterion to account for robustness? The asymomeéépendence condition should provide
a criterion for distinguishing the tokenings of predisdi@at are caused by something in the
predicate’s extension and those that are not. mportant to distinguish between two ways
we can talk about extensions on the naturalistic viElae first way is a term for what a
predicate applies to. This is the normal sense ofdhm.tThe term “dog” has dogs and only
dogs in its extension because dogs are what the ternesppliln this sense “the meaning of
a term” and “the extension of a term” is roughly equival8ine second way is a way of
determining the meaning of a term in an informationalphéy specifying a term’s sufficient
causes. The goal is, by employing only non-intentionals@mantic terms, to reconstruct a
symbol's extension by specifying the symbol's sufficieatises. This is, as | see it, the core
of the disjunction problem. What we called the firstwiaf extension is roughly equivalent to

the meaning of the term. The term “dog” has dogs and only ioigs extension because it
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meansdog One can solve the disjunction problem by naturalifyicgpecifying extensions

that capture this feature of meaning. The disjunctiomlpro is that informational theories
ascribe disjunctive extensions to terms that inteflyidon’t have disjunctive extensions; this,
of course, is a problem because the terms don't meaethong disjunctive. The solution to

the disjunction problem requires the theory to ascriseect extensions to terms like “dog”.

4.2. Asymmetric Dependence

As we have seen, Fodor’s solution to the disjunctiailem relies on finding an alternative
to relying on the distinction between the type | and typesltuation. His proposal is to
appeal to dependences among the causal generalizatiorgotigah symbol tokenings, in
hope of determining which causal generalization is treetbat is semantically relevant. But
before we get to that, let us see what asymmetric deper is. Intuitively, asymmetric
dependence is a dependence relation where the deperdtms@ot go both ways. Let us
suppose A is asymmetrically dependent on B. This meansftyou have A then you have
B, but not necessarily the other way around, i.e.eiams that you can have B without having
A. | suppose having a bike and riding a bike exemplify suchatioel You can have a bike
without riding it, but you cannot ride the bike without havihgrhere is obviously no bike
riding to be done where there are no bikes. But tharebe bikes where there is no bike
riding. So intuitively, riding bikes is asymmetrically depent on having bikes. One common
way of talking about asymmetric dependence is to talkuaiban terms of possible worlds.
On this reading we shall say that A is asymmetricadlgendent on B if the worlds in which
B is the case and A isn't, are closer to us than tbddwwhere A is and B isn’t. This is
obviously a very general condition that very many pairthimigs will satisfy. This definition

is intended to exemplify how asymmetric dependenciesdafmed in terms of possible
worlds. It is possible to operate with a more narrowpecas Fodor does when he restricts the

relevant dependencies to being dependencies among laws.

To conclude the example we can say that worlds wihere tare bikes but no bike riding are
closer to us than worlds where there are bike riding bdtikes. This latter world is arguably
an impossible one, but that is only to say that bikesnaoessary for bike riding. There is
some controversy about how to determine distance betwessible worlds, something we
will get back to when we discuss Paul Boghossian’s tibjex in chapter 6. The idea is that

all the false tokens of a symbol depend on there beingeaoken of a symbol, and that this
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relation can be exploited in solving the disjunctionbbean. We now have a basic grasp of
what asymmetric dependence is. Now, let us see how Fbiths that this condition can be
used to solve the disjunction problem without having te the same problems that Dretske

and the historical/teleological approach did.

This is what Fodor says, when he advances the idea ofnasyical dependence as a
preferable alternative to “idealizing to contexts of egpdal homogeneity” (1990, p. 91) —i.e.

postulating type | situations:

Here’s a first approximation to the proposal thatvbfa Cows cause “cow” tokens, and (let's suppose)
cats cause “cow” tokens. But “cow” meaosw and notcat or cow or catbecausehere being cat-
caused “cow” tokens depends on there being cow-caused “cow” tokens, biienather way around.
“Cow” means cow because, as | shall henceforth put it, noncow-causem’“dokens are
asymmetrically dependent upoow-caused “cow” tokens. “Cow” meansw becausédut that “cow”
tokens carry information about cows, they wouldn’t carry information ahoything.(Fodor, 1990, p.
91)
We remember from above that the first part of Foddmoty is to assume the framework of
the informational theory. We also remember that thises the form of reliable causal
conditionals that are counterfactual supporting and caeftive be regarded as laws (ceteris
paribus). We are assuming that when a cow causes a ‘t@keh it does so in virtue of
having the property cow, which is a causal property thattha causal power to produce
“cow” tokens. As we mentioned before, there are imitefiy many properties that has the
power to cause “cow” tokens. Every one of those propedsn be subsumed by a causal
generalization, i.e. a law with the property, X, oa #ntecedent side, and symbol “cow” on
the consequent side. This is a consequence of the tatistiracter of belief fixation
(Boghossian, 1991, p. 78), something we will review lateroFedroposal is thus that the
disjunction problem is no longer the problem of determimimt situation is the meaning
bestowing one, but rather which, of the indeterminatelginy laws is the meaning
determining one. This constitutes a radical break fronappEoaches we have considered so

far, i.e. Dretske’s proposal and the historical/telgmial theory’s proposal.

Fodor’s proposal is, in effect, to see which laws apeddent on each other. The main idea is
that if he can find one predicate governing law that allotiver laws asymmetrically depend
on then he has found the law that determines the meanthg pfedicate. This is achieved if
he can determine the law that, if broken breaks ali¢bt i.e. makes the predicate not caused

at all. We saw this in the example with the bike. Iftake away the bike, the consequence is
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that there is no bike riding to be done. If one remdkedike riding, one can still have a bike
and we can conclude that riding bikes is asymmetrically ridbgp®# on having bikes. But the
bike example does not exemplify what asymmetric depeedamounts to in the context of
semantics. First of all, bike riding doesnieanbike in any meaningful sense of the word and

neither is bike riding any kind of causal consequence of bikes.

In the next chapter, chapter 5, we will see how Fotlgr,employing the asymmetric
dependency condition, aims to account for the robustoeseaning. The rest of this chapter
is devoted to considering how Fodor aims to account Herdther main intuition about
meaning mentioned in the introduction of the thesis, naihel intuition that meaning is not
everywhere, or ubiquitous as Fodor sometimes puts it (199B)pThe way of accounting
for this intuition is to show that the theory does antail what is known as pan-semanticism,
which just is the implication that meaning is everywh&ve. will consider Fodor’s account of
pan-semanticism, and | will argue that there are reafrthinking that it is not satisfactory.
| will not try to show that Fodor’s view implies paemanticism, only that he does not show

that pan-semanticism does not follow from his views.

4.3. Pan-Semanticism

There are, as we have observed, two important intgitiamch a theory of meaning needs to
account for, both of which, if not accounted for, implteat the theory is not successful as a
theory of meaning. The robustness of meaning is one af.tAetheory of meaning which
doesn't make meaning robust is not satisfactory as a ngedmeory. The other important
intuition is that not everything has meaning. Pre-the@kyiave think that there are only a
few things that have meaning. Words, sentences and thoaghtsommon examples. A
theory of meaning that has the implication that everythiag meaning is not only
unsatisfactory as a theory of meaning, the implicatimaunts to a reductio of the theory. The

failure to account for one or both of the main intuis@mounts to a reductio of the theory.

In this section | want to argue that Fodor does navioeingly argue that his theory does not
imply pan-semanticism. The reason for this is thaddes not account for his assumption that
only symbols are candidates for having meaning. Pan-saisamtis a big worry for all
information based accounts of meaning since informatignjuist as meaning is not,

everywhere. Since information is everywhere thereaissality and meaning is constructed
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from information the theory threatens to imply tmaganing is everywhere as well. This
would be a catastrophic result for a meaning theory. Fodprea that his theory does not
have this consequence (1990, p. 92). | argue that his argumest mid succeed in

establishing this conclusion.

Fodor observes (1990, p. 93) that pan-semanticism is serieitilie fact that the information
relation is transitive. If A» B and B— C then C carries information about A. Fodor uses the
example with smoke and fire. If we take “smoke” to meamoke and smoke means fire, then
presumably “smoke” means fire. But, “smoke” doesn’t meam dnd consequently the theory
has yielded the wrong result and implies pan-semantic¢igw. is this problem to be solved?
Fodor’s solution is to appeal to asymmetric dependence to destideen the laws ‘smoke

“smoke™, and ‘fire - “smoke™. If we do this we see that “smoke” does notamdire

because the law ‘fire> “smoke™ is asymmetrically dependent on the ‘smekeé'smoke™
law. This means that the worlds where smoke causesk&iriokens without fire causing
“smoke” tokens are closer than the worlds where finesea “smoke” tokens and smoke

doesn't.

Fodor frames this by specifying which information relatidepend on which. In his version

of this argument (1990, p. 93) there are not only two such iafoom relations, but three.

The ‘smoke— “smoke™ relation, ‘the fire— “smoke™ relation and the ‘fire> smoke’

relation. Let’'s see what he says.

“Smoke” tokens carry information about fire (when thegaused by smoke that's caused by fire). But
they don'tmeanfire because their dependence on fire is asymmeyridapjendent on their dependence
on smoke. Break thfire — smokeconnection, and themoke- “smoke” connection remains intact; our
using “smoke” in situations where there’s fire doesnjpesiel on smoke’s carrying information about
fire. But break thesmoke— “smoke” connection and théire — “smoke” connection goes too; our
using “smoke” in situations where there’s fire does ddpam “smoke™s carrying information about
smoke. (Fodor, 1990, p. 93)
This argument, as far as | can see, establishes shatké” does not mean fire. However, |
will argue that this does not establish that Fodor’'s mwsioes not imply pan-semanticism.
As this argument stands it is assumed that amyns of a particular kind can carry
information in the way that can be the basis foamigg. | think that there are two ways of
reading this quote, two ways that the argument can bepneted. I'm inclined to read the
‘fire — smoke’ connection, i.e. where there are no invertedntas around smoke as in the

rest of the quote, as a typographical error and thantrested commas were intended to be
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there. This is what | will be calling the non-literaayof reading the quote. The literal way of
reading the quote is to read it as it is written. Timeeited commas are, of course, what
signals that the word within is a symbol that standss@@nething. But the assumption that
there are only symbols of this kind that can enter méaning relations is an assumption that
is in need of an argument. This is something Fodor doeprogide. That certain kinds of

things, namely symbols, are the only things that cardstamimeaning-relations with other

things is what the argument is supposed to show, not wistsipposed to assume. The
worry that needs to be dispelled if Fodor is to establiah pan-semanticism does not follow
from his theory is not the worry that “smoke” meang.fiwhat he needs to show is that

smoke doesn’'t medire.

The asymmetric dependence condition is supposed to detetmireontent of a symbol. It
does so by distinguishing between all the different lalwed tlescribe the causing of the
symbol, and, by determining which of the laws all theethdepend upon but which itself
does not depend upon any other. The point | want to makeihéhnat it is assumed that all
the laws we are talking about are laws that are syrohosing laws, i.e. that they have a
predicate X that is framed by inverted commas as theeqoesice. This means that all that
the asymmetric dependence condition applies to are syoalbsing laws, or, equivalently,
laws that govern the tokenings of symbols. But to estalthat the theory doesn’t imply pan-
semanticism Fodor simply cannot assume this. Pan-$@manis a terrible implication of a
theory for many reasons, but chiefly this: that smoke, djaading in a reliable co-variance
with fire, comes out ameaningfire, is nonsensical, and unbelievable. An absurd conseque
of pan-semanticism and the disjunction problem may jpsriaégso be that smoke does, in a
sense, mean not only fire, but also smoke-machine in atheymakes smoke disjunctive.
This way of saying it makes clear the absurdity of tiselltehat smoke, in and of itself, has a
meaning. What would it be for smoke to, for example, hawvexéension, be it disjunctive or

otherwise?

Let us see what happens if we try to use Fodor’s theoegources and construct an argument
that shows that pan-semanticism doesn’t follow fronthe®ry. We will consider how Fodor
treats the cases of inter-level relations and cacisains ina Theory of Conten1990).
Especially the causal chain case, | argue, has singtaxitith the pan-semanticism case that

we can exploit in constructing the argument. It is inbgiat to note that this argument assumes

52



that one cannot independently account for a substamb@nof symbol which dissolves the

pan-semanticism worry. | assume that Fodor has notgsessuch an account.

This problem arises from the informational theory'somstruction of “meanshat” from
“carriesinformationabout” (Fodor, 1990, p. 92). As Fodor puts it: “Informati®mbiquitous
but not robust; meaning is robust but not ubiquitous.” (1990, p.ERjor’s solution is a
solution to the disjunction problem for tlsgmbol“smoke” when it is indeterminate if the
symbol means fire or smoke because of the transiitera@ of the information relation. It is
not necessarily a solution to why smoke, in and offi(séhatever that may mean), does not
meanfire. After all, smoke stands in an information-bearingti@feship with fire much in the
same way as mercury stands in an information-beariagjae to the surrounding ambient
temperature, as we saw in the example with the thaeter. To solve the problem in the way
that Fodor does is, in effect, to say that only damerkind of information bearing relations
qualify as symbol relations, and for those the probldrmpam-semanticism never arises. |
argue that what is doing all the work in this argumeiat $sibstantive notion of symbol-hood

which is not accounted for, only assumed.

The reason asymmetric dependence can be thought not to lie ablee this problem is the
fact that the only available dependencies it can distinchesween are the ones with the same
consequent. That is, they can only distinguish betweertdused “smoke” tokens and smoke
caused “smoke” tokens. In both causes the relevant laves ‘sanoke” as the consequent.
These laws cannot, in the relevant sense, be dependertaws that have different
consequents. After all, the problem the asymmetric deperdeslation is intended to solve
seems to be how one and the same sign seem to hagehan one meaning, not how several
different signs have several different meanings. Thezeit doesn’'t seem that the relevant
dependencies can include the fire causing smoke law. Samadtatates Fodor’s appeal to the
asymmetric dependence relation in this case, when iteiar dhat the pan-semanticism
implication cannot be dealt with by the asymmetric depeceleelation, understood as a
relation among laws with the same consequents? Le&swhat Fodor says about some

similar cases, namely the cases about inter levatioak and causal chains.
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4.4. Inter-Level Relations and Causal Chains

The result Fodor needs in these cases is to showdhataf them exhibit robustness. Since
they are, as we will see, cases of asymmetric dependerixerucial that they are of the
wrong type to produce robustness. Cases where thereegtganisms that implement macro
laws are typical cases of this kind. This is a typfeature of special science laws and part of
the reason why special science laws have to be qdabffehaving ceteris paribus clauses.
The point here is that the macro law is asymmetyicalependent on the micro
(implementing) mechanism. This example is from Fodor (189017). Let’'s assume that the
macro law in question is A D, and the micro level mechanism is described by theBla>

C. A - D is depends asymmetrically on-B C iff you can break the A> D connection
without breaking the B> C connection, but not the other way around. This is éke d B—

C is necessary but not sufficient for-AD.

We are assuming that both these conditionals exprassak laws. Causal laws express
informational relations, so the informational part loé tstory is accounted for. The relation
between the laws is one of asymmetric dependence, tisiognethat should result in
establishing not only information, but meaning, i.e. esthlrlg that OneansB, because that
is the law that the other laws are dependent upon. Thigupse, is not a tolerable result for

Fodor. He solves this problem by saying this:

The point of appeals to asymmetric dependence in theoriesnéént is to show how tokens of the
same type could have heterogeneous causes compatibléeifthlt meaning the same thing; i.e., it's
to show how robustness is possible. Correspondingdysiffficient condition for content is going to be
fashioned in terms of asymmetric dependence, it musttadviie dependence of one causal déoout
“X" tokens upon another causal laabout “X” tokens.But the sort of asymmetric dependencies that
interlevel cases generate don’t meet this condition.t\leahave in these cases is a law that governs
the tokening of one thing (Ds in the example) that's depenole a law that governs the tokening of
some other thing (Cs in the example). This sort of asgtric dependence doesn’t produce robustness,
so it's not semantically relevant. (Fodor, 1990, p. 117)
As we mentioned above there is a restriction onhkery that only dependencies that have
the same type of symbol as consequents are potentiallstyodind hence constitutive for
meaning. He says.." if a sufficient condition for content is going to fashioned in terms of
asymmetric dependence, it must advert to the dependenoe chusal laabout “X” tokens
upon another causal laabout “X” tokens” (Fodor, 1990, p. 117). This seems to have the
consequence that if we consider the problem of pan-searisamtive see that the dependencies
that could have solved the problem are disqualified by asgmgthese considerations, |

claim, seem to imply that appealing to asymmetric depemeeigannot account for the pan-
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semanticism case. This disqualifies Fodor’s solutiomeifread the above quote in a way that
makes the consequents the same, i.e. the non-litasalWhen we do so, we see that Fodor
does not solve the right problem, i.e. the pan-sewianti problem, but a problem about
robustness. If we read him literally in the quote, so that appeals to asymmetric
dependencies between laws that do not have the sanseqo@mts, he breaks his own
criterion for robustness, as quoted above. Let us fs€éedor can still account for pan-

semanticism by using what he says about inter levelarfatind causal chains.

If we read the Fodor quote describing how he deals witlppdhnesemanticism worry literally,
we see that the case is very similar to the calsahacase quoted below. Fodor’s solution to
the pan-semanticism case looks, on the literal rgatbhnbe an instance of a causal chain
where the different parts of the chain depend asymméeyrimaleach other. The literal way of
reading Fodor’'s solution to the pan-semanticism problsmeading the fire= smoke
connection as being asymmetrically dependent on the smdlseoke” connection. Let us
for the moment ignore that this disqualifies it frontgudially being robust. This, due to the
transitivity of the information relation, can be restructed as a causal chain such as B

— C where A is fire, B is smoke and C is “smoke”. Wmeeber from the pan-semanticism
case that the answer Fodor needs for his theory notly pan-semanticism is that C means
B, and not A because the A C connection is asymmetrically dependent on the B

connection. So, it is, I think, surprising to see whasdyes about the causal chain case:

Suppose thats (quaAs) causeBs (quaBs), andBs (quaBs) causeCs (quaCs), and assume thAs are
sufficient but not necessary for tBse. Then the lavA — Cis asymmetrically dependent on the IBw»

C. Why doesn't it follow thaCs mearB? Answer Because, although the causal chain make# theC
connection asymmetrically depend ®e> C connection, the dependenceGs onBs that it engenders

is not ipso facto robust, and content requires not justatadependence but robustness too. The
dependence dfs onBsis robust only if there are non-8ausedCs. But the causal chah— B — C,
engenders an asymmetric dependence in whiththe A-caused Cs are also B-causetb the
asymmetric dependence Af— C on B — C doesn’t satisfy the conditions on robustness; so tiots
semantically relevant. (Fodor, 1990, p. 118)

| claim that on the literal reading of Fodor’s treattnef the pan-semanticism case what he
says constitutes a case similar to the causal chaa. déodor’'s argument in the pan-

semanticism case purports to show that “smoke” meankesraad that smoke does not mean
fire. This is the right result for dispelling pan-semeistn. However, in the causal chain case,

Fodor’'s account, which | argue is analogous to the litexatling of the pan-semanticism

case, does not produce the right result, namely tlf&gnake”) means B (smoke). He denies

55



that C means B. If what | claim is right and the argate are analogous then Fodor seems to

provide contradicting results.

Are the cases only superficially alike, or is thereaatual structural likeness? Several things
are alike. Both cases exhibit, at least on the litexatling, a causal chain where the whole is
dependent on the part in a way that makes the dependgmmatrical. As we have seen this
apparently is not sufficient for meaning. There is anotleguirement, namely that the
dependence should produce robustness. This provides us witheacate as to how to
understand asymmetric dependence. Consider the sent€heedependence of Cs on Bs
robust only if there are non-Baused Cs.” (Fodor, 1990, p. 118). This seems to say that fo
to be robust, i.e. meaningful, none of the causes atatsufficient for causing C can be

necessary. In the causal chain case we see thatedBessary for C, by assumption.

If we insert the pan-semanticism case into the catlssih case above we get that fire (qua
fire (A)) causes smoke (qua smoke (B)), and smoke (qua s(B)keauses “smoke” (qua
“smoke” (C)). And, we can assume that fire (A) isfisignt but not necessary for smoke (B).
Why, then, do the two cases come out differently? It sabat to make the latter case come
out right one needs to assume tBatare necessary f@s. That is the only way to guarantee
that Cs are not robust. Fodor does not assume this in thesgraanticism case where
“smoke” is free to be caused by other things than smoke,oae gets the asymmetric
dependencies between the right kinds of laws, i.es ltdvat aren’t apart of chains, and
“smoke” means smoke. When we set up the case this wagembat by assuming thBs are
necessary foCs we can get the right result: that C does not meahhBugh we will not
pursue the matter here | think there is a possibility mtein talking about ceteris paribus
laws that one can challenge Fodor’'s assumption thaten level cases tHgs will always be

necessary and thereby try to show that inter levedscean produce robustness.

4.5. Conclusion

We have seen that the condition for robustness as wWhen appealing to asymmetric
dependences among laws those laws must have the saregueams. We saw that there are
two ways of reading Fodor’s treatment of the pan-sewianticase, one literal and one non-
literal. On the non-literal reading where we readgamgraph as satisfying the condition for

robustness we see that Fodor does not account for theepaamticism case in a satisfactory
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manner. Instead he assumes a substantive notion dbsynmod which does all the work of
dispelling the pan-semanticism worry. This substantigion of symbol-hood is not
accounted for naturalistically, and is therefore, | ayguo¢ available for Fodor in dispelling

the pan-semanticism worry.

On the literal reading of Fodor’s treatment we saw th# structurally similar to the way
Fodor accounts for inter level relations and causalnshaBy exploiting the similarity
between the pan-semanticism case and the causal case | argued that Fodor risks
contradicting himself. Fodor can avoid the contradictignassuming that “smoke” has no
necessary sufficient cause, something which is plaudidenclude that the literal line of
argument can account for the pan-semanticism worryatoaitcost | do not think Fodor could
accept. His options are, as | see it, to provide arpewident account of a substantive notion
of symbol-hood that explains how it is possible to rémdgan-semanticism case in what we
have been calling the non-literal way. The prospeatdHis, | think, are challenging. The
other option (the literal argument) is to loosen tomdition for robustness, i.e. to allow
semantically relevant asymmetric dependencies betwaees that do not have the same
consequents. This is to allow what we have been cdhimdjteral reading of the paragraph. If
this is purchased at the cost of accounting for robustmdssh it appears to be, it is surely
not an option for Fodor.. This concludes this chaptethé next chapter we will continue to
investigate if Fodor’s theory can account for robustigsseeing whether it accounts for the

Twin Earth cases.
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5. Chapter VTwin Earth

In the last chapter we saw Fodor’s proposal for dealitig thve pan-semanticism worry and |
argued that it is not satisfactory. Now we will looksatme of the other challenges to Fodor’s
proposed solution to the disjunction problem, particuléne ones that have to do with the
modal aspects of the theory. Since Fodor does not thoklyhof speaking in terms of
possible worlds we will not take him as fully committedsuch views (Fodor, 1990, p. 95).
But, since it is the way he formulates the theorg, ias not obvious what other way it can be
formulated, there is some commitment to analyzing etdém of the theory in terms of
possible worlds. We will also see that Fodor is cottadito a form of verificationism. This is
important in that it introduces an epistemological as@ad thus a break with the purely
metaphysical considerations up until now. We will alse that the verificationism is closely
connected with the way Fodor accounts for the conteinksnd terms. This has important
implications for another view Fodor holds, namehemtonal atomism. Intentional atomism
is the view that it is possible for systems to hawngle intentional state. | will argue that
though this might be possible, Fodor’'s account excludepdhsibility of this state having a

content that is the same as the content of a kimal 8/hat this amounts to we will see below.

The main concern in this chapter is that the infornrmati@pproaches to semantics, being a
species of what is called content externalism, nedxktable to account for what normally are
referred to as Twin Earth cases, or problems. Ther@aamerous variants of the Twin Earth
cases, but all involve reference to worlds that ardasirto ours but different in some crucial
aspect. The standard (Fodor, 1994, p. 22-26) example owesrnaniPand is usually taken to
be an argument for content externalism, i.e. the Y@t content does not supervene only on
aspects internal to the organism that is in the sthtshave content. Content externalism
claims that content does not supervene merely on teeal states of the organism, rather,
content supervenes on the internal states of the ongaoliss states external to the organism.
The view opposing content externalism is content iatlesm. This view is that content does
in fact supervene only on internal facts about the iddal having the state with content.
Some forms of the latter view imply holism about emf but this is a consequence only of
one holds that there is no analytic/synthetic distim, something Fodor does. We will not

discuss this debate in what follows. Let us see wisastdndard Twin Earth case is.
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5.1. Standard Case

Putnam’s classic argument for content externalismbeaformulated like this (Fodor, 1990,
p. 114-115): Assume a world that is physically exactly bke world, with one exception.
Instead of the chemical substancgiHwhich we have in abundance in our world, there is the
equally abundant substance XYZ. XYZ, though having a radidéfigrent chemical makeup
than HO, shares all of the macro properties gOHi.e. it tastes the same, you can use it to
cook, fish live in it, etc. In other words, the world we aissuming is a perfect copy of our
own except that all the 4 in our world is replaced with XYZ. Now, assume we make
perfect clone of some individual from our world and put mnthe Twin world. The clone is

a perfect copy and is internally identical to the owdi We are, of course, ignoring the

problems raised by the fact that the human body caraigjely of HO.

The two individuals are, by assumption, identical, iniclgdheir internal mental states. The
guestion is whether this fact implies that the conténbeir mental states are also identical. Is
the fact that their internal states are identicabghao secure that the contents of their mental
states are identical? When they use the word “watetdlkoabout the substance before them
that is wet, that they use to cook, that fish live io,ethey are not talking about the same
stuff. What they are referring to are by assumptionersffit substances. So, do “water” -
tokens, either in their brains or when they talk, mds@same thing or have the same content?
Fodor, and all other externalists, think no. “Water” ngetwo different things in the different
worlds because they refer to different substances éeeigl the people entertaining them are
internally identical. This seems to imply that comteannot supervene only on the internal
facts about the individual, but must also take into accoexternal facts about the

environment. This is a result Fodor’s theory must acctount

We can think of the example above as the basic forfoulthe Twin cases. All the variants
include some sort of indistinguishable external kind whdlypaetermine content, and an
individual who is by assumption ruled out as the souradeiffering content. This point
can also be expressed by appealing to how we individuatento thing is individuated
when conditions are given that uniquely specifies thiagt We can say that when something

is individuated it is done by specifying features of the u¢hsthat the X is a uniquely
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determined individual. The Twin cases seem to show thmdividuate mental states is not

sufficient for the individuation of their content.

The Twin Earth cases, | think, strongly suggest thatesdnsupervenes not only on the
internal states of the individual, but also on extestatles. If this is the case, it seems that the
internalist cannot account for content. But the Tarth argument shows that to individuate
the content you need more theoretical resourcestthardividuate the mental state, namely
you need to appeal to the reference of the mental statexternal fact, to individuate the

content.

It is the individuation story that is our main concéere. To give a naturalistic story about
content is to give naturalistic specifiable conditions the individuation of the content of a
mental state. | take the Twin Earth case to imp8t thternalist theories, such as we have
defined them, cannot account for content. But it is tmous that Fodor can either, and, as
we shall see, his answer has some interesting epistgical implications. But what is the

problem the Twin cases pose that Fodor must account for?

The worry that needs to be dispelled by a theory cdmmg is that the Twin cases might
imply that “water” means XYZ when the intuition ieat XYZ is not in the extension of
“water”. That “water” has XYZ in its extension is untively the wrong result, because the
intuition is that “water” only has ¥ in its extension. These intuitions are plausibly
connected with the fact that we are likely to think wbthe Twin cases in terms of
dispositions and counterfactuals. In light this, the Twases can seem to imply about
ordinary English speakers that if they were magic@lyotherwise) to be transported to the
Twin world they would be disposed to call XYZ for watee, apply “water” to XYZ. After
all, XYZ does not distinguish itself in any way from® so there would be no reason to not
apply “water” to XYZ. Cases where the world contabwth substances will be addressed
below. It is this disposition to apply “water” to XYHBdt creates the problem for Fodor in that
this would seem to imply that the best way to desctiteeextension of “water” is by the
disjunction “HO or XYZ”, which we have seen in earlier cases, inblgt “water” means
something disjunctive, which it does not. So, Twin Eadkes seem to present another type
of disjunction problem that needs to be accounted fow@ésaw earlier, a theory of meaning

like Fodor’s must reconstruct the right extensionsyofibols to be satisfactory.
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In his solution to this problem Fodor (1990, p. 115) appeals téathehat “water” is a kind
term and that part of what it is to be using terms ad kerms is to treat them in accordance
with certain intentions. He thinks, reasonably, thaating things as natural kinds involves
having intentions to treat all the objects in the enviramntkat one takes to be relevantly
similar, as the same kind. Things that are taken as benhgfma kind, e.g., that they are
relevantly dissimilar, are not covered by the same kaim. He also notes (Fodor, 1990, p.
115) that not all expressions are controlled by such iotes)tbut they are not natural kind
terms. How does appealing intentions help to securea$igt Fodor needs, namely that

“water” only has HO in its extension?

5.2. Verificationism

My point is that the intention to use “water” onlysififf of the same kind as the local samples has the
effect of making its applications to XYZ asymmetrigadlependent on its applications tgQHceteris
paribus. Given that people are disposed to treat “wated’ kiad term (and, of course, given that the
local samples are all in fact@) it follows that — all else equal — they would applpiXtyZ only when
they would apply it to KD; specifically, they would apply it to XYZ only whenephmistakeXYZ for
H.O; only when (and only because) they can't tell XYZ & apart. Whereas, given a world in
which theycantell XYZ and HO apart (and in which their intentions with respectwatéer” are the
same as they are this world), they will continue to apply “water” to,® and refrain from applying it
to XYZ. (Fodor, 1990, p. 115)
We see in this paragraph that Fodor introduces two aspiduistheory which we have not so
far considered in detail. The first is that he appealstentions in accounting for kind terms.
This is something we will consider below and | will arghattthis has implications for
Fodor’s views about intentional atomism. The otheh# te introduces the term “mistake”
in its epistemological sense. Thus, the focus shifts fitee conditions of truth of a symbol to
whether or not the subject would recognize somethinguas We can assume that to apply a
word to a thing according to some intention one hastigrally thought of as performing an
action. Actions, at least intentional actions, haweditions for when they are successful and
not. Presumably, the relevant condition in this casgkathe action should correspond to the
intention, i.e. the application of the word should obl applied to the objects that the
intention dictates. The mistake in this case is treapplication of the word to objects that are

not approved by the intention, so to speak.

What makes appealing to intentions epistemologicalaisttie objects that are candidates for
being attributed with a certain kind-hood must be recograsgeslich, and such recognition is

dependent upon the possibility of deciding the truth daaerelevant conditionals, especially
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the conditionals concerning the attributes of the objéethat one takes to be of a kind does
not behave like the rest of its kind in some situatioatbér, then this is evidence for that one
has to do with more than one kind. This implies thatakes are dependent on the possibility
of being right. Where there is no possibility of decidihg truth of certain conditionals, e.g.
finding a world where some conditional is true ofCHbut false of XYZ, there is no
possibility of being right and hence there is no senskeadea that one is wrong. In this kind
of world “water” probably has a disjunctive extensiohisTis a point Fodor accepts (Fodor,
1990, p. 119, 91). He says:

... the theory I'm selling says that false tokens can hapgenever they like; only theyhappen, so
too must tokenings of other kinds: No noncow-caused “caviflsout cow-caused “cow’s; false tokens
are metaphysically dependent on true ones. (Fodor, 1990) p.
This will also be evident from Fodor’s considerationsudhverificationism below. As we will
see he thinks a certain amount of verificationismriawidable on any causal account of

intentionality.

5.3. Fodor’s Proposal

Let us see how Fodor proposes to account for the prgimtesed by the Twin Earth case, and
how he responds to some challenges to his view. Lynne RuBller has presented a
challenge to Fodor which he responds to which we will idens(Fodor, 1990, p. 103). |

depend on Fodor’s exposition also on this case. Thixca&sa where two kinds that are not
distinguished share a world. This case will have sonpoitant implications as to how we
are to understand certain features of Fodor’'s theory. it [ét us consider how Fodor

accounts for the intuition that content depends on extéacts.

The case is this: On the Twin world the substance XéA cause “water” tokens. The
informational theory's treatment of the case hasrésult that “water” means XYZ because

XYZ is in “water™s extension. This is because, asrmember, the extension of “water”, in
the informational theory, is specified by referencewtloatever is sufficient for causing
“water”. This result, as we saw earlier, is a badltder a meaning theory because it does not
conform to our intuitions that “water” means water &ad HO, and only HO its extension.
What we want is some way of distinguishing betweerH@ caused “water” tokens and the
XYZ caused “water” tokens. Fodor claims that thera difference (1990, p. 115) and the

difference is that in worlds where,®& and XYZ are indistinguishable, if you break the one
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connection then you break botmd vice versa; but in the worlds where®and XYZ are
distinguishable the following asymmetric dependence holgouf break the pO — “water”
connection, you also break the XYZ — “water” connattibut not vice versa. That is, the
H,O — “water” connection holds where all other X — “@fdtconnections are broken, and this
is what accounts for the fact that “water” tokens drye HO in their extensions. This is a
promising result. If this is true, then Fodor seems tcee Haund a difference between XYZ
caused and ¥D caused “water” tokens. This is what is required fovisglthe problem. But
this way of determining a difference does not make persp& what the difference consists
in. In particular, the role of the intentions and kiedms are not explained on this account.

Let us try to specify in what way these notions conteliotFodor’s proposed solution.

The standard Twin Earth story imagines what would happamworld where all of the #D

is replaced by XYZ. And, for the people who belong irt tharld, “water” means XYZ and
not HO. But for us, were we to go to this world, “water” wouatgan HO because it is true
of us that if we performed some tests on XYZ and diseavé&nat what we had taken to be
H,0 in fact was XYZ, we would stop using “water” in thingiand speaking of it. This is
explained by the fact that we have intentions of usingetma “water” only of things that has

the chemical make-up29.

As we mentioned above there are interesting caséseofwin Earth argument where one
takes the same world to contain both of the relevabstances. Fodor looks at several of
these cases. We will consider what he says aboutrBalksbot-cat case (Fodor, 1990, p.
103). This is a world where there are both regular, orgicats, and artificial cats, i.e. robot-
cats which look and act just as ordinary cats. We lads@ a person S whose mental symbol
“cat” has only ever been caused by robot-cats. ThengdaneS experiences a “cat” tokening
that is caused by a real cat. The question is whah#aning of that particular “cat” token is?
According to Fodor (1990, p. 103), Baker thinks that theectlaree alternatives, none of

which she thinks is tolerable.

The alternatives are: (i) the “cat” token meaasand is true of the cat, (ii) the “cat” token
meangobot-catand is false of the cat, and (iii) the “cat” tokename something disjunctive,
namelycat or robot-cat and is true of both. Baker thinks that the first cae’t be right

because the dependence seems to be going the othdramayd¢ want, i.e. the disposition to

token “cat” tokens when presented with a real cat se¢erbe asymmetrically dependent on
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the disposition to token it when presented with robts-cafter all, that is what has caused
“cat” tokens so far, and presumably can cause “cat” ®lesen if S never encounters any
real cats. That the “cat” token meawn$ot-catis supported by the conditional: S is disposed
to apply “cat” to robot-cats even if she never encosngary cats. But, Fodor and Baker
claim, this too ignores relevant counterfactuals, pdaituthat cats would have caused “cat”
tokens had S encountered any. Plausibly, the counterfaygguarning S’ “cat’ tokenings is
that both cats and robot-cats (that is the disjunctats or robot-cats’) can cause them, and
that S is disposed to token “cat” of both. That St*¢akens have all been caused by robot-
cats is purely accidental. This leads us to the finatrative where “cat” meartsat or robot-
cat, and is true of both. And this seems to be the disumgroblem all over again, i.e.
ascribing a disjunctive extension to something that tisly does not have a disjunctive

extension.

5.4. Kind Terms

By exhausting the options and showing how none of thembe accepted this argument
purports to be a reductio of Fodor’s proposal. This is fri@dor cannot accept any of the
alternatives. But Fodor does in fact accept one ofatternatives, namely the third option:
that “cat” meansat or robot But how can he accept this? What is it about this teeste
makes it special, as it must be, since this is the oage we have seen so far that Fodor
admits that a normal kind concept has a disjunctivensivon? Hopefully, the explanation will
not only explain how Fodor can hold this seemingly wroagclusion without giving up his
account, but also why Fodor can perform the surprising rimotree original Twin Earth case,
namely to specify the direction of the asymmetric depeceldy appealing to the intentions
of the subjects. The puzzle is how this can be a validengsxen the naturalistic conditions
that restrain the theory. Presumably, if an asymmdgpendence holds between two or more
laws, it does not holdn virtue of the intentions of the organisms that instantitite

consequent of the law. If it does, it seems that Fedmcount is not naturalistic after all.

Fodor (1990, p. 104) explains that both he and Dretske sharguti®n that in cases where

the alternatives (cats and robot-cats, gdnd XYZ) inhabit the same world, but when some
speaker has learned “cat” from only one of the alterestithe extension is disjunctive. Fodor
takes the fact that only one of the alternatives #gtues caused the “cat” tokens as

accidental. The more important feature of the situatdhe fact that the speakeouldtoken
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“cat” even if they were to be caused by cats, though sleefar only have been caused by
robot-cats. So, both the ‘cat “cat” law and the ‘robot-cat> “cat” law are in place. Fodor
explains his intuition why this is not a case of thgutliction problem like this:
It is OK for somepredicates to be disjunctive as long as not all of tleeen One can perfectly
consistently hold, on the one hand, that “cat” meabst or catwhen it'saccidentalthat you learned it
just from robot-cats; while denying, on the other hahdf it would mearcat or robotif you had
learned it in a world where all yatould have learned it from were robot-cats (e.g. because #ren't
any cats around.) Similarly, Dretske can consistemblg that “water” is true of O or XYZ in the

case he describes while agreeing that it is true,©6f &hd false of XYZ in the case Putnam describes.
(Fodor, 1990, p. 104)

It seems that we have several different alternatge® the types of worlds we are imagining.
In worlds where there are cats angO{and no XYZ and robot-cats “cat” and “water” mean
what they do in the actual world. In worlds where thaeerobot-cats and XYZ and no®
and cats, “cat” and “water” would have robot-cats andZXi their extensions and therefore
mean something else than they do in the actual worldotide/where there are both cats and
robot-cats, HO and XYZ, “water” and “cat” have disjunctive extensoand are true of both
alternatives and thereby disjunctive. In a world wtieat” expresses something disjunctive |
take it that the laws that govern “cat” tokens do ndtiet an asymmetric dependence, but
rather a symmetric dependence. This implies that tituis of S that she would stop using
“cat” about cats if she stopped using it about robot-daséie is disposed to take them to be

the same kind.

We assume that S believes that robot-cats and @ats arkind. The features that distinguish
the two are all internal and unavailable to S at pte&an, it is presumably true that if S were
to discover that cats and robot-cats indeed are ditiesba would stop treating them as being
of a kind. Does this mean that she would decide thatgcat she really meant all along
because she had always assumed that she was refersay,ta biological kind and therefore
not to robot-cats? Or does it mean the opposite? te théact of the matter about what other
intentions govern the tokens of “cat” such that itveers the question? The example does not
say. But let us ask what happens when S does find out tiatshie took to be of a kind
actually was not, and that she had been mistakenoaljaFodor asks: “If [S’] “cat” tokens
meantcat or robot then they were true tioththe cats and the robots that she applied them
to. Is she, then, mistaken to suppose that she waakemst” (Fodor, 1990, p. 105). Fodor
distinguishes between what he calls an easy and aresting answer to this question. The

easy answer is that S’ mistake was to not distinguishdsgt cats and robot-cats, and that is
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what explains her misapplication of “cat” to robot-cdtseems that her application of “cat”
to both cats and robot-cats is true and not a mistalen dier disposition to treat them as of
the same kind. It is treating them as being of the skimé that is the mistake. In S’

application of “cat”, in her mouth, so to speak, “caBant something disjunctive.

The interesting answer clarifies this point, | thinkdBointroduces a difference between the
notions “being in the extension of” and “meaning that/e have been taken this to be
roughly equivalent up until now, because it is by specifyingettiension of a term that you
on the informational theory determine the meaning. Budmmg and extension are separate
notions in the following manner. Something can be in gension of a term without the term
therefore expressing what is in its extension. Fodarsiag ‘to mean X' as meaning ‘to

express the concept x'. He says:

...if Sused to use “cat” in the way that Baker imagines, [trei$ and robots were both in its
extension. But this doesn’t, of course, imply tBatsed “cat” to express the disjunctive concept CAT
OR ROBOT (i.e. to meanat or robo). Quite the contrary, Souldn’t have used “cat” to express that
concept because, by assumption, she ditBwethat concept. Nobody can have the concept CAT OR
ROBOT unless he has the constituent concepts CAT arBORQwhich by assumptionS didn't.
(Fodor, 1990, p. 105)
So, one cannot conclude from the fact that an extensidisjunctive and that what is meant
by the symbol expressing the extension is disjunctive ttieatsymbol itself is disjunctive.
Primitive symbols can have disjunctive extensions (fraimpmint of view), and so it is in this
case. The mistake S made was not a misapplicationadf to robot-cats. Her applications
were in fact true. The reason why she applied “cat’otmot cats was, according to Fodor,
‘because she took it that the robots that she calletd™tad a certain nondisjunctive property
which they shared with everything else in the set {tht®bots}.” (Fodor, 1990, p. 105).
Fodor continues by saying that what she learns is that thero such property, and that the
only property shared by cats and robot-cats is the @isyenone of being a cat or robot-cat.
So, S’ mistake was not to falsely apply “cat” to robats¢c but rather to assume that

everything she applied ‘cat’ to shares a common property.

This seems to be the same point Fodor makes in discusgiraase with bO and XYZ, i.e.
that what the extension of a term contains is seesto the intentions of the speakers. By
having the intention to use a term as a kind term thekepes committed to applying the

term only of stuff that are indistinguishable in losamples, or at a minimum that they are
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not obviously distinguishable. But as we observed befatentions are not available as a
theoretical notion in a naturalistic theory of cont&u, how can we, by using non-intentional
vocabulary formulate the same point as we have beeag ugentions to do? One way is to
think of this use of intentions as meaning dispositionsafiplying terms to things. This can
perhaps be construed as a psychological law that statelsumans are disposed to apply kind
terms only of things that are not obviously dissimildne3e dispositions can be specified in
terms of counterfactuals, and, as we have seen, Fosenves the right to postulate what
counterfactuals are to be counted as true on accountybeimg committed to providing a
sufficient and not necessary condition for intergidg (1990, p. 94). And, as we will get
back to, it is clear that Fodor assumes some facts abeytsychology of both humans and

other organisms in formulating the theory.

It seems clear that what counterfactuals are true gifen speaker S at some time depend
crucially on the epistemic situation S is in. This me#mst some counterfactuals have
antecedents that can be instantiated by a change insgmj status. This is obvious from
the fact that S’ “cat”-dispositions changed when slsealiered that what she had taken cats
to be really were two distinct kinds of things, namedys and robot-cats. Whether one wants
to describe this as the existing disposition changing ac@uiring a new disposition is, as far
as | can see, of no consequence. But, we can askheyiaéns to S when she learns that what
she used to think of as cats turned out to be robot-Ekisdisposition to use the term “cat”
of robot-cats is surely gone. This, presumably, trarsiate a new counterfactual that is true
of S, e.g. were she to be exposed to a robot-cat shiel wot use the word “cat” of it. This is

a counterfactual that, by assumption, is not true befbeslearns the difference, evident by

the fact that she did use “cat” of robot-cats.

This section has been about various intuitions and ¢haeadd up to being about how Fodor
aims to solve the problem posed by the Twin Earth cadss.rest of this chapter will be
about the role intentions play in Fodor’'s account. Il aigue that Fodor's commitment to
intentions has implications for his commitment temtional atomism. We will also consider
the proposal made some paragraphs back, namely to analygions in terms of
dispositions and counterfactuals and thereby satisfyetipgrement that the theory should be

naturalistic. “Intention”, as we know, is an intemiad term.
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5.5. Intentions

We have seen that Fodor’s solution to the Twin casesivie appealing to the intentions of
the subjects. We have also seen that it is necessagy term to be a kind term that it is
governed by an intention to use the term as a kind tarthis section we will consider some
implications of this view, in particular whether thisewi is compatible with Fodor’s
commitments to intentional atomism. Let us first egether Fodor’s notion of intention here
can reasonably be replaced by a notion of disposifisrwe established before, the notion of
intention cannot have a substantive role in a nasti@tiheory. Even though it can be retorted
that appealing to intentions is admissible in an indepenalecount of kind terms, and it this
Fodor has and he merely uses his independently motivatedirdcof kind terms in the
context of naturalization, | argue that this nevedbglhas the consequence that kind terms
are incompatible with intentional atomism. If thignge it means that in a mind that has only
one intentional state, this state cannot have a obtitat is equivalent to the content of a kind

term.

Fodor sometimes appeals to the psychology of both huarahsther organisms in deciding
which counterfactuals are true in a given disjunctiorbl@m. The frog, he says, necessarily
mistakes little black dots for flies, and that is thasmn why the content of the frogs’ state
when it sees a fly ikttle-black-dot(Fodor, 1990, p. 108). Since it is impossible for the fiog t
differentiate between the two alternatives, ther= aorlds where there are no flies where
frogs still snap at little black dots, but not the otheay around. What role do these
assumptions about psychology play in solving these praie@an one suppose that frog-
hood implies (ceteris paribus) a set of laws that desdhie frogs’ dispositions in such a way

that these cases end up having the right result?

Fodor sums up his point about psychology in this paragraphcddgares the frog to
Macbeth, who, famously, made mistakes concerning daggersbelté problem is
analogous to the frog’s in that the frog also makesakest, namely mistaking black dots for
flies. The Macbeth case can be seen, as Fodor toles,a problem of misrepresentation, i.e.
a symbol tokening (‘dagger’) that is caused by something nats iextension (dagger-

appearances). This is what he says:

There is no world compatible with the perception medms of frogs in which they can avoid
mistaking black dots for flies. Whereas even if, frdalkis| mistake all the dagger appearances |

68



actually come across for daggers; and even if, stilerfreakishly, | never do recover from any of these
mistakes, still, that would be accidentsince it is nomologically consonant with the wagttiim
constructed that | should distinguish daggers from dagger appesirsoroe of the time. But it ot
nomologically consonant with the way that frogs amestructed that they should ever distinguish black
dots from flies. So Macbeth and | have dagger detectoraatrithgger-or-dagger-appearance detectors
but frogs have black-dot detectors and not fly detectoesloff- 1990, p. 108)

Let us review the case with the cats in light of wWiRatlor says here. When S sees what she
takes to be cats, let us suppose the mental symboliscttkened in her brain. Unbeknownst
to S, her “cat” symbol has a disjunctive extension apdlies to objects of several kinds,
more precisely both cats and robot-cats, which are tindisshable from real cats. Not
indistinguishable in principle, only their appearance and behaxindistinguishable. What
distinguishes S from the frogs is that S’ psychologsuish that presented with evidence that
what she until now has taken to be the same kind faat two distinct kinds, she will stop
applying “cat” in the way that she used to. Specificaltyjsi true of S that when she
encounters a robot-cat she will no longer apply the teatf to it. What are responsible for
S’ ability to revise her own applications of “cat” deatures of her psychology, specifically
the features that govern kind terms. Earlier we sawRbdor appealed to S’ intentions for

explaining this, and that this, arguably, is not allowe@ maturalistic account.

We are trying to determine what features of psychologyd#ia be assumed on this picture?
There is reason to be restrictive, because theryheador proposes claims to be not only
sufficient and naturalistic, but also atomistic (Fod®94, p. 6). Atomism is the view that
systems can have only one intentional state. If tikeo of a kind term is dependent on the
intention of treating the term as a kind term, itrsee¢hat a system that has an intentional state
that has the content of a kind term necessarily needlso have another intentional state: the
intention that secures that the first intentionalkestis a kind term. The consequence is that
intentional states that have kind term contents inaplieast one other intentional state. This
amounts to the system not being atomistic in the ratesanse. | think this is a serious
challenge for Fodor's commitment to intentional am Kind terms are abundant in both
natural languages and, it seems, in our conceptual vacasilWe have seen that kind terms
are terms we require to be about things that areaelly similar to each other. It is safe to
assume, | think, that we can conclude that if Fodor ugestions in accounting for kind
terms and contents that amount to the contents oftkimds, then these contents will not be
admissible to figure in an atomistic system. And justnasortant, they cannot figure in

examples of atomistic systems such as this:
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Intentional theories are, on the face of thatomisticabout content. If all that matters to whether your
thought is about dogs is how it is causally connectedds,dben, prima facie, it would be possible for
you to havedogthoughts even if you didn’t have thoughts about anythise, €Fodor, 1994, p. 6)
But, as we have seen, thoughts about dogs are not jestietd by their connection to dogs,
they are partly determined by the intention to treat dsga kind. The content of “dog” and

other kind term contents cannot figure in atomistic syste so | have argued.

5.6. Conclusion

In (Fodor, 1990, p. 115 - 116) Fodor seems to think of the iot@governing kind terms as
dispositions for applying the kind terms, and uses the ten@schangeably. Let us see if we
can determine if intentions can be reconstructed in tefrdspositions. We have seen that in
the original Twin Earth example it is assumed that dheaker intends the term used as a
natural kind term, with the implication that the tewill not be used of obviously dissimilar
things. This has the result “of making the semantigallevant asymmetric dependencies true
of his use of the word.” (Fodor, 1990, p. 116) He continuesaabyng that Baker doesn’'t say
if S uses the word “cat” as a kind term or not, and Hetassumes that S doesn't in her

example.

So, Baker’s “cat” meansat or robotbecause, on the one ha®iwould (indeed does) use “cat” for
either; and, on the other, there’s nothing in Bakerscdption of the case that suggests a mechanism
(such as an intention to use “cat” as a kind-term)ulwadd make the use for the robots asymmetrically
dependent upon the use for the cats (or vice versa). (F289, p. 116)
Fodor assumes that S does not have an intention tocaseas a kind term (1990, p. 116).
How reasonable is this claim? Even though Baker doesxptitily state that S does intend
to use “cat” as a kind term it seems from the desonptif the case that this is what S does.
Her response to finding out that cats and robot-catadtlly very dissimilar is evidence of

this. To assume that if S had no intention of usicagt™as a kind term then she would not
stop using “cat” of both cats and robot-cats when sked out that they are dissimilar is
plausible, I think. It is plausible because the countéutd ‘if S finds a dissimilarity between
cats and robot-cats she will stop using “cat” indiserately of them’, one that is true by
assumption, plausibly implies that the likeness o$ eatd robot-cats is relevant to S’ use of
the term “cat”. So, if we’re assuming that the fd&ttS stops using “cat” of robot-cats is not

an arbitrary fact about S, but something that is comgowdh S’ psychology, then we can
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assume that S has a standing disposition to use dsad’kind term, since this disposition just

is to stop using a kind-term of things that one discoaezunlike.

It is not clear that Fodor does, in fact, assuna thtentions can be analyzed in terms of
dispositions and counterfactuals. | think it is more reabte to think that appealing to
intentions is Fodor’s way of accounting for kind termggeneral. The appeal to intentions is
then imported in to the theory of content in accountorgtiie content of kind terms. | have
argued that this implies a challenge to Fodor’s atomiesds. To assume that intentions can
be reduced to dispositions is tantamount to solving thealatation problem by assumption.

| do not think it is likely that Fodor does this. Novatlwe have seen how Fodor deals with
the Twin Earth cases we have stated the theory witugh precision to consider some
arguments that are critical of his position. In thetrehapter we will mainly consider Paul
Boghossian’s argument that Fodor’s theory is reatlypa | theory in disguise, and that being
a type | theory it is subject to problems. By reviewinig objection, and related objections, |
hope to be able to assess the features of Fodor'sytheoihave focused on in this thesis.
These features, naturally, are those that concerthdwogy’s ability to account for the three
intuitions we mentioned at the outset, except theigapbn of pan-semanticism which we
concluded chapter 4 by arguing that Fodor does not convigcanglount for. So, the next
chapter will mainly be about trying to asses Fodor'omhan light of the intuitions that
meaning should be robust and the intuition that a thebngeaning should be accounted for

naturalistically.
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6. Chapter VI:Objections and Replies

Fodor's theory has been widely criticized by many diffiéerpeople, for many different
reasons. In this chapter we will review an objectiomeny Paul A. Boghossian in the book
Meaning in Mind(Loewer and Rey, 1991). The book is a collection of articles cuirog
many aspects of Fodor's theory, and Boghossian's is dicplar interest to us. It is
interesting in particular because the objections arechah the parts of Fodor’s theory that we
have been considering, in particular issues surroundingvehiéicationist aspects of the
theory. We have also discussed some of the modalrésabf Fodor’s theory, and in this
section we will consider Boghossian’s objection to Hémdor determines distance between
the possible worlds. Boghossian’'s argues that Fodor'sryhdoes not account for the
robustness of meaning. It does so by constructing a veositte Twin Earth case that is
supposed to imply that Fodor’s theory cannot in that @ssribe correct extensions to kind
terms. As we will see, Fodor tries to block Boghossiaargument by attacking the main
premise, but | will argue that he is unsuccessful. We aldb find reason to believe that

Boghossian’s objection poses a real challenge to Fotatsy.

Boghossian’s argument is a complex one, and we willhgough it in detail. As we said,
Fodor has responded to the argument so we will reviewelsgonse as well. Boghossian
argues that the asymmetric dependency theory is a typeolyt in disguise. This is the
premise for all the other arguments in his article amg the most important aspect of his
argument against Fodor. Fodor, as we saw earlier, aeytessively against type | theories.
Boghossian agrees with Fodor's arguments against thelagieal type | theories and
considers them to be fatal (Boghossian, 1991, p. 68). Fodoes as we saw, that it is not
only the teleological variant of the type | theoryttisawrong, rather it is the whole project of
defining a meaning-determining situation where what causes bho$ymacessarily is in the
symbols extension, i.e. relying on a substantive distincbetween type | and type I
situations in the first place. Boghossian claims that ihjust what Fodor does, and thus is
subject to his own arguments. Boghossian’s main argumemsisve will see, that any
specification of a type | situation will not yield uniqaentent ascriptions because it cannot
rule out the possibility that the symbol is caused byethimg not in its extension. We

remember from before that type | theories are theahat define a meaning determining
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situation where the symbol necessarily is caused by iglratts extension. For example, in a
type | situation, if the symbol “dog” is caused it was essarily caused by dogs.
Boghossian’s argument aims to show that such a situatiorpossible, with the consequence
that no type | theory produces correct content ascrgtida we will see, the reason for this is
the type | theory's inherent verificationist aspectsglBmssian aims to offer a counter-
example to Fodor’s theory by showing (i) that Fodonsotry is a type | theory, and (ii) that
type | theories do not produce univocal content ascriptitfngis argument is true, the
conclusion is that Fodor’s theory has not accountethrobustness of meaning and is thus

not a satisfactory account of meaning. Let us seerttestage of Boghossian’s argument.

6.1. Fodor and Type | Theories

What reason does Boghossian have for claiming that Fot@ory is of the type | kind? We
have seen that type | theories are theories thanedef situation that is such that only the
referent of a symbol can cause the symbol to be tokdimslis to say that only what is in the
extension of the symbol can cause it (here we metnggn in the normal sense, i.e. dogs,
and nothing else, is in the extension of “dog”). As aeehseen, the teleological version of
this approach suffers from several difficulties. Wevehdocused on that the teleological
theories do not provide a solution to the disjunctiosbfgm because they make the content
ascriptions of the mental states depend on univocatifunat ascriptions to the mechanism
that realizes the mental state. We concluded parttheotheses with the result that Fodor’s

arguments against this approach are convincing.

Boghossian makes a point that Fodor does not considgmwech, namely the assumption
that the cognitive mechanisms are never selected famghidither than tracking the truth
(Boghossian, 1991, p. 68). | think that this is a valid concbath in considering the
functional individuation of biological kinds, but also satered as a general intuition. This is
for the same reasons | outlined earlier in consideringntingtion that when a belief is false,
something in the belief forming mechanisms have malfunetio We will not pursue the
matter further here. Boghossian also mentions perlm@most important counterexample to
type | theories, namely tokenings in thought that are dabgeother thoughts. We saw this

9,

point earlier, but it is worth repeating. This point émades the assumption that, “when
things go right” S will be tokened only in application te tieferent’ (Boghossian, 1991, p.

68). Thoughts can cause other thoughts without thereby beteged only in application to
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their referents. We saw that horse thoughts can bsedaby cowboy thoughts. This is the
most important aspect of what we have been calling thestoess of meaning. Thoughts
mean what they do regardless of what happens to causeirttemparticular instance. The
teleological theory cannot account for this featurema&aning. This is not because it is
teleological, but because it is a type | theory. Tyfeebries are dependent upon being able to
non-intentionally and non-semantically specify a siaratvhere a symbol is guaranteed to be
caused by its referent, a specification we have seairmong reasons not to believe is

forthcoming.

The asymmetric dependency relation is what, for Fodesypposed to determine what causal
relation is the meaning-determining one. S means P i§ t&used by X" is asymmetrically
dependent upon “S is caused by P”. This means that ihét isble to cause S then nothing is.
But not the other way around, i.e. any non-P can stogylsdte to cause S without this
effecting P’s ability to cause S. Boghossian obseryassaibility implicit in this definition it

is important to get out of the way, so to speak, bef@aenove on (Boghossian, 1991, p. 70).
Fodor also considers this possibility (Fodor, 1990, p. 108-110)dé&fieition seems to open
for the possibility of symbols being dependent on their prakicauses and not their distal
ones. The reason is this: if one makes the proximadecaf a symbol, say, a horse image on
the retina, unable to cause “horse” tokens, then hargealso made unable to cause “horse”
tokens, and presumably nothing will cause “horse” tokend. danversely, if you make the
horse unable to cause “horse” tokens, then, presumadnlge images on the retina will still
cause “horse” tokens. This is plausible because itassgile that horses cause “horse”
tokens in virtue of their proximal projections, i.e. prodgdnorse-images of some kind on the
retina. Since there are indefinitely many ways h®isEn produce proximal projections, this
leads us to conclude that horse caused “horse” tokenswmaretrically dependent upon a
disjunction of proximal projections. So the meaning obrde” is nothorse but the
disjunction of proximal projections. It is importantriote that nothing depends upon that the
proximal projection is some kind of image on the retina. ifhportant point is that the
proximal cause of the symbol tokening is the asymmetric rakpeey base for the other
causes, and thus constitutes the meaning of the symbolisTbfourse, the wrong result for

the theory to imply.

Fodor answers this objection (Fodor, 1990, p. 108-110) by pointinthaufust about any

proximal cause can cause a symbol tokening like “horse”. ifHecause belief fixation is
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open-ended and holistic (Boghossian, 1991, p. 70). This meatrithtnse” tokens are theory
mediated, so that what you take to be evidence for theirg horses about, depends upon
your theory about horses. This has the result thaeaience can be taken as evidence that
there are horses about and then cause a “horse” tok&aidgr claims that the disjunction of
proximal projections is not eligible as an asymmetripetelency base because the
disjunction is open, and open disjunctions cannot beadfeents of primitive symbols. At
least, that is what Boghossian takes Fodor to mean (Bs@n, 1991, p. 70). A more
important reason is that proximal causes are notbédigfor entering into the causal
generalizations which are potentially meaning-determiningcaesal laws. What we are left

with as candidates for the asymmetric dependence hesdéise distal causes.

6.2. Possible Worlds and the Distance Metric
Boghossian makes a remark that is clarifying, | think. Tleemhstates that “cow” has cows
in its extension but not cats because the<€dtow” law is asymmetrically dependent upon

the cow— “cow” law. He says:

Put in the language of possibilia, this seems bestpirgied as suggesting that “cow” has cows in its
extension and not cats, provided that although therearés in whichcow can cause a “cow” token
but cat can't, there are no worlds in whidat can cause a “cow” token, babw can't. This, however,
can'’t be precisely what's meant. The point is, of ceutisat even by the theory’s own lights, there have
to besomeworlds in which the property of being a cat can cause “tokens even if the property of
being a cow can't, for there presumably are some warldhich “cow” meangat (Boghossian, 1991,
p. 71)
He goes on to say, by quoting Fodor, that the theory baustated more accurately to reflect
this. The more accurate version is this: there need® ta world W where (i) cows cause
“‘cow’s and non-cows don't; and (ii) W is closer to #etual world than a world where some
non-cows cause “cows” and no cows do (Boghossian, 1991, pTHi)has the effect of
introducing a nearness clause for the possible worldareveonsidering. What this means is
that the relative distances between the possibledwaihd the actual world is significant in
determining content. There is very little agreement batweriterion for determining distance
between possible worlds is the best one. The terstdidece” in this context is used to capture
differences between the possible worlds. Worlds #rat significantly different from the
actual world are thought to be farther away than wohds are similar. Possible worlds are
individuated by what counterfactuals are true in them.eikample, there is a possible world
where it is true that Al Gore is president. This womh de quite similar to the actual one,

whereas a world where it is true that humans have wmggiite different. So the world
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where humans have wings is farther away than the wdrete Al Gore is president because
the fact that humans having wings is a bigger change in onetpldnistory than Al Gore
being elected president instead of George W. Bush is. Th&ts@ces are supposed to reflect
our intuitions about how much change particular changps/. These intuitions may include
such intuitions that changing a biological fact impleesbigger change than changing a
historical fact; changing a physical fact (for exampigking sugar not soluble in water) is a

bigger change than a biological change etc.

The result is that the world where you have to change to make the counterfactual true is
the one that is the farthest away. We will seegansidering Boghossian’s argument, that
there are semantically significant cases where thition of distance is problematic. What is

important to note is not only, as in (ii), that theexant world need to have some distance
relation to some other worlds, but, as in (i), tharé must be a world where cows cause

“cow’s and nothing else does.

6.3. Boghossian’s Argument

Boghossian claims that Fodor’s theory, though it dodslouk like it, is a type | theory
(Boghossian, 1991, p. 71). Fodor states his theory in tefrdependencies among causal
laws which in turn are stated in terms of counterfact&ds the theory does not contain any
references to situations where the referents of @alare the only thing that can cause it,
which is what Boghossian takes type | theories to bgliBssian, 1991, p. 71). This is also
what Fodor takes type | theories to be (Fodor, 1991, p. 2F2)qgliestion is whether saying
that there is one unique world where only the meaning-detignlaw is in place, and none
of the other laws that depend on the meaning determiningslaaniamount to specifying a
type | situation. Boghossian wants to show that ifehs such a world, a world it seems
Fodor is committed to the existence of, then to speaishsa world is tantamount to
specifying the type | situation required. And it is hard taoagree, | think, that to specify a
world in which the only law that governs “horse” tokénshe one that has horses as the only
possible cause, is tantamount to specifying a situationeadnelymbol can only be caused by

something in its extension, which, as we saw, is timeliton on being a type | theory.

Boghossian’s argument depends on establishing that asymndependence necessarily

presupposes a world where the only causal relation thaibjhosan cause a symbol is what is
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in the symbols extension. Boghossian aims to show thshbwing that the only plausible
alternative to presupposing such a world will not ressudn asymmetric base for the symbol.
If Boghossian can show that a commitment to the astmcrdependence relation necessarily
implies specifying a unique world where the only cause of F,ithen asymmetric
dependence is a type | theory. Boghossian thinks he cam tsis by showing that the only
other plausible alternative for formulating the asymioeatependence relation between laws,
i.e. without appealing to worlds that can be charamdrias type | situations, is unable to
produce dependencies that are meaning-determining and estabiigle uaws as the

dependence base for symbol tokenings (Boghossian, 1991, pVii&)is this other option?

Boghossian thinks that the only other plausible way of bdsbkang an asymmetric
dependency base is “... a distribution of nearby worlds kvb@éntains worlds in which both P
and Q can cause S tokens, and worlds in which both P aad,Rut no world in which only

P can and no world in which only non-Ps can ...” (Boghossli@fA1, p. 72). The problem
with this proposal is that we have no way of determinirag it is the P> S law that is the
dependency base and not the (P & R) v (P &8 law. Since the theory does not provide a
condition for deciding these cases we are forced toledae that the dependence base in this
case is disjunctive. Boghossian (1991, p. 72) considerszahgy about how we can be sure
that whenever we have P as a candidate as the deperesecior S we will also have (P &
R) v (P & Q) as a candidate. One might worry that Beglan’'s case is not general.
However, Boghossian thinks that this worry is irrel@vaecause the case is not required to be
general. Since Fodor is offering a sufficient conditiargBossian thinks that.” any case in
which S has both P and (P & R) v (P & Q) as candidsyenenetric dependence bases will be
a case in which [Fodor’s] theory vyields either the ngraesult or an indeterminate one.”
(Boghossian, 1991, p. 72). He continues by saying that theegqyrement is one case where
P&R)Vv (P &Q)—» Sis alaw whenever B S and R— S is laws, and that he finds it
obvious that there will be plenty such cases (Boghos$&8i, p. 72). The problem for Fodor
is, of course, that Boghossian’s alternative entaitsilaing a disjunctive extension to P. The
argument is intended to force Fodor to admit thathesty is a type | theory by eliminating

his options. | do think that this is a worry Fodor netedske seriously.

Let us, for the sake of argument, assume that this angiuestablishes that Fodor’s theory is a
type | theory and consider the rest of Boghossian’s argun@n the basis of this premise

Boghossian wants to argue two further claims: (i) thterprise of naturalistically specifying
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a circumstance in which a symbol necessarily is causeits ngferent (a type | theory) is
impossible; and (ii) even if it were possible to spesifich a circumstance we could never
certify that we had succeeded in specifying them. The dlesin is to establish that type |
theories are impossible, and the second is that ¢¥hayi were possible, we would never be
able to know if we had succeeded in specifying one. Clayptifough interesting, will not be

considered here.

6.4. The Argument for the Impossibility of Type | Situations
To establish that type | theories are impossible ondseargue that the situation that type |

theories depend upon, i.e. the situation where a syminobely be caused by its referent,
never can arise. This is achieved, we can assumas ilitown with generality, that whenever
a symbol is tokened in such a situation as specifiede thier always more candidates than
one for being the asymmetric dependence base for tHaogyithis is shown it will establish
that no unigue law serves as the asymmetric dependenctbasg symbol, and all symbols

will have disjunctive contents.

As we have seen, Boghossian claims that it is imptes$do specify a situation such that a
symbol necessarily is caused by its referent, or, #seisame, specifying a type | situation.

What is the argument for accepting this conclusion? Bsgjho says:

... any situation in which X is a possible cause of mypl&#s is also a situation in which any other
property Y, indistinguishable from X in all physicallggsible circumstances accessible to melssa
possible cause of my S-tokens. Since there are nocglilyspossible circumstances accessible to me in
which X and Y can be told apart, any circumstance in vtdccan cause my S tokens is also a
circumstance in which Y can. It follows, therefore,ttba a type 1 theory, if S has X in its extension,
then it also has all these other “X-equivalent” propertigually in its extension. But is this plausible? Is
it really true that my having a symbol that means XrtaitY depends on my being able to tell Xs and
Ys apart? After all, it surely doesn't follow frometifiact that Xs and Ys can only be told apart in worlds
that are too far fome to get to, that being X and being Y are the same propBttt, then if the
difference between being X and being Y is real, thetoso presumably, is the difference between
being X and being (X or Y). And if this difference isatethen why shouldn’t we be able to think in
ways that respect that difference? (Boghossian, 1991) p. 73

This paragraph introduces several key ideas in the probleensares considering. We

recognize from the discussion of the Twin cases tlgattare reasons for thinking that what a
symbol means may depend on what one thinks fall ungesdame kind, and, that at least
some symbols, i.e. symbols that stand for kinds or haveontents of kind terms, get their

meanings partly from the fact that we can distingutséirtreferents from other kinds of

things. We also remember Fodor distinguishing between catese two kinds are
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mistakenly taken to be the same as cases where trakenistaccidental and cases where the

mistake is necessary.

A possibility in this way of setting things up we have notsidered yet is the possibility of
worlds that are too far for us to get to. But what eant by the phrase “too far for us to get
to”? Boghossian distinguishes between physically ptessitorids and physically possible
worlds that we can get to (1991, p. 75). As | understandeitphiysically possible worlds that
we can get to are worlds that are physically possibdevemere the circumstances are such
that we can survive there. The worlds that are inatdes® us seem to be worlds, though
physically possible, where we will not survive in princjpie. where our biological and

medical limitations don’t allow us to go (Boghossian, 1997576).

Boghossian, like Fodor, take natural kind terms to bedpgma examples of terms to be
considered in the context of naturalization. Boghasdists some intuitions he thinks are
plausible when it comes to the semantics of kind tehatssFodor’s theory should account for
(Boghossian, 1991, p. 74-75). The kind term should be suchijh&o(ne sort of basic
naturally explanatory property unite all the things the¢ aorrectly said to fall in its
extension”(Boghossian, 1991, p. 74); (ii) it should be “[t]he kind ex&fmed by all, or better
most of certain local samples” (Boghossian, 1991, p. 74); aihdI{ investigation uncovers
that there is no single hidden structure uniting the Isaaiples, but that there are two (or so)
well-defined such structures, then there appears to bepaaten to say that the expressions
has both of those structures in its extension” (Bogiaos 1991, p. 75). He also notes that if
there is no common property at all, only a “messy eyotf basic particles” (Boghossian,
1991, p. 75) in the local samples, then the term faitefey. He uses ‘jade’ as his example of
(ii). ‘Jade’ is a kind term that has two chemicatlifferent substances in its extension,
namely jadeite and nephrite (Boghossian, 1991, p. 75), andséamss to be a disjunctive

natural kind concept.

These are intuitions that Boghossian argues are plaudhihit that information based
semantics cannot account for. The reason for thispeaial case of the Twin Earth case. In
the normal Twin case we have two substance®) Hnd XYZ. The kind term “water”
functions so as to pick out all the things that arthefsame natural kind as the local samples,
i.e. HO in the actual world. The normal Twin case we ar@siering here is no

counterexample to Fodor’'s theory because you can, uhdatght circumstances, tell.8
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and XYZ apart. This is so even though in encountering XM& is normally disposed to wall
it “water”. The circumstances in which you can tel(Hand XYZ apart are circumstances
humans can survive in, and therefore physically possilileeimequired sense. Presumably, a
chemist with the relevant know-how could distinguisarh easily. The point is that “water”
does not have bothJ® and XYZ in its extension because the world where avetell them
apart is physically accessible to us, and were we tahgee and discover that they are

different substances we would stop using “water” of XYZ

6.5. ABC

Now to the main part of Boghossian’s argument. Boghoswants us to consider a case
where to distinguish the substances in this manner iamatternative. In this case, he says
(Boghossian, 1991, p. 75), we have a substance that iskpi$i,0 and XYZ in having all
the same macro properties, e.g. you can drink it, itsbai 100°C, fish live in it etc.
Boghossian calls this substance ABC. The only diffexesi¢hat the worlds you need to get to
to distinguish ABC from KO and XYZ are worlds that you can't get to, on accourthef
extreme conditions there. The example Boghossianisiskat you can only distinguish ABC
from H,O in gravitational fields that are characteristic ofititedes of black holes, which is a
place that is physically possible, but also where hunmansinciple cannot survive. The
qguestion is if ABC is in the extension of “water”. If &, ithen “water” has two distinct kinds
in its extension and is disjunctive in the same sens®’ agiginal “cat” concept, i.e. as a
primitive concept with a disjunctive extension, but witle difference that the mistake is

necessary.

The role the notion of physics plays in this examplsomewhat puzzling, | think. First of all
we have the difference between physically possiblddsand a subset of these worlds that
are the physically possible worlds we can get to. @ifference, | think, is initially fairly
intuitive. There are, after all, conceivable circumsts that are physically possible but where
humans would not survive. And, where humans cannot surkiveans cannot perform
experiments to show that two things are kind-distiAcid if two things are kind-distinct but
cannot be verified as such then our language dispositiomotcaespect that difference. As
we have seen, this comes down to which counterfactualgwse of an individual in a world,
and in these cases it seems that all the counterfathahlgovern the tokening of “water” of

H,0 and not of ABC are false in worlds that can be irteadldby us.
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But this is a strange view of physics. First of allisita view that takes for granted that all
kind-distinctions must be made on the basis of exmerimThis is, as it stands, not
unreasonable. But in this context this implies thatcesithere are circumstances where
humans cannot perform experiments or observation® #rerphysically possible worlds that
are impossible to describe in physical language. This folloera Boghossian’s view since
he claims (i) that ABC is a physical kind, and (iiptht can in principle not be discovered
experimentally. Given the premise that kind distinctiongst be made on the basis of
experiment, it follows that on Boghossian's view, ABC though a physical substance, it is
physically indescribable. ABC is, after all, a substaheg e necessarily cannot discover. It
is also a substance that cannot be discovered ingirectlit were. To discover something
indirectly means in this context that you can discovesn the basis of examining your
existing theory for inconsistencies or weaknesses @ salution, we can imagine, postulate
some theoretical kind that solves the problem. | tald&at scientific history is full of this kind
of indirect discovery. The discovery of Neptune cor@esind as such a case. ABC can in
principle not be discovered like this. Objects thatdiseovered indirectly have features that
are such that they can be discovered, given the ege#rimental environment. There are no
experimental environments where ABC can be discoveredssiyymption. This, | think, is the
puzzling part about Boghossian’s thought experiment. Whatpigyaically possible world
like that contain kinds that cannot, in principle, be dbed physically? What makes it the
case that this world can be said topbgsicallypossible? | think it is not unreasonable to say
that physically possible worlds are worlds where #wsland the individuals subsumed by
those laws are not inconsistent with some ideal physicsans ideally can provide. | am
puzzled by that the worlds Boghossian postulates as phygicssible does not satisfy this
condition. If the ABC worlds are worlds that arepiinciple not describable in even an ideal
physics, by what criteria are thehysicallypossible? | take Fodor to express a similar worry
in (Fodor, 1991, p. 275).

This worry can be addressed by relaxing the condition kivad-distinctions must be
established experimentally. But this is just to relaxabedition that the world in which the
kind-distinction is detectable must be available to us, asdye have seen, that is a crucial
premise of Boghossian’s argument. | make this point asbaarvation and will not pursue it
here. Fodor also expresses doubts as to whether thisefeait the though experiment is

plausible (Fodor, 1991, p. 275). Let us return to the main argum
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6.6. Verificationism and the Actual History Condition

That informational semantics imply verificationismsismething Fodor is explicitly aware of
(Fodor, 1990, p. 120). In fact he even spells out the arguimeittt

Such theories [informational ones] distinguish betweencepts only if their tokenings are controlled
by differentlaws. Hence only if different counterfactuals are thitheir tokenings. Hence only if there
are (possible) circumstances in which one concept waulthbsed to be tokened and the other concept
would not. [...] ..., i.e. a world where & and XYZ are distinguished (a forteriori, a worldesd HO
and XYZ are distinguishable. That is how you get from imfational semantics to verificationism.
Correspondingly, the way you avoid the verificationissn You relax the demand that semantic
relations be construed solely by reference to subjunmatdnditionals; you let the actual histories of
tokenings count too. (Fodor, 1990, p. 120)
The verificationist aspects of the theory commits tHermational semanticist to the principle
that ‘If “X” expresses at leaXt and if there is & which it is not nomologically possible for
you to distinguish fronx, then“X” expresse¥ as well asX (e.g., it expresses the disjunctive
property X or Y.) (Fodor, 1990, p. 119). And this is the feature of Fodor'soth
Boghossian’s argument seeks to exploit. The problem tsiftbae cannot distinguish ABC
from H,O, then both KO and ABC are in the extension of “water”, and thistsitively not
the right result, Boghossian thinks. One of the trdns we postulated that the theory should
respect is that kind-terms like’ “water” either picks domething that is exemplified by most
of the local samples, or it picks out nothing atAlid, it is hard not to agree with Boghossian

that “water”, intuitively, does not have a disjunctexension.

Fodor’s response to the verificationism worry is toddtrce a new condition he calls “the
actual history condition”. This condition postulates i@ is to express P then some Ss are
actually caused by Ps (Fodor, 1990, p. 121). This seems taex&BC from the extension
of “water”: since ABC is only a possible and not acsuadstance, no “water” token has ever
been caused by ABC. Given the actual history condid@dC is thus not in the extension of
“water”. But the actual history condition has somedisantages over the pure informational
approach. One of the great advantages of the informatap@moach is that it can treat
uninstantiated properties the same way as it treats fratzh properties. Since all that is
relevant for the tokening of a symbol is the law thavegns the tokening, and that law is
accounted for in terms of subjunctive conditionalgrehis nothing that precludes us from
accounting for the symbol “unicorn” by saying there isoanic connection between unicorns

and “unicorn”s. We can say that “unicorn” means whabis because it would be caused by
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unicorns if there were any. On the actual history c@ithis is not an option. Unicorns

don't exist and therefore cannot have caused “unicorn” goken

As Boghossian points out (Boghossian, 1991, p. 77), thmssé® have the consequence that
there is a connection between being an instantiated ppyaged being the cause of a primitive
symbol. He says: “... there seems no reason to belieteevery concept that has an empty
extension in the actual world will turn out to d@mplex’ (Boghossian, 1991, p. 77). This has
the potential implausible consequence that there is mnection between being an
uninstantiated property and being a complex symbol. Boghoskiaks Fodor owes an
argument for the plausibility of this (Boghossian, 199179. | do agree with Boghossian
that Fodor owes an argument for this. But | do not thiak it is prima facie not plausible that
there is a connection between being an instantiated progedybeing a simple symbol.
Perhaps one can make a case for the claim thatgdlessymbols must have a corresponding
instantiated property. From there one can by deducing thasimple symbol has a
corresponding uninstantiated property conclude that all wamtigted properties, if they
correspond at all, correspond to complex symbols. Tisanething, on the face of it at least,

why this approach is implausible.

A second difficulty is that it is not obvious that thetual history condition actually solves the
problem. Boghossian considers the case where ABC actemlits in the actual world, in
trace amounts (Boghossian, 1991, p. 77-78). The idea is th@t sA8hds to KD as iron
pyrites stands to gold, i.e. as an impurity that isimdhe extension of the kind term, but that
still occasionally is causally responsible for caushmgytokening of the kind symbol. So ABC
exists all around us, we are supposing, but only in trace dmdle are assuming that this is
sufficient for that some “water” tokens have actudigen caused by ABC, and that this
satisfies the actual history condition. This seemsaiayi that “water” has both #0 and ABC

in its extension, and this is, Boghossian says (1991, p.c@8jrary to intuition, and thus
constitutes a counterexample to Fodor’s theory. Tiseguence of this seems to be that the
actual history condition doesn’'t produce the effect Fodgrek, namely to secure univocal
content ascriptions even in cases where one canndy teat the asymmetrical dependence
base consists of a single law. This constitutes Bago's full argument against Fodor’'s
view. | do not think that Fodor can reply effectively tostchallenge, and in considering

Fodor’s response | will try to formulate why.
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6.7. Fodor’'s Response

How does Fodor respond to this argument? Fodor respondidnking the argument that
shows that the asymmetric theory is a type | theogy,the crucial premise of Boghossian’s
argument. We remember that the argument tries to sh@wvbly showing that the only
plausible alternative to the world where-PS is the only S causing law is not available as an
asymmetric dependency base. The thought is that if §mamastric dependency base of all
the laws that causes S is defined as a world wherertligecause of S is P, then, that is in
effect to say that this world is a situation wheredhéy thing that can cause a symbol is its
referent. This is, as we saw, equivalent to the defmibf a type | situation. If Fodor can

undermine this argument he has shown that his theoot & type | theory.

For Fodor to undermine the argument he must show thghddsian’s argument does not
force him to accept the conclusion, i.e. that the asgtric dependence base for S is a world
where the only thing that can cause S is P, which is teeerg of S. He must do this because
the alternative is to admit that the theory isgety theory. Boghossian’s argument consists in
assuming that Fodor denies this conclusion and then esmgjd=odor’s options. Boghossian
thinks Fodor has one option, namely to insist upon &ridution of nearby worlds which
contains worlds in which P and Q can cause S tokedswarids in which both P and R can,
but no world in which only P can and no world in which ombn-Ps can, ...” (Boghossian,
1991, p. 72). But this is tantamount to saying that the asymentkependence base for S
tokens is (P & R) v (P & Q), which does not yield Ptlaes unique cause of S tokens, and
hence not the meaning of S. Boghossian concludes, rdédgatifat Fodor’s theory is a type |
theory because the only alternative specification ofmasgtric dependence bases is not
sufficient for producing robustness. This, we remembeheschief condition a theory of

meaning must satisfy.

As we have set up the argument here it seems reasahabtbe way for Fodor to disarm the
argument is either to show that there is indeed a whspecifying the asymmetric
dependence base for S other than by specifying a world wheeanly cause of S is P, which
amounts to finding a better alternative than Boghossatésnative, or by somehow denying
that the way we have set up type | theories here fadhwhat is meant by type | theory.

These, as far as | can tell, are the only optionsdaintering Boghossian’s objection.
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Fodor chooses a different strategy, one | find puzzlind.t@allaw (P & R) v (P & Q) S

for C. We remember that C is Boghossian’s alternatisgmmetric dependence base to
admitting an asymmetric dependence base that is equtital@ type | situation. As we have
been setting things up, we have found reason to accept thah€ most plausible alternative
Fodor has other than admitting to a type | theory. atoept that C is the asymmetric
dependence base for S is, of course, to admit thata®@sremething disjunctive, but this is
presumably a problem that could be solved by the actualhisbndition. So, admitting that
C is an alternative to P as the asymmetric dependerseefba S tokens is presumably not

fatal to Fodor’s theory.

The puzzling part about Fodor’ reply is that this is & approach he takes. Fodor argues
against that C should be regarded as a candidate forytmmasric dependency base for S
(Fodor, 1991, p. 273), and he does so very convincingly. Helsays t

Notice, to begin with, that for S to mean P in thisldioP — S has to be (not just true but) lawful in
(relevant) worlds where other % S laws fail. The argument for this is straightforwartle intuition
that underlies the asymmetric dependence story isSteaheaning P depends or-PS but not on any
other X— S connections. But this implies that any othersXS can fail consonant with whatever is
required for S to mean P. But for S to mean P, Ss naugg immformation about P; and Ss to carry
information about P, [P S] has to be a law. So X isn’t a candidate for vateans in \Munless X-
Sis alaw in W So, then, the question arises whether we're guaratitee@ is a law in W1 and W2;
and the answer is that we aren’t. (Fodor, 1991, p. 273)
There are two main reasons why C is likely not to bawa(Fodor, 1991, p. 273). The first
reason is one we looked at when we considered whetleimal causes could be the
antecedents of laws. Fodor considers the disjunatiecedents of such laws to be subject to
the same considerations that makes proximal causes igitleelas antecedents in laws,
namely that the disjunctions are open. He does notvbgyhe thinks this is so, and | don't
quite see how the cases are connected. But, we wilpunsuie the matter more here. The
second reason is that it seems that Boghossian makes assumptions about what laws
imply, assumptions Fodor can deny. Fodor (1991, p. 273) takes 8ghdo assume that the
inference from if X—» S and Y— S are laws to the conclusion that it follows tha& X — S
is a law holds. Fodor makes the observation thatetisparibus laws are notorious for not
satisfying this pattern of inference” (1991, p. 273) as an ebeatagshow that the inference is
likely not to hold. This is, | think, a valid concern ondeo's part, but | do not think he
conclusively shows that there cannot be a law likén&@ has a disjunctive antecedent that

satisfies both the condition that it should be a prégper and that its antecedent is not open.
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What is confusing in this discussion, | think, is the diadeof the exchange between Fodor

and Boghossian. Fodor says:

| conclude that Boghossian has given us no reason toddhiat C will be a candidate for determining
the meaning of S wheneverS is a candidate for determining the meaning of S. Frorohwiurther
conclude that Boghossian has given us no reason for supploairige asymmetric dependence story is
committed to type | situations. (Fodor, 1991, p. 273 — 274)
The puzzlement stems from the fact that this concludems not seem to follow from the way
we have set up Boghossian’s argument. We have consideresl tGeaonly plausible
alternative Fodor has as an asymmetric dependence b&selaf wants to deny that his
theory is not a type | theory. It seems that C, beitgwathat secures that Ps can cause Ss
without relying upon specifying a situation or world where thky thing that can cause Ss is
Ps, is a candidate Fodor can employ to demonstratehihdheory in fact is not a type |
theory. Instead, Fodor seems to treat Boghossian’s arguasea disjunction problem where
he needs to dispel the disjunction, something he arguabtgsds in doing. But, in doing so
he does not actually answer Boghossian’s objection. @sign’s objection, as we have seen,
assumes that Fodor wants do deny that his theoryyged theory. This implies, Boghossian
believes, that one needs another way of specifying thmrastric dependence base of a
symbol than appealing to the nearest possible world inhnddicS tokens are caused by Ps,
since this proposal is equivalent to the type | way otifpag the asymmetric dependence
base. Boghossian then considers what he thinks is teeplawisible option and argues that it
also is insufficient for being the asymmetric dependebase for S tokens. In effect,
Boghossian wants to show that specifying a situationl@ahere all S tokens are caused by
Ps, i.e. being a type | theory, followsecessarilyfrom Fodor’s theory of asymmetric
dependence, because no other option is available forfyspgcthe required asymmetric

dependence base.

The reason why Fodor’s reply is puzzling, | think, is tRador does nothing to counter
Boghossian’s argument. He, in fact, strengthens it byngdaliguments to why Boghossian’s
alternative to being a type | theory is flawed. If ‘Want it to come out that [‘cow”] means
[cow] becauseowhoodis the only property whose instances cause “cow’s imyewerld
where anything does’ (Fodor, 1991, p. 273) which is Fodor’s revisediton after he has
replied to Boghossian’s objection, unpacks as something ttae “... (i) in W, cows cause

“‘cow’s and non-cows don’t; and (ii) W is nearer to ourldidhan any in which some non-
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cows cause “cow”s and no cows do” (Fodor, quoted in Bsgjao, 1991, p. 71), which is
how Boghossian’s argument presupposes that it does notfFtaem owes an argument for
the difference, | think. In the next section we wiinsider some difficulties relating to relying
on distances between possible worlds in specifying thedoasymmetric dependence bases.

As we will see, Boghossian argues that such distance®the specified naturalistically.

6.8. The Distance Metric

We mentioned above that there are problems connectt ttheory’s modal aspects, and
especially connected to the conception of distance leetwerious possible worlds.
Boghossian is skeptical about whether the relevant fiesaf-relation can be specified non-
guestion-beggingly, i.e. in non-semantic and non-inteatiterms (Boghossian, 1991, p. 81).

He formulates the problem like this:

Clearly, everything depends on whether the relevantaiityilrelation can be specified non-question-
beggingly — without the benefit of sidelong looks at themregs of the expressions in question. What
the success of Fodor’s theory depends on, in other wardsati when nearness of worlds is judged
from a purely non-semantic and non-intentional — for purposes, therefore, from a purely physical —
point of view, the HO-only world always turns out to be closer than thezonly world. Will this be
true? (Boghossian, 1991, p. 81)
It is important to note here that Boghossian takes hirtsélave shown that Fodor’s theory is
a type | theory where “to say that P is an asymmdgendence base for S is simply to say
that P is the sole cause of S tokensthe closest world where S has a single cause
(Boghossian, 1991, p. 81, my italics). Above, we saw reasbelieve that Fodor must accept
this conclusion. So there are worlds where the onlytlet govern S tokens isP S, and
these worlds are the ones that are the candidatdseiiog the asymmetric dependence base
for S. The one of these that is the closest tatteal world is the one that is the asymmetric
dependence base for S. But by what principle should welel¢he distances between these
worlds? We said in the beginning of this chapter thattitdschanges one must make to get to

a world that are important in this context.

Fodor has an account of this procedure (quoted in Boghod4€8#f, p. 83) which we will

review. The question is: why does “water” trackCHand not XYZ? What do we need to
change to make it the case that “water” track® ldnd not XYZ? Kind terms are, as we have
seen, governed by our dispositions and what we can diggndpgtween. Let us consider a

world where we can infallibly tell 0 and XYZ apart. What do we need to change to make
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this the case? We could perhaps make it so that XYZ hateular color or smell that
makes it instantly recognizable. This world will then beald in which our “water” tokens
track HO and not XYZ. Next we will consider what needs to leedase for “water” tokens
to track XYZ and not ED. Plausibly we need to change the world enough thadiffezent
substances are recognizably different, e.g. by introducingp sbstinguishing feature, like in
the previous world. And, in addition to this, we need to gkhawur dispositions, i.e. we need
to change such that we are disposed to use “water” for aiZnot HO. The important point
is that we need to change more to get “water” toktrd¥'Z (i.e. make XYZ and KO
distinguishable, and change our disposition to token “watkXYZ) than to make it track
H,O (to make HO and XYZ distinguishable). Since we need to change rtmiget to an
XYZ world than to an KO world, the HO world is closer and “water” has.@ in its
extension. This way of specifying distances between Iplessiorlds is Fodor’s. Boghossian
seems to say that this way is question-begging and natafistic. Let us try to specify why

he thinks so.

We have seen that “water” tokens@Hand not XYZ because we need to make more changes
to get to the world where “water” is tokened only by XY&Zworld where the substances are
obviously distinguished and that our dispositions are diff¢tbhan we need to make to get to
the world where “water” is tokened only by®l (only that the substances are distinguished).
So it seems that the,8 world is closer on account of the fewer changes needgettthere,

and that explains why “water” means@and not XYZ.

Boghossian objects that this way of specifying the digtdbetween worlds is question
begging (Boghossian, 1991, p. 82-83). His point is that it isobeious that particular
physical changes and intentional changes are equally biggeh i.e. that they count for as
much as the other changes. Fodor seems to think afhdreges individually as having the
same value as any other change. This has the obviousitageaof allowing distances
between worlds to be accounted for quantitatively. Angl thseems, is what Fodor does. As
we have seen, the XYZ world is farther away from theua world than the 0 world
because to get to the XYZ world you need to make two chaflgake XYZ uniquely
detectable, and change our dispositions), whereas to ¢ 6O world you only need to

make one (make 4 uniquely detectable).
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Boghossian’s point is that this way of looking at charige®t very plausible. He makes the
observation that to make,@ infallibly detectable from XYZ one only needs to aparO

in such a way so that it has some property that fantly recognizable (Boghossian, 1991, p.
82). One does not also need to make XYZ infallibly detdet from anything else. He
continues by saying that making these changes dependsa fobiysical perspective, not only
on our detecting capabilities, but also on the chemistrthe substances. From this it is
reasonable to infer that some substances will beretsin others to change in such a way as
to imprint them with a property that is instantly recagble by us. This seems to show that
physical changes cannot be regarded as equal in such aswayliaense a quantitative
account of distance between worlds in the way we Is@en that Fodor does. Boghossian
continues by presenting the following case. He assunasXtfiZ has been made uniquely
identifiable by an alteration of our sensory apparatusishauch that XYZ smells horrible.
H,O is not identifiable in the same manner, and can be sedfwith other substances that
have similar traits. It is also assumed that thenghahat made XYZ instantly recognizable is
a very small physical change. The change needed to mgReinidtantly recognizable is
assumed to be a complicated affair, implying bigger changesged than the XYZ case.

Boghossian poses the following question:

To get, then, from our world — in which “water” meangOH- to a world in which “water” gets applied
only to HO, you have to make a big physical change; to get to ll\wowhich it gets applied only to
XYZ, you have to make a physical change and a smalitioteal change. Now: which world is closer
to ours? (Boghossian, 1991, p. 82-83)
He continues by concluding that the only way of gettingdésired result — that the,@
world comes out as closer than the XYZ world — one néedsssume that “all physical
changes are on par, and every intentional change cdontss much as every physical
change.” (Boghossian, 1991, p. 83). This is non-naturalistibe following sense: Fodor’'s
argument depends on the physical changes being on par bdvanitbe intentional change
can settle the question of which world is closer. BsitBaghossian’s argument show, there is
reason to believe that physical changes are not os@ainat situations where Fodor’s theory

yields the wrong results are possible.

Fodor responds to this argument by stressing that the fatiese cases are ceteris paribus

laws and that this changes the case. He says:
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What's needed is that each world in whickOHand XYZ is distinguishable and we apply ‘water’ to
H,O but not to XYZ is closer to us than the wotldt is closest to in which HO and XYZ are
distinguishable and we apply ‘water’ to XYZ but not teCH (This is a way of saying thakteris
paribusworlds in which water rules are closer to us thamesmonding worlds in which XYZ does.)
Any adequate distance measure should have this propertysbees we've seen, you have to change
more things to get to XYZ-but-not,B) [sic] worlds than you do to get to,8-but-not-XYZ worlds.
And though, as Boghossian very properly reminds us, it isagpiired that the more things you have to
change to get to a world, the further away that worldtbdse, itis required that the more things you
have to change to get to a world, the further awaywioald has to beeteris paribus(Fodor, 1991, p.
276-277)
Fodor seems to be saying that the reason Boghossiar'yiedds the wrong result is that he
does not take in to account that the laws in questioretegis paribus laws. The feature of
ceteris paribus laws that make it the case that Bssiwo's example does not apply is not
easy to understand, and | am a little puzzled by this. la@ute understand what good it
does to make the distance metric to be a relation keetve- B and B — C instead of A - B
and A — C. Actually, | think there is an ambiguity inshthe distance metric is articulated in
the quote above. This is something | think can have semopikcations for Fodor’s theory,
but we will only consider it superficially here. Let’'s suppahe actual world is A, the,@&
world is B and the XYZ world is C. Now, as we remembibe question we want an answer

to is this: why does “water” mean,@ and not XYZ?

| claim that there are two ways of understanding Fedacount in the quote above: The A —
B distance is less than the B — C distance. We aagiimmg that C is the closest world where
XYZ causes “water” tokens in relation to B. The amkigwarises from the fact that Fodor
doesn’t say if the distance that matters is in i@tato A or not. And there is no reason to
assume, since we are dealing with ceteris paribus lawsdhacancel each other out, that the
worlds we are considering are arranged linearly. It ihéncases where they are not that the
ambiguity becomes relevant. If the A — B distance s$s han the B — C distance and it is
these two distances that matter, then the case cootesgght. This, however, implies the
assumption that possible worlds are arranged lineanlyassumption that is in need of an
argument. If the distances that matter are in meiaid A and the worlds are arranged linearly
then C is further away from A then B as a trivialtfaand there seems to be no reason to
express it like Fodor does. But if the worlds are awanged linearly, as is possible since
ceteris paribus laws can cancel each other out, anéswdve the ambiguity by postulating
that it is in fact the relation to A that mattettsen the possibility arises that even though B —
C is greater that A — B, A — C can still be less distance than A — B. This has the plausible

consequence that the XYZ world can still be closen ttte HO world. This is, in my
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opinion, a result Fodor cannot tolerate. If it is tthat this result only can be avoided by
assuming that possible worlds are arranged linearly | thiska result that comes at a price
for Fodor. Intuitively | do not think it is plausible thadssible worlds are arranges in a strict,
linear way. This assumption will also imply that Fodarsmprovide a naturalistic and non-
guestion begging account of the arrangement of possiblesuvibrat has the result that they

are arranged linearly. | do not think such an account tkdoming.

6.9. Conclusion

In this chapter we have primarily focused on Boghossianggiment against Fodor. The
argument aims to show that Fodor’s theory of asymmeligpendence is a type | theory in
disguise. We have seen reasons in support of this dldamalso reviewed Fodor’s reply to
this objection and found it lacking in that it seems to esklisomething else than what we
have taken Boghossian's argument to be. From this | thilskreasonable to conclude that
Fodor’s reply to Boghossian is not successful in disgelihe worry the argument poses, and
that the argument poses a considerable challenge to’§@doount. Boghossian’s argument
poses several worries about Fodor’s theory’s aldtitgccount for what we have said are the
three main intuitions we have about a naturalistic the&d meaning: the intuition that the
theory should be naturalistic, that it should constnganing as robust, and that it should not
construe meaning as being ubiquitous, i.e. everywhere. \aBoghossian’s objection
challenges Fodor’s theory’s account of the robustnésseaning in that it claims to show
that the theory will always ascribe disjunctive esiens to symbols. It also challenges the
theory’s virtue of being naturalistic in that it claimathodor cannot get the right content
ascriptions unless he makes assumptions about how togarrdne possible worlds,
assumptions that Boghossian claims are question-beggthgamnaturalistic. We have also
seen some evidence for this claim. | think that whathaee considered in this chapter
suggests that Fodor’s theory has severe problems to tadklee be can claim to have

succeeded in naturalizing intentionality and meaning.
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Summary and Conclusions

At the outset we identified three things we pre-thecaélti and intuitively think a theory of
meaning should account for. Two of these intuitions ex@icit features of meaning: that
meaning is not everywhere (the disproval of pan-semamtjcand that meaning is robust
(that the meanings of things are insensitive to, for el@nwhat causes them). The third
intuition is a more general intuition about how therldags. It is the intuition that everything
that exists, in some form or other, is physical. Thithe intuition which is the basis of what
we have been calling physicalism. | called this a moremémtuition because it applies to
not only meaning and intentionality but to all things. Ptalsm implies that also the rest of
the mental, including consciousness, in some form or athphysical. And everything that is
physical in this sense should, in principle, be accountedaforralistically. Fodor’s theory, as
we have seen, does not attempt to account for thefrdst mental or consciousness, only for

meaning and intentionality.

On this background we can see that Fodor’s project of trgngaturalize meaning and
intentionality by providing a naturalistic theory of ¢tent is an extremely ambitious project,
but a project that must be attempted if one is convincddetigaything that exists is physical,

in some form or other.

It is perhaps the requirement that the theory shoaildaburalistic that Fodor’s theory satisfies
best of the three requirements, or intuitions. Irt pave saw that, by using a notion such as
information, the Fodor’s theory is specified in natutaliterms. As we saw in the discussion
of the historical/teleological theory Fodor’'s theoashhe advantage of not having to assume
something like the teleological notion of biologicahdtion. We saw that Fodor’s reasons for
finding an alternative solution to the disjunction pesblthat does not involve a principled
distinction between type | and type Il situations arensl. His rejection of this distinction is,

as we saw, motivated by considerations about robustness.
In part Il we have seen Fodor's own proposal for solving disjunction problem. His

asymmetric dependence theory does seem to account for cameg of the disjunction

problem, but as we saw when we considered Boghossian'stiobjeghere are reasons to
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believe that it cannot account for all. I do think thatne of these considerations pose severe

difficulties for Fodor.

In conclusion | would like to observe that though we hawecluded here that Fodor’s theory
does not account for the three main intuitions in afaatsry manner, we have not shown
that Fodor’s theory, suitably revised, cannot meet ¢élgglirements we have posed. In fact |
do believe that Fodor’s theory is the best theorylabie that aims to naturalize meaning. It
succeeds in accounting for many things in this context, butvesithing it sets out to do. As

we observed above, we must assess Fodor’s theogjation to the ambition of the project.

In this case the project is to place the mind, and eweiytelse, where it belongs, namely in

nature.
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