
Curves of genus 2 on rational normal scrolls

and scrollar syzygies

Andrea Hofmann

December 2010

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by NORA - Norwegian Open Research Archives

https://core.ac.uk/display/30840248?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Andrea Hofmann, 2011 
 
 
Series of dissertations submitted to the  
Faculty of Mathematics and Natural Sciences, University of Oslo 
No. 1065 
 
ISSN 1501-7710 
 
 
All rights reserved. No part of this publication may be  
reproduced or transmitted, in any form or by any means, without permission.   
 
 
 
 
 
 
 
 
Cover: Inger Sandved Anfinsen. 
Printed in Norway: AIT Oslo AS.   
 
Produced in co-operation with Unipub.  
The thesis is produced by Unipub merely in connection with the  
thesis defence. Kindly direct all inquiries regarding the thesis to the copyright  
holder or the unit which grants the doctorate.   



Acknowledgements

First of all, I would like to thank my advisor Kristian Ranestad for interesting discus-
sions and encouragement throughout the process of writing this thesis.
During this process there have been a number of people more who I am grateful to:
I would like to thank Ragni Piene for good advice, Arne B. Sletsjøe for always having
been enthusiastic about discussing all kind of mathematical questions, Lars Halle for
giving good advice on some parts of the thesis and Hans-Christian v. Bothmer and
Frank-Olaf Schreyer for fruitful discussions during their stays at the University of Oslo.
I would also like to thank the rest of the algebra group at the University of Oslo, in
particular fellow Ph.D. students and master students for some really nice discussions
and fellowship in our student seminar and Abdul Moeed Mohammad for discussions
both about mathematics and non-mathematical subjects.
Furthermore, I would like to take the opportunity to thank Nadia S. Larsen for nice
fellow lunches and Ragnar E. Pettersen for his humour and encouraging conversations.
Finally, special thanks go to my friends for their warm support.

Oslo, December 2010
Andrea Hofmann





Contents

1 Introduction 1

2 Scrolls containing C 5

2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Rolling factor coordinates . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 g1

2(C)-scrolls and g1
3(C)-scrolls . . . . . . . . . . . . . . . . . . . . . . . 8

2.4 Possible scroll types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 The ideal of C 25

3.1 d ≥ 7 odd, e = 0, i.e. S of scroll type (d−3
2

, d−3
2

) . . . . . . . . . . . . . 27
3.2 d ≥ 6 even, e = 1, i.e. S of scroll type (d−2

2
, d−4

2
) . . . . . . . . . . . . . 32

3.3 d ≥ 7 odd, e = 2, i.e. S of scroll type (d−1
2

, d−5
2

) . . . . . . . . . . . . . 34
3.4 d ≥ 6 even, e = 3, i.e. S of scroll type (d

2
, d−6

2
) . . . . . . . . . . . . . . 37

3.5 An alternative presentation when 7 ≤ d ≤ 12 . . . . . . . . . . . . . . 40

4 The minimal free resolution of OC 45

4.1 Free resolutions and Betti diagrams . . . . . . . . . . . . . . . . . . . . 45
4.2 The resolution of OC as OPd−2-module for d ≥ 5 . . . . . . . . . . . . . 48
4.3 The differentials in the mapping cone complex . . . . . . . . . . . . . . 52

5 The ideal of C as a sum of scrollar ideals 57

6 Quadrics of low rank containing a curve of degree 6 79

6.1 Smooth curves of degree 6 . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.1 Smooth curves C having a smooth g1

2(C)-scroll . . . . . . . . . . 81
6.1.2 Smooth curves C with a singular g1

2(C)-scroll . . . . . . . . . . 82
6.2 Examples of singular curves of degree 6 . . . . . . . . . . . . . . . . . . 83

6.2.1 Examples of singular curves C as the complete intersection of a
smooth scroll and a quadric . . . . . . . . . . . . . . . . . . . . 83

6.2.2 Examples of singular curves as the complete intersection of a
singular scroll and a quadric . . . . . . . . . . . . . . . . . . . . 85

7 The first syzygies of IC where C is a curve of degree 7 87

7.1 Preliminary definitions and motivation . . . . . . . . . . . . . . . . . . 87
7.2 Curves C on a two-dimensional scroll of type (2, 2) . . . . . . . . . . . 89

7.2.1 A smooth example . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.2 A family of curves where l1 = l2 and l3 = l4 . . . . . . . . . . . . 91
7.2.3 A family of curves in the case l1 = l3 and l2 = l4 . . . . . . . . . 92

7.3 Curves C on a two-dimensional scroll of type (3, 1) . . . . . . . . . . . 93



7.3.1 A smooth example . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.2 A family of curves in the case l1 = l2 and l3 = l4 . . . . . . . . . 94
7.3.3 A family of curves where l1 = l3 and l2 = l4 . . . . . . . . . . . . 95

8 The degree of Sec3(C) 97

8.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
8.1.1 The Poincaré line bundle L . . . . . . . . . . . . . . . . . . . . 101
8.1.2 The Chern classes of the Poincaré line bundle L . . . . . . . . . 103
8.1.3 The Chern classes of H . . . . . . . . . . . . . . . . . . . . . . . 104
8.1.4 The Chern classes of G . . . . . . . . . . . . . . . . . . . . . . . 104
8.1.5 C3 as a P

1-bundle over Jac(C) . . . . . . . . . . . . . . . . . . . 105
8.2 Computations of the degree of Sec3(C) . . . . . . . . . . . . . . . . . . 106

8.2.1 First method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.2.2 Second method . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.2.3 Third method: Berzolari’s formula for the number of trisecant

lines to a smooth curve of genus g and degree d in P
4 . . . . . . 118

A Appendix to Chapter 4 121

A.1 d = 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2 d = 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122



Chapter 1

Introduction

Given a variety X ⊆ P
n, one interesting aspect is to analyze the syzygy modules of its

homogeneous ideal IX , e.g. via the minimal free resolution of IX .

The first interesting problem that arises is to look for a decomposition of the ideal IX .
Since for any two projective varieties X and Y such that X ⊆ Y , we have the reverse
inclusion of the ideals, i.e. IY ⊆ IX , in order to describe the structure of IX , it is
natural to look for varieties Y1, . . . , Ym that contain X and such that the union of the
ideals IY1 , . . . , IYm

generates IX . The first engaging question that now arises is whether
we can find varieties Y1, . . . , Ym that contain X and such that IX is generated by the
union of the ideals IY1, . . . , IYm

. In addition, we naturally want m to be as small as
possible.
Continuing in this direction, we may pose the same question for the higher syzygy
modules of IX . Denoting by the 0th syzygy module the ideal IX and by r the length
of the minimal free resolution of IX , one motivating question is the following:

For all i in the range 0 ≤ i ≤ r, can we find varieties Y1, . . . , Ym

(∗) such that the ith syzygy module of IX is generated by the union
of the ith syzygy modules of the ideals IY1, . . . , IYm

?

This question is for instance considered for elliptic normal curves and their secant
varieties and bielliptic canonical curves in [HvB04] and for canonical curves in [vB07].

In all these cases that have been studied, rational normal scrolls are natural candidates
for the varieties Y1, . . . , Ym. One nice property that turns rational normal scrolls into
good candidates for these varieties Y1, . . . , Ym is the fact that for a curve C lying inside
a rational normal scroll Y generated by some g1

k on C, the resolution of IC is obtained
via a mapping cone construction using the minimal free resolution of IY in P

n, and
thus for 0 ≤ i ≤ codim(Y ), there is a natural inclusion of the ith syzygy modules,
Syzi(Y ) ⊆ Syzi(C).

In this thesis we study smooth curves C of genus 2, embedded in P
d−2 by a complete

linear system of degree d ≥ 5.

We use the notation g1
k(C) to denote a g1

k on C.

We are interested in rational normal scrolls defined by linear systems g1
2(C) and g1

3(C)’s.

A simple use of the Riemann-Roch Theorem for curves shows that there exists exactly
one g1

2 on C, and that this is equal to the canonical system |KC | on C, and that the
family of g1

3’s on C is two-dimensional.

The unique g1
2(C) gives rise to one scroll S of dimension 2:

1



2 Chapter 1. Introduction

S =
⋃

E∈g1
2(C)

span(E).

We will denote a g1
3(C) by |D|. Each g1

3(C) gives rise to a scroll V = V|D| of dimension
3:

V|D| =
⋃

D′∈|D|

span(D′).

This gives a two-dimensional family of three-dimensional rational normal scrolls that
contain the curve C.
For d ≥ 6 the ideal IC is generated by quadrics, for d = 5 the ideal IC is generated
by one quadric and two cubics. Since the ideal of a rational normal scroll is generated
by quadrics as well, we will mostly only consider the case d ≥ 6 and mention the case
d = 5 occasionally as some exceptional example.

It will be shown, from the minimal free resolution of IC in Chapter 4, that the ith
syzygy module of IC can be generated by linear syzygies for 1 ≤ i ≤ d − 5. Moreover,
it is a well-known fact that, for i ≥ 1, the ith syzygy-module of IX , where X is a
rational normal scroll, can be generated by linear syzygies. We will thus focus on the
linear syzygies and for any variety Z denote by Syzi(IZ) the vector space of linear ith
syzygies of IZ . In our cases, all varieties are arithmetically Cohen-Macaulay, and thus
the length of the minimal free resolution is equal to the codimension, which is equal to
d − 5 for a g1

3(C)-scroll.

Now, Question (∗) becomes in this case our following motivating question:

Let S be the g1
2(C)-scroll, and let V run through the two-

dimensional family of g1
3(C)-scrolls. For fixed i such that

(∗∗) 0 ≤ i ≤ d − 5, is the space of the ith linear syzygies of C
spanned by the ith linear syzygies of IS and the ith linear
syzygies of all IV ?

We will give a positive answer to this question in the case i = 0, i.e. for the ideal of
C. More precisely, we will show that IC is generated by the union of IS and the ideal
of one g1

3(C)-scroll V , that obviously does not contain S.

Considering the higher syzygies of IC we restrict ourselves to the first syzygies and the
case when the degree of C is equal to d = 7, the first interesting case.

We provide examples of smooth curves C and two g1
3(C)-scrolls V1 and V2 such that

the first szyygies of IC are generated by the first syzygies of IS and the first syyzgies
of IV1 and IV2.

The thesis is organized as follows:

In Chapter 2 we introduce rational normal scrolls, in particular rational normal scrolls
of dimension 2 and 3 that contain the curve C and give a description of rolling factor
coordinates on a scroll, which will be useful in Chapter 3.
Moreover, we give a connection between |H|, the complete linear system that embeds
C into P

d−2, and the scroll types of the g1
2(C)-scroll S and a g1

3(C)-scroll V = V|D|, for
a given g1

3(C) |D|.
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In Chapter 3 we let d ≥ 6. We use rolling factor coordinates on the g1
2(C)-scroll S to

give quadrics that together with IS generate the ideal of C.

Chapter 4 deals with the minimal free resolution of OC as OPd−2-module. We will give
the Betti diagram of OC . The description of the quadrics in Chapter 3 that together
with IS generate IC is useful here in order to describe the differentials in the resolution
explicitly.

Chapter 5 contains a proof of the following main result in this chapter:

Theorem 5.1. Let C be a curve of genus 2, linearly normal embedded in P
d−2 by a

complete linear system |H| of degree d ≥ 6. Then

IS + IV = IC

for a g1
3(C)-scroll V that does not contain the g1

2(C)-scroll S.

In Chapter 6 we first study quadrics of rank 3 and 4 containing a curve C of degree
d = 6 and discover a connection to a quartic Kummer surface in P

3
C = P(H0(IC(2))).

We will give examples of smooth, singular and reducible curves of degree 6 using the
computer algebra system Macaulay 2 ([GS]).

In Chapter 7 the motivating problem is to find, for a given smooth curve C ⊆ P
5 of

genus 2 and degree 7, g1
3(C)-scrolls V1, . . . , Vm that do not contain the g1

2(C)-scroll S
such that the space of first syzygies of IC is spanned by the first syzygies of IS and the
first syzygies of IV1 , . . . , IVm

.
We will find examples of smooth curves C and two g1

3(C)-scrolls V1 and V2 such that
the space of the first syzygies of IC is spanned by the first syzygies of IS, the first
syzygies of IV1 and the first syzygies of IV2 and consequently prove by semi-continuity
the following theorem:

Theorem 7.4. For a general curve C ∈ M2 and a general OC(H) ∈ Pic7(C) such
that the complete linear system |H| embeds C into P

5 as a smooth curve, there exist
two g1

3(C)-scrolls V1 and V2 such that the space of first syzygies of IC is generated by
the first syzygies of IS, the first syzygies of IV1 and the first syzygies of IV2.

Moreover, we give families of singular and reducible curves C and three-dimensional
rational normal scrolls Vi containing C such that the space of first syzygies of IC is
spanned by the first syzygies of IS and the first syzygies of all IVi

. In most of the
cases two three-dimensional scrolls V1 and V2 are enough, in one case we give three
three-dimensional scrolls V1, V2 and V3.

In Chapter 8 we use the description of the third secant variety of C, Sec3(C), as the
union of all g1

3(C)-scrolls and thus give, for d ≥ 8, another proof of the formula of the
degree of Sec3(C), which is also known as Berzolari’s formula, namely that the number
of trisecant lines to a smooth curve of genus 2 and degree d in P

4 is equal to(
d − 2

3

)
− 2(d − 4).
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In Appendix A we list the matrices that give the maps in the resolutions we found in
Chapter 4 for curves of degree d = 7 and d = 8 such that the g1

2(C)-scroll is maximally
balanced.

In this thesis we will use basic results in algebraic geometry as in [Har77], [Ful98] and
[ACGH85], sometimes without further reference.



Chapter 2

Scrolls containing C

2.1 Preliminaries

In this thesis, if not mentioned otherwise, by a curve we will always mean a non-singular
and irreducible curve of genus 2.
For a positive integer m we denote by a g1

m(C) a linear system of projective dimension
1 and degree m on the curve C. In this thesis we are only interested in the cases m = 2
and m = 3 and denote by G1

3(C) the family of g1
3(C)’s.

Proposition 2.1. There exists exactly one g1
2(C), and this is equal to the canonical

system |KC |. The family G1
3(C) := {g1

3(C)′s} is two-dimensional.

Proof. We use the Riemann-Roch Theorem for curves (see e.g. [Har77], Thm. 1.3 in
Chapter IV.1):
If D is a divisor of degree 2, then

h0(OC(D)) = 1 + h0(OC(KC − D)) =

{
1 if D /∈ |KC |,
2 if D ∈ |KC |.

Hence we can conclude that the linear system |D| is a g1
2(C) if and only if |D| = |KC|.

If D is a divisor of degree 3 on C, then h0(OC(D)) = 2, i.e. each linear system |D|
of degree 3 is a g1

3(C). The set of all effective divisors of degree 3 on C is given by
C3 := (C × C × C)/S3, where S3 denotes the symmetric group on 3 letters. The
dimension of this family is equal to 3, and since each linear system |D| of degree 3 has
dimension 1, as shown above, the family of g1

3(C)’s has to be two-dimensional.

Let now |H| be a complete linear system on C of degree d ≥ 5. Since d ≥ 2g + 1, |H|
is very ample, and thus |H| embeds the curve into projective space. By the Riemann-
Roch Theorem for curves we obtain h0(OC(H)) = d− 1, and this yields an embedding

C
φ|H|

↪→ P
d−2.

Since |H| is complete, the embedded curve C ⊆ P
d−2 is linearly normal.

In this thesis we will work with rational normal scrolls of dimension 2 and 3 that contain
the curve C. There are several different presentations of a rational normal scroll. We
will use the following two (cf. [Sch86], [Ste02]):

5



6 Chapter 2. Scrolls containing C

A first definition of rational normal scrolls

Let E = OP1(e1)⊕OP1(e2)⊕· · ·⊕OP1(ek) be a locally free sheaf of rank k on P
1, and

let π : P(E) → P
1 be the corresponding P

k−1-bundle. Moreover, let e1 ≥ e2 ≥ · · · ≥
ek ≥ 0 and e1 + e2 + · · ·+ ek ≥ 2.

Definition 2.2. A rational normal scroll X is the image of ι : P(E) ↪→ P
N :=

PH0(P(E),OP(E)(1)).
We define the scroll type of X to be equal to (e1, e2, · · · , ek).
We say that a scroll X of scroll type (e1, e2, . . . , ek) is maximally balanced if e1−ek ≤ 1.

Remark 2.3. The dimension of X is equal to k, and the degree of X is equal to the
degree of E which is equal to f :=

∑k

i=1 ei. Moreover, by the Riemann-Roch Theorem

for vector bundles, h0(P(E),OP(E)(1)) = h0(P1, E) = rk(E) + deg(E) = k +
∑k

i=1 ei,

i.e. the dimension of the ambient projective space is equal to N = k +
∑k

i=1 ei − 1.

Thus for a rational normal scroll X we obtain dim(X)+deg(X) = k+
∑k

i=1 ei = N +1,
and consequently a rational normal scroll X ⊆ P

N is a non-degenerate irreducible
variety of minimal degree f = codim(X) + 1.

Remark 2.4. The scroll X is smooth if and only if all ei, i = 1, . . . , k, are positive.
If this is the case, then ι : P(E) → X ⊆ P

N is an isomorphism. If X is singular, then
ι : P(E) → X ⊆ P

N is a resolution of singularities.

Proposition 2.5. Each linearly normal scroll X over P
1 is a rational normal scroll.

Proof. If X is a linearly normal scroll over P
1, then X = ι(P(E)), where E = π∗OP(E)(1)

is a vector bundle over P
1 and ι : P(E) ↪→ P(H0(E)). By Grothendieck’s splitting

Theorem (cf. [HM82]) every vector bundle over P
1 splits, i.e. E is of the form E =

⊕iOP1(ei).

From now on by a scroll we will always mean a rational normal scroll.

An alternative description of rational normal scrolls

Now we will come to a more geometric description of a rational normal scroll X:
With the ei as above, let for i = 1, . . . , k, φi : P

1 → Ci ⊆ P
ei ⊆ P

N , where N =∑k
i=1 ei − k − 1, parametrize a rational normal curve of degree ei, i = 1, . . . , k such

that P
e1, . . . ,Pek span the whole P

N . Then

X =
⋃

P∈P1

〈φ1(P ), . . . , φk(P )〉

is a rational normal scroll of dimension k, degree e1+· · ·+ek and scroll type (e1, . . . , ek).
In other words, each fiber of X is spanned by k points where each of these lies on a
different rational normal curve. We call these k rational normal curves Ci directrix
curves of the scroll.

The Picard group of rational normal scrolls

Let H = [ι∗OPN (1)] denote the hyperplane class and F = [π∗OP1(1)] be the class of
a fiber of P(E). In the following we will use H and F to denote both the classes and
divisors in the respective classes.
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The Picard group of P(E) is generated by H and F :

Pic(P(E)) = Z[H ] ⊕ Z[F ].

We have the following intersection products:

Hk = f, Hk−1.F = 1, F 2 = 0.

A minimal section of P(E) is given by [B0] = H − rF where r ∈ N is maximal such
that H − rF is effective, in other words, [B0] = H − e1F .

2.2 Rolling factor coordinates

We can describe coordinates on the scroll P(E) via coordinates on P
1 and coordinates

in each fiber of P(E). These are called rolling factor coordinates. We will now describe
how we can choose coordinates in P

N in such a way that they restrict to these rolling
factor coordinates on P(E):
Let (s : t) be the homogeneous coordinates in P

1 and (z1 : z2 : . . . : zk) be the
homogeneous coordinates on a fiber of P(E). Then we can choose coordinates xij ,
i = 1, . . . , k, j = 0, . . . , ei on P

N such that

xij |P(E) = sei−jtjzi.

We assign the degree −ei to zi, i.e. the coordinates all have weighted degree 0.
It is straightforward to check that the (2 × 2)-minors of the matrix

(
se1z1 se1−1tz1 · · · ste1−1z1 · · · sekzk sek−1tzk · · · stek−1zk

se1−1tz1 se1−2t2z1 · · · te1z1 · · · sek−1tzk sek−2t2zk · · · tekzk

)

are equal to 0. In fact, the ideal of P(E) in P
N is generated by the (2 × 2)-minors of

the following matrix:

M =

(
x10 x11 · · · x1,e1−1 · · · xk0 xk1 · · · xk,ek−1

x11 x12 · · · x1,e1 · · · xk1 xk2 · · · xk,ek

)
.

Proposition 2.6. Let E = OP1(e1) ⊕OP1(e2) ⊕ · · · ⊕ OP1(ek) with all ei ≥ 0.
For all a ≥ 0 there is an isomorphism

H0(P(E),OP(E)(aH + bF )) ∼= H0(P1,Syma(E) ⊗OP1(b)).

Proof. By the rolling factor coordinate construction each divisor in H0(OP(E)(aH+bF ))
can be represented by a bihomogeneous polynomial of degree a in the zi and total degree
b.

Corollary 2.7. Set f :=
∑k

i=1 ei. For all a ≥ 0, b ≥ −1

h0(P(E),OP(E)(aH + bF )) = f

(
a + k − 1

k

)
+ (b + 1)

(
a + k − 1

k − 1

)
,

in particular, this dimension does not depend on the scroll type of X, only the degree
and the dimension of X.
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Proof. We will use the isomorphism in Proposition 2.6 and consequently compute the
dimension of

H0(P1,Syma(OP1(e1) ⊕ · · · ⊕ OP1(ek)) ⊗OP1(b)).

Since

Syma(OP1(e1) ⊕ · · · ⊕ OP1(ek)) ⊗OP1(b)

= ⊕k
i=1OP1(aei + b) ⊕⊕k

i=1 ⊕j �=i OP1((a − 1)ei + ej + b)

⊕⊕k
i=1 ⊕j,l �=iOP1((a − 2)ei + ej + el + b) ⊕ · · ·

we obtain

h0(P1,Syma(OP1(e1) ⊕ · · · ⊕ OP1(ek)) ⊗OP1(b))

= f

a−1∑
i=0

(a − i)

(
k − 2 + i

i

)
+ (b + 1)

a∑
i=0

i∑
l=0

(
k − 3 + l

l

)

= f

(
a

(
a + k − 2

k − 1

)
−

a−1∑
i=1

i

(
k − 2 + i

k − 2

))
+ (b + 1)

(
k − 1 + a

a

)

= f

a−1∑
i=0

(
k − 1 + i

k − 1

)
+ (b + 1)

(
k − 1 + a

k − 1

)

= f

(
a + k − 1

k

)
+ (b + 1)

(
a + k − 1

k − 1

)
.

Proposition 2.8. A rational normal scroll X is projectively normal.

Proof. In order to show that

H0(OPN (mH)) → H0(OX(mH))

is surjective for all integers m ≥ 1, we will use rolling factor coordinates on X.
By Proposition 2.6 there is an isomorphism

H0(X,OX(mH)) ∼= H0(P1,Symm(OP1(e1) ⊕OP1(e2) ⊕ · · · ⊕ OP1(ek))),

and we find that a section in H0(X,OX(mH)) can be identified with a polynomial of
degree m in the zi’s and of degree r1e1 + · · · + rkek with r1 + · · ·+ rk = m in (s, t).
More precisely, the sections of the form sr1e1+r2e2+···+rkek−ltlzr1

1 zr2
2 · · · zrk

k , where r1 +
· · ·+ rk = m and l = 0, . . . , r1e1 + r2e2 + · · · + rkek, form a basis of H0(X,OX(mH)).
Obviously, all these sections can be realized as polynomials of degree m in the restric-
tions of the xij .

2.3 g1
2(C)-scrolls and g1

3(C)-scrolls

Now we consider our curve C ⊆ P
d−2 of genus 2 and degree d ≥ 6. From the g1

2(C) and
the g1

3(C)’s we construct rational normal scrolls that contain the curve C in a natural
way:
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Set

S =
⋃

E∈g1
2(C)

span(E),

where by span(E) we denote the line between the two points in E.
For each |D| ∈ G1

3(C) we set

V|D| =
⋃

D′∈|D|

span(D′),

where by span(D′) we denote the plane spanned by the three points in D′.

Proposition 2.9. Let C ⊆ P
d−2 be a linearly normal curve of degree d and genus 2,

let S be the g1
2(C)-scroll, and for a g1

3(C) |D| let V|D| be the g1
3(C)-scroll associated to

|D|. The scrolls S and V|D| are rational normal scrolls.

Proof. The rationality of S and each V|D| is obvious. For the rest notice that if a scroll
X contains a linearly normal curve C, then also X has to be linearly normal: If X
was the image of a non-degenerate variety in higher-dimensional projective space under
some projection, then C had to be as well. We conclude that since C is linearly normal,
all V|D| and S are linearly normal. By Proposition 2.5 we can conclude that S and all
V|D| are rational normal scrolls.

Note that the dimension of S is equal to dim |KC | + dim span(E) = 2 and that the
dimension of V|D| is equal to dim |D| + dim span(D′) = 3. By Proposition 2.9 S and
V|D| are rational normal scrolls which implies by the observations in Remark 2.3 that
we obtain the following degrees:

deg S = d − 3, deg V|D| = d − 4. (2.1)

The next proposition will be useful in Chapter 4, when we study the resolution of OC

as OPd−2-module via the resolution of OC as OS-module and the resolution of OS as
OPd−2-module:

Proposition 2.10. If X ⊆ P
N is a rational normal scroll of degree f , then the minimal

free resolution of OX as OPN -module is linear.

Proof. The minimal free resolution of OX as OPN -module is given by the Eagon-
Northcott complex associated to the map

Φ : Of

Pd−2(−1) → O2
Pd−2 ,

which is given by multiplication with the matrix M as described above, which (2× 2)-
minors generate the ideal IX .

Proposition 2.11. Let C be a curve of genus 2, and let E be a P
1-bundle such that

the image of ι : P(E) → P
d−2 is the g1

2(C)-scroll S.

(i) The class of C on P(E) is equal to [C] = 2H − (d − 6)F .

(ii) The class of the canonical divisor KP(E) on P(E) is given by [KP(E)] = −2H +
(d − 5)F .
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Proof. (i) Write [C] = aH + bF with a, b ∈ Z. Since [C].F = 2, we obtain a = 2,
and [C].H = d implies that d = 2(d − 3) + b, i.e. b = 6 − d.

(ii) Write [KP(E)] = aH + bF with a, b ∈ Z and use the adjunction formula: −2 =
([KP(E)] + F ).F = a and −2 = ([KP(E)] + H).H = −(d − 3) + b, i.e. b = d − 5.

Proposition 2.12. Let C be a curve of genus 2, and let E be a P
1-bundle such that

the image of ι : P(E) → P
d−2 is a g1

3(C)-scroll V such that C does not pass through
the (possibly empty) singular locus of V .
The class of C on P(E) is equal to [C] = 3H2 − 2(d − 6)H.F .

Proof. Since C is of codimension 2 on P(E), we can write the class of C on P(E) as
[C] = aH2 + bH.F with a, b ∈ Z. Since [C].F = 3, we obtain a = 3 and [C].H = d
implies that d = 3(d − 4) + b, i.e. b = 2(6 − d).

2.4 Possible scroll types

Proposition 2.13. For the scroll type (e1, e2) of S we have e1 − e2 ≤ 3.

Proof. Let [C0] = H − e1F as described as [B0] in general in Section 2.1.

Since C and C0 are effective and C is smooth, so C0 ⊆ C, we have [C].[C0] ≥ 0,
which means by Proposition 2.11 that (2H − (d − 6)F ).(H − e1F ) ≥ 0, consequently
2e1 + 2e2 − 2e1 − (d − 6) ≥ 0. Since d = e1 + e2 + 3 the result follows.

Proposition 2.14. If V is a g1
3(C)-scroll such that the curve C does not intersect

the (possibly empty) singular locus of V , then for its scroll type (e1, e2, e3) we have
2e1 − e2 − e3 ≤ 4.

Proof. Since h0(OV (H − B0)) = h0(OV (e1F )) = e1 + 1 ≥ 1, B0 is contained in at
least one hyperplane, consequently B0 does not span all of P

d−2. Since C spans all of
P

d−2, B0 cannot contain C, thus we have that [C].[B0] ≥ 0, i.e. by Proposition 2.12
(3H2−2(d−6)HF ).(H−e1F ) ≥ 0, which means that 3e1+3e2+3e3−3e1−2(d−6) ≥ 0.
The result follows from d = e1 + e2 + e3 + 4.

Proposition 2.15. If V = V|D| is a singular scroll of scroll type (e1, e2, 0) such that
the curve C intersects the singular locus of V , then e1 and e2 satisfy the following:
e1 − e2 ≤ 3.

Proof. If V = V|D| is a singular g1
3(C)-scroll of type (e1, e2, 0) such that C intersects its

singular locus, then a point P ∈ sing(V )∩C is a basepoint of |D|, i.e. |D| = |KC +P |.
The projection from P maps C to a curve C ′ of degree d− 1 in P

d−3 and it maps V|D|

to the g1
2(C

′)-scroll of type (e1, e2). By Proposition 2.13 we obtain e1 − e2 ≤ 3.

We will come to the converse of Proposition 2.15, namely the existence part, after we
have described a method to find the scroll type of the g1

2(C)-scroll S and a g1
3(C)-scroll

V = V|D|, given a class |H| of degree d on C that embeds the curve into P
d−2. This

method we found in [Sch86], p. 114.
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(1) The scroll type of S:
Set

d0 = h0(OC(H)) − h0(OC(H − KC)),

d1 = h0(OC(H − KC)) − h0(OC(H − 2KC)),

d2 = h0(OC(H − 2KC)) − h0(OC(H − 3KC)),
...

d� d
2
� = h0(OC(H − �

d

2
�KC)) − h0(OC(H − (�

d

2
� + 1)KC))︸ ︷︷ ︸

=0

.

Then the scroll type (e1, e2) of S is given by

e1 = #{j|dj ≥ 1} − 1,

e2 = #{j|dj ≥ 2} − 1.

(2) The scroll type of V = V|D|:
Here we will distinguish between two cases, namely whether |D| is basepoint-free
or has one basepoint:

(a) If |D| is basepoint-free, then we set

d0 = h0(OC(H)) − h0(OC(H − D)),

d1 = h0(OC(H − D)) − h0(OC(H − 2D)),

d2 = h0(OC(H − 2D)) − h0(OC(H − 3D)),
...

d� d
3
� = h0(OC(H − �

d

3
�D)) − h0(OC(H − (�

d

3
� + 1)D))︸ ︷︷ ︸

=0

.

Then the scroll type (e1, e2, e3) of V is given by

e1 = #{j|dj ≥ 1} − 1,

e2 = #{j|dj ≥ 2} − 1,

e3 = #{j|dj ≥ 3} − 1.

(b) If the g1
3(C) |D| has one basepoint, i.e. |D| = |KC + P |, then we set
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d0 = h0(OC(H)) − h0(OC(H − D)),

d1 = h0(OC(H − D)) − h0(OC(H − P − 2KC)),

d2 = h0(OC(H − P − 2KC)) − h0(OC(H − P − 3KC)),
...

d� d−1
2

� = h0(OC(H − P − �
d − 1

2
�KC))

− h0(OC(H − P − �
d + 1

2
�KC))︸ ︷︷ ︸

=0

.

The scroll type (e1, e2, e3) of V is given by

e1 = #{j|dj ≥ 1} − 1,

e2 = #{j|dj ≥ 2} − 1,

e3 = #{j|dj ≥ 3} − 1.

We will now discuss the connection between the scroll type and |H| and thus give
alternative proofs of Propositions 2.13 and 2.14.
Let us first take a look at the scroll type (e1, e2) of S:

(1) Let us first consider the case when d is even:
Since every linear system of degree 2 is non-empty by the Riemann-Roch Theo-
rem for curves we can always write |H| = |d−2

2
KC +P +Q|, and there are exactly

two possibilities for P + Q, namely it is either a divisor in |KC| or it is not.

(a) If |H| = |d
2
KC |, then the di are as follows:

d0 = d − 1 − (d − 3) = 2,
...

d d
2
−3 = h0(OC(3KC)) − h0(OC(2KC)) = 2,

d d
2
−2 = h0(OC(2KC)) − h0(OC(KC)) = 1,

d d
2
−1 = h0(OC(KC)) − h0(OC) = 1,

d d
2

= h0(OC) = 1.

Thus, e1 = d
2

and e2 = d
2
− 3.

(b) In the case |H| = |d−2
2

KC + P + Q| with P + Q /∈ |KC| we have

d0 = d − 1 − (d − 3) = 2,
...

d d
2
−2 = h0(OC(KC + P + Q)) − h0(OC(P + Q)) = 2,

d d
2
−1 = h0(OC(P + Q)) = 1,

d d
2

= 0.



2.4. Possible scroll types 13

Thus, e1 = d
2
− 1 and e2 = d

2
− 2.

(2) If d is odd, then there are also two possibilities for |H|:
Since every linear system of degree 3 is non-empty by the Riemann-Roch Theorem
for curves, we can write |H| = |d−3

2
KC + P + Q + R|, where either one of P + Q,

P + R or Q + R is a divisor in |KC | or none of those three sums is a divisor in
|KC|.

(a) If |H| = |d−1
2

KC + P |, then we obtain

d0 = d − 1 − (d − 3) = 2,
...

d d−1
2

−2 = h0(OC(2KC + P )) − h0(OC(KC + P )) = 2,

d d−1
2

−1 = h0(OC(KC + P )) − h0(OC(P )) = 1,

d d−1
2

= h0(OC(P )) = 1.

Hence, e1 = d−1
2

and e2 = d−1
2

− 2.

(b) If |H| = |d−3
2

KC + P + Q + R|, where none of the divisors P + Q, P + R,
Q + R lies in |KC |, then we have

d0 = d − 1 − (d − 3) = 2,
...

d d−1
2

−2 = h0(OC(KC + P + Q + R)) − h0(OC(P + Q + R)) = 2,

d d−1
2

−1 = h0(OC(P + Q + R)) = 2,

d d−1
2

= 0.

Consequently, e1 = e2 = d−3
2

.

Now we will study the scroll type (e1, e2, e3) of V = V|D| in the case when |D| is
basepoint-free:

(1) Let us first consider the case d ≡(3) 0:
Since every linear system of degree 3 is non-empty by the Riemann-Roch Theorem
for curves, we can write |H| = |d−3

3
D + P + Q + R|, where either P + Q + R is a

divisor in |D| or it is not. If it is not a divisor in |D|, then since h0(OC(P + Q +
R)) = 2, P + Q + R is a divisor in some other pencil |D′|.

(a) If |H| = |d
3
D|, then
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d0 = d − 1 − (d − 4) = 3,
...

d d
3
−2 = h0(OC(2D)) − h0(OC(D)) = 3,

d d
3
−1 = h0(OC(D)) − h0(OC) = 1,

d d
3

= h0(OC) = 1.

Consequently, e1 = d
3
, e2 = e3 = d

3
− 2.

(b) If |H| = |d−3
3

D + D′| with |D′| = |D|, then:

d0 = d − 1 − (d − 4) = 3,
...

d d
3
−2 = h0(OC(D + D′)) − h0(OC(D′)) = 3,

d d
3
−1 = h0(OC(D′)) = 2,

d d
3

= 0.

Thus, e1 = e2 = d
3
− 1 and e3 = d

3
− 2.

(2) The next case to consider is the case when d ≡(3) 1: By similar arguments as in
(1) we can write |H| = |d−4

3
D + P1 + P2 + P3 + P4| where either one combination

Pi + Pj + Pk is a divisor in |D| or else some combination Pi + Pj + Pk is a divisor
in a suitable linear system |D′|.

(a) If |H| = |d−1
3

D + P |, then

d0 = 3,
...

d d−1
3

−2 = h0(OC(2D + P )) − h0(OC(D + P )) = 3,

d d−1
3

−1 = h0(OC(D + P )) − h0(OC(P )) = 2,

d d−1
3

= h0(OC(P )) = 1.

Thus, e1 = d−1
3

, e2 = d−1
3

− 1, e3 = d−1
3

− 2.

(b) If |H| = |d−4
3

D + D′ + P |, then

d0 = 3,
...

d d−1
3

−2 = h0(OC(D + D′ + P )) − h0(OC(D′ + P )) = 3,

d d−1
3

−1 = h0(OC(D′ + P )) = 3,

d d−1
3

= 0.
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Thus, e1 = e2 = e3 = d−1
3

− 1.

(3) The last case to consider is the case when d ≡(3) 2:
Since every linear system of degree 2 is non-empty by the Riemann-Roch Theorem
for curves, we have two possibilities for |H|:
Either |H| = |d−2

3
D + KC | or |H| = |d−2

3
D + P + Q|, P + Q /∈ |KC |.

(a) If |H| = |d−2
3

D + KC |, then the di’s are of the following form:

d0 = 3,
...

d d−2
3

−2 = h0(OC(2D + KC)) − h0(OC(D + KC)) = 3,

d d−2
3

−1 = h0(OC(D + KC)) − h0(OC(KC)) = 2,

d d−2
3

= h0(OC(KC)) = 2.

Consequently, e1 = e2 = d−2
3

and e3 = d−2
3

− 2.

(b) If |H| = |d−2
3

D + P + Q|, P + Q /∈ |KC |, then we have

d0 = 3,
...

d d−2
3

−2 = h0(OC(2D + P + Q)) − h0(OC(D + P + Q)) = 3,

d d−2
3

−1 = h0(OC(D + P + Q)) − h0(OC(P + Q)) = 3,

d d−2
3

= h0(OC(P + Q)) = 1.

Hence, e1 = d−2
3

and e2 = e3 = d−2
3

− 1.

Finally, we will study the connection between |H| and the scroll type of V|D| in the case
when the linear system |D| has one basepoint, i.e. |D| = |KC +P |. Since a g1

3(C)-scroll
in the case d = 5 is all of P

3, the interesting cases here are given by d ≥ 6. Notice that
if |D| has one basepoint, then the scroll V|D| is necessarily singular, the curve C passes
through the singular locus. Thus we already know that e3 = 0.
We divide again into the cases d ≡(3) 0, d ≡(3) 1 and d ≡(3) 2.
There is the following connection between |H| and the scroll type of V|D|:
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(1) d ≡(3) 0:

|H| scroll type of V|D|

|d3D| = |d3KC + d
3P |

(2, 0, 0) if d = 6

(
�d−3

2 �, �d−4
2 �, 0

)
if d ≥ 9, 2P /∈ |KC |(

�d−1
2 �, �d−6

2 �, 0
)

if d ≥ 9, 2P ∈ |KC |

|d−3
d

D + D′|
= |d−3

3 KC + d−3
3 P + D′|,

|D′| basepoint-free

(
�d−3

2 �, �d−4
2 �, 0

)
|d−3

3 D + D′|
= |d3KC + d−3

3 P + Q|,
|D′| with one basepoint Q,
P + Q /∈ |KC |

(
�d−3

2 �, �d−4
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

(
�d−1

2 �, �d−6
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

|d−3
3 D + D′|

= |d+3
3 KC + d−6

3 P |,
|D′| with one basepoint Q,
P + Q ∈ |KC |

(4, 1, 0) if d = 9

(
�d−3

2 �, �d−4
2 �, 0

)
if d ≥ 12, P = Q

(
�d−1

2 �, �d−6
2 �, 0

)
if d ≥ 12, P = Q

(2) d ≡(3) 1:

|H| scroll type of V|D|

|d−1
3 D + Q|

= |d−1
3 KC + d−1

3 P + Q|,
P + Q /∈ |KC |

(
�d−3

2 �, �d−4
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

(
�d−1

2 �, �d−6
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

|d−1
3 D + Q|

= |d−1
3 KC + d−1

3 P + Q|
= |d+2

3 KC + d−4
3 P |

= |d−4
3 D + 2KC |,

P + Q ∈ |KC |

(3, 0, 0) if d = 7

(4, 2, 0) if d = 10

(
�d−3

2 �, �d−4
2 �, 0

)
if d ≥ 13, P = Q

(
�d−1

2 �, �d−6
2 �, 0

)
if d ≥ 13, P = Q

|d−4
3 D +

∑4
i=1 Qi|

= |d−1
3 KC + d−4

3 P + R + R′|,

|
∑4

i=1 Qi| = |KC + R + R′|,
R + R′ /∈ |KC |

(
�d−3

2 �, �d−4
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

(
�d−1

2 �, �d−6
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅
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(3) d ≡(3) 2:

|H| Scroll type of V|D|

|d−2
3 D + KC |

= |d+1
3 KC + d−2

3 P |

(3, 1, 0) if d = 8

(
�d−3

2 �, �d−4
2 �, 0

)
if d ≥ 11, 2P /∈ |KC |(

�d−1
2 �, �d−6

2 �, 0
)

if d ≥ 11, 2P ∈ |KC |

|d−2
3 D + Q1 + Q2|

= |d−2
3 KC + d−2

3 P + Q1 + Q2|,
Q1 + Q2 /∈ |KC |

(
�d−3

2 �, �d−4
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

(
�d−1

2 �, �d−6
2 �, 0

)
if |H − P − �d−1

2 �KC | = ∅

As an example we do the computations in the case d ≡(6) 0:
Since every linear system of degree 3 is non-empty by the Riemann-Roch Theorem for
curves, we can write |H| = |d−3

3
D+Q1+Q2+Q3|, where either Q1+Q2+Q3 is a divisor

in |D| or it is not. If it is not a divisor in |D|, then since h0(OC(Q1 + Q2 + Q3)) = 2,
Q1 + Q2 + Q3 is a divisor in some other pencil |D′|, and |D′| is basepoint-free or it has
one basepoint, say Q1, i.e. |D′| = |KC + Q1|.

(a) If |H| = |d
3
D| = |d

3
KC + d

3
P |, then

d0 = h0(OC(H)) − h0(OC(H − D)) = 3,

d1 = h0(OC(H − KC − P )) − h0(OC(H − 2KC − P ))

=

{
1 if d = 6,
2 if d ≥ 12,

...

d d−6
2

=

⎧⎨
⎩

3 if d = 6,

h0
(
OC

(
d−3
3 P + 18−d

6 KC

))
−h0

(
OC

(
d−3
3 P + 12−d

6 KC

))
= 2 if d ≥ 12,

d d−4
2

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

h0(OC(P + KC)) − h0(OC(P )) = 1 if d = 6,

h0
(
OC

(
d−3
3 P + 12−d

6 KC

))
−h0

(
OC

(
d−3
3 P + 6−d

6 KC

))
= 1 if d ≥ 12 and 2P ∈ |KC |,

h0
(
OC

(
d−3
3 P + 12−d

6 KC

))
−h0

(
OC

(
d−3
3 P + 6−d

6 KC

))
= 2 if d ≥ 12 and 2P /∈ |KC |,

d d−2
2

=

⎧⎨
⎩

h0(OC(P )) = 1 if d = 6,

h0
(
OC

(
d−3
3 P + 6−d

6 KC

))
= 1 if d ≥ 12 and 2P ∈ |KC |,

h0
(
OC

(
d−3
3 P + 6−d

6 KC

))
= 0 if d ≥ 12 and 2P /∈ |KC |.

We obtain the following conclusion:

If d = 6, then (e1, e2, e3) = (2, 0, 0).

If d ≥ 12 and 2P ∈ |KC |, then

e1 = d−2
2

, e2 = d−6
2

, e3 = 0.

If d ≥ 12 and 2P /∈ |KC |, then

e1 = d−4
2

, e2 = d−4
2

, e3 = 0.
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(b) If |H| = |d
3
D| = |d−3

3
D + D′| such that |D′| has one basepoint Q1, i.e. |H| =

|d
3
KC + d−3

3
P + Q1|, then

d0 = h0(OC(H)) − h0(OC(H − D)) = 3,

d1 = h0(OC(H − KC − P )) − h0(OC(H − 2KC − P ))

=

{
h0(OC(KC + Q1)) − h0(OC(Q1)) = 1 if d = 6,
2 if d ≥ 12,

...

d d−6
2

=

⎧⎨
⎩

3 if d = 6,

h0(OC(d−3
3 P + 18−d

6 KC))

−h0(OC(d−3
3 P + 12−d

6 KC)) = 2 if d ≥ 12,

d d−4
2

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

h0(OC(P + KC)) − h0(OC(P )) = 1 if d = 6,

h0(OC(d−3
3 P + 12−d

6 KC))

−h0(OC(d−3
3 P + 6−d

6 KC)) = 1 if d ≥ 12 and 2P ∈ |KC |,
h0(OC(d−3

3 P + 12−d
6 KC))

−h0(OC(d−3
3 P + 6−d

6 KC)) = 2 if d ≥ 12 and 2P /∈ |KC |,

d d−2
2

=

⎧⎨
⎩

h0(OC(Q1)) = 1 if d = 6,

h0(OC(d−6
3 P + 6−d

6 KC + Q1)) = 1 if d ≥ 12 and 2P ∈ |KC |,
h0(OC(d−3

3 P + 6−d
6 KC)) = 0, if d ≥ 12 and 2P /∈ |KC |.

(c) If |H| = |d−3
3

D + D′| = |d−3
3

KC + d−3
3

P + D′| with |D′| basepoint-free, then:

d0 = h0(OC(H)) − h0(OC(H − D)) = 3,

d1 = h0(OC(H − KC − P )) − h0(OC(H − 2KC − P )) = 2,

...

d d−4
2

= h0(OC(
6 − d

6
KC +

d − 6

3
P + D′))

− h0(OC(
−d

6
KC +

d − 6

3
P + D′)) = 2.

Thus, e1 = e2 = d−4
2

and e3 = 0.

We will now come to the converse of Proposition 2.15, i.e. the existence part:

Proposition 2.16. If e1 and e2 are integers with e1 ≥ e2 ≥ 0, e1 − e2 ≤ 3 and
e1 + e2 = d − 4 with d ≥ 6, then there exists a curve C of genus 2 and a divisor class
|H| on C of degree d that embeds C into P

d−2 such that there exists a g1
3(C)-scroll of

type (e1, e2, 0) such that its singular locus intersects the curve C.

Proof. Let e1 ≥ e2 ≥ 0 be integers with e1−e2 ≤ 3 and e1 +e2 = d−4. By the method
just described above there exists a curve C of genus 2, embedded with a system |H ′|
of degree d − 1 into P

d−3 such that its g1
2(C)-scroll is of type (e1, e2). Take a point P

on C and reembed the curve C with the linear system |H| := |H ′ + P | into P
d−2. The

cone over the g1
2(C)-scroll in P

d−3 with P as vertex is a g1
3(C)-scroll in P

d−2 of type
(e1, e2, 0), and the point P lies in the intersection of its singular locus and the curve
C.
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As suggested in Proposition 2.16, given |H| and |D| = |KC + P |, we can also find the
scroll type of V|D| by projecting from the point P and using the analysis of the scroll
type of the g1

2(C
′)-scroll, where C ′ is the image of C under the projection. Let in this

situation P ′ always denote the point in |KC − P |.

(1) If d is even, then, since each linear system of degree 2 is non-empty, we can write
|H| = |d

2
KC | = |d−2

2
KC + P + P ′| or |H| = |d−2

2
KC + Q1 + Q2| = |d−4

2
KC + Q1 +

Q2 + P + P ′|, s.t. Q1 + Q2 /∈ |KC |. Projecting from P yields a curve C ′ which is
embedded in P

d−3 by the linear system |H ′| := |H − P |. Under this projection
the scroll V|D| maps to the g1

2(C
′)-scroll S ′. The scroll V|D| is thus the cone over

S ′ with P as vertex, so if S ′ is of scroll type (e1, e2), then V|D| is of scroll type
(e1, e2, 0).
Either |H ′| = |d−2

2
KC +P ′| or |H ′| = |d−4

2
KC +Q1 +Q2 +P ′|. From our analysis

above we obtain the following:

|H| Conditions Scroll type of V|D|

|d−2
2

KC + P + P ′| (
d−2
2

, d−6
2

, 0
)

|d−4
2

KC + Q1 + Q2 + P + P ′|
P ′ + Q1 /∈ |KC |,
P ′ + Q2 /∈ |KC |

(
d−4
2

, d−4
2

, 0
)

|d−4
2

KC + Q1 + Q2 + P + P ′|
P ′ + Qi ∈ |KC |
for at least one i

(
d−2
2

, d−6
2

, 0
)

(2) If d is odd, then we can write |H| = |d−1
2

KC + Q| = |d−3
2

KC + Q + P + P ′| or

|H| = |d−3
2

KC +
∑3

i=1 Qi| = |d−5
2

KC +
∑3

i=1 Qi + P + P ′|, s.t. Qi + Qj /∈ |KC|
for i, j ∈ {1, 2, 3}, i = j.

|H| Conditions Scroll type of V|D|

|d−3
2 KC + Q + P + P ′| P ′ + Q /∈ |KC |

(
d−3
2 , d−5

2 , 0
)

|d−3
2 KC + Q + P + P ′| P ′ + Q ∈ |KC |

(
d−1
2 , d−7

2 , 0
)

|d−5
2 KC +

∑3
i=1 Qi + P + P ′|

= |d−3
2 KC + P + R + R′|

R + R′ /∈ |KC |
(

d−3
2 , d−5

2 , 0
)

Another approach to the connection between |H| and scroll types

In this section we want to analyze the connection between |H| and scroll types of the
g1
2(C)-scroll S and the g1

3(C)-scrolls V . We start with the cases d = 6 and d = 7 and
end with a description of the connection between |H|, expressed with respect to |KC|,
and the scroll type of the g1

2(C)-scroll S for arbitrary d ≥ 6.

d = 6

(1) Here the degree of S is equal to 3, we have two possible scroll types: (2, 1) and
(3, 0).

(a) S has scrolltype (2, 1): A general hyperplane section of the scroll that con-
tains the directrix line is the union of this line and two fibers of S.
In this case |H| = |2KC +P +Q| for two points P , Q on C such that P +Q
is not a divisor in the system |KC|.
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(b) S has scrolltype (3, 0): A general hyperplane section of the scroll that con-
tains the singular point of the scroll is the union of three fibers of S which
all meet in this singular point.
In this case |H| = |3KC|.

(2) The degree of each V = V|D| is equal to 2, there are two possible scroll types:
(1, 1, 0) and (2, 0, 0).

(a) A scroll of type (1, 1, 0) is the cone over a smooth quadric in P
3 with one

vertex point P , and thus it is a quadric of rank 4 in P
4. A general hyperplane

section of such a scroll which contains the singular point and a directrix line
of the scroll decomposes into two planes, A1 and A2, where A1 is spanned
by P and a line in one family of lines on P

1 × P
1, and A2 is spanned by P

and a line in the other family of lines on P
1 ×P

1. These two planes A1 and
A2 intersect in a line.

(b) A scroll of type (2, 0, 0) is the cone over a singular quadric in P
3 with a line

as vertex and thus a quadric of rank 3 in P
4.

A general hyperplane section of such a scroll that contains the vertex line is
the union of two planes intersecting in this vertex line.

The g1
3(C)-scroll V|D| is a quadric of rank 3 if |H − D| = |D|. Since |D| and

|H − D| can be basepoint-free or have one basepoint, there are the following
possibilities:

|H| Conditions on basepoint loci Scrolltype of V|D|

or V|Di|, i ∈ {1, 2}

|D1 + D2|, |D1| and |D2| basepoint-free (1, 1, 0)
|D1| = |D2|
|D1 + D2| |D1| basepointfree, (1, 1, 0)

|D2| with one basepoint
|2D| |D| basepoint-free (2, 0, 0)
|2D| |D| with one basepoint (2, 0, 0)

|D1 + D2| |D1| with one basepoint P1, (2, 0, 0)
|D2| with one basepoint P2,
P1 = P2

d = 7

(1) Here the degree of S is equal to 4, we have two possible scroll types: (2, 2) and
(3, 1).

(a) S has scroll type (2, 2):
A general hyperplane section of the scroll that contains a directrix conic
decomposes into this conic and two fibers of S.
In this situation |H| = |2KC +P +Q+R|, P, Q, R points on the curve with
all P + Q, P + R and Q + R not divisors in |KC |.

(b) S has scroll type (3, 1):
A general hyperplane section of the scroll that contains the directrix line
consists of this line and three fibers of S. In this case |H| = |3KC + P |.
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(2) The degree of V = V|D| is equal to 3, there are three possible scroll types: (1, 1, 1),
(2, 1, 0) and (3, 0, 0).

(a) A scroll of type (1, 1, 1) is smooth, which means that the g1
3(C) |D| is

basepoint-free. Since two fibers in the scroll do not intersect and two fibers
span a P

5, we have |H − 2D| = ∅.

(b) A scroll of type (2, 1, 0) is the cone over the smooth scrollar surface in P
4.

Since two fibers in the scroll meet at one point, namely the singular point
of the scroll, |H − 2D| = ∅.

(c) Two fibers in a scroll of type (3, 0, 0) intersect in a line, i.e. the span of
the union of two fibers is a P

3. The g1
3(C) |D| has a basepoint, which

means a point on the line along which the scroll is singular. In this case
|H| = |3KC + P |.

As conclusion, we give three descriptions of the connection between |H| and the
scroll type of V|D|:

|H| Conditions on basepoint Scroll type of V|D|

locus of |D|

|H − 2D| = ∅ No basepoints (1, 1, 1)
|2D + P | No basepoints (2, 1, 0)

|2KC + P + Q + R|, One basepoint P (2, 1, 0)
P + Q, P + R, Q + R /∈ |KC |

|3KC + P | One basepoint P (3, 0, 0)

The system |H − 3KC | is of degree 1, and thus it is either empty or consists of
one point.

|H − 3KC | Conditions on basepoint Scroll type of V|D|

locus of |D|

∅ No basepoints (1, 1, 1)
∅ One basepoint (2, 1, 0)
P No basepoints (2, 1, 0)
P One basepoint P (3, 0, 0)

Since deg(H − D − KC) = 2, the linear system |H − D − KC | is non-empty by
the Riemann-Roch Theorem for curves. There are exactly two possibilities for
|H−D−KC |, namely |H −D−KC | = |KC| and |H −D−KC | = |P +Q|, where
P + Q is not a divisor in |KC |. Hence we obtain the following third description
of the connection between |H| and the scroll type of V|D|:
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|H| Conditions on basepoint Scroll type of V|D|

locus of |D|

|D + 2KC | No basepoints (1, 1, 1)
|D + KC + P + Q|, No basepoints (2, 1, 0)

P + Q /∈ |KC|
|2KC + P + Q + R|, One basepoint R (2, 1, 0)

P + Q /∈ |KC|
|3KC + R| One basepoint R (3, 0, 0)

More generally, we can study the connection between |H| with respect to |KC| and the
scroll type of S in the following way:

(1) d even:
The scroll S has scroll type

(
d−2
2

, d−4
2

)
or

(
d
2
, d−6

2

)
. We describe |H| in these two

cases:

(a) If the scroll type of S is equal to
(

d−2
2

, d−4
2

)
, then a minimal section C0 is

of degree d−4
2

, and a general hyperplane section of S containing C0 consists
of C0 and d−2

2
fibers of S. Consequently, |H| = |d−2

2
KC + P + Q|, where P

and Q are points on C0 ∩ C and P + Q /∈ |KC |.

(b) In the case when S is of scroll type
(

d
2
, d−6

2

)
, a general hyperplane section of

S that contains a minimal section C0, which is of degree d−6
2

, decomposes
into C0 and d

2
fibers of S. Hence |H| = |d

2
KC |.

(2) d odd:
The scroll S is of scroll type

(
d−3
2

, d−3
2

)
or

(
d−1
2

, d−5
2

)
.

(a) If S is of scroll type
(

d−3
2

, d−3
2

)
, then a general hyperplane section of S

containing C0 is equal to the union of C0 and d−3
2

fibers of S. We obtain
that |H| = |d−3

2
KC + P + Q + R|, where P, Q, R are points lying on C0 ∩C

and none of P + Q, P + R or Q + R is a divisor in |KC |.

(b) If the scroll type of S is equal to
(

d−1
2

, d−5
2

)
, then a general hyperplane section

of S that contains C0 decomposes into C0 and d−1
2

fibers of S. Consequently,
|H| = |d−1

2
KC + P | where P is a point on C0 ∩ C.

In Chapters 5 and 7 we will only be interested in g1
3(C)-scrolls V|D| that do not contain

the g1
2(C)-scroll S. For this purpose we will now give a criterion for when a given

g1
3(C)-scroll V|D| does not contain the g1

2(C)-scroll S. We will distinguish between the
cases d = 6, d = 7 and d ≥ 8.

Proposition 2.17. Let C ⊆ P
d−2 be a curve of genus 2 and degree d ≥ 6, embedded

with the system |H|, and let S be the g1
2(C)-scroll. A g1

3(C)-scroll V = V|D| contains S
if and only if at least one of the following holds:

• |D| has a basepoint,

• d = 6 and |H − D| has a basepoint or

• d = 7 and |H| = |D + 2KC |.
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Proof. If |D| has a basepoint, then |D| = |KC + P |, hence each fiber of S is contained
in a fiber of V|D|, and consequently V|D| contains S.
Conversely, if S ⊆ V|D| and |D| is basepoint-free, then each fiber of V|D| intersects each
fiber of S in one point, since if it did not, then each fiber of S had to be contained
in a fiber of V which meant that |D| had a basepoint. This implies that each fiber
of V|D|, which is a plane, intersects the scroll S in a directrix curve of S. This curve
is a smooth rational planar curve, consequently the degree of this curve is equal to 1
or 2. This means that, since the degree of C is greater or equal to 6, the scroll type
of S is equal to (2, 1) or (2, 2), i.e. d = 6 and |H| = |D + KC + P |, or d = 7 and
|H| = |D + 2KC |.
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Chapter 3

The ideal of C

Let C ⊆ P
d−2 be a smooth curve of genus 2 and degree d ≥ 6.

In this chapter we will first prove that the ideal of C is generated by quadrics and then
describe quadrics which together with the quadrics in IS generate IC .

As we have shown in Proposition 2.11, [C] = 2H−(d−6)F on S, so each curve of genus
2 and degree d ≥ 6 can be seen as a section in H0(S,OS(2H − (d − 6)F ), and via the
rolling factor coordinates sei−jtjx, sei−jtjy on S, each such curve can be represented by
an equation fC in H0(P1, S2E ⊗OP1(d− 6)), where P(E) → S ⊆ P

d−2. Moreover, the
intersection of a quadric with the scroll S consists of a curve C of genus 2 and degree
d plus d − 6 lines on the scroll. So in order to describe the ideal of a curve of genus 2
and degree d on S, we will give d − 5 quadrics that together cut out the curve on S.
We will now focus on the lines L1 and L2 on S, where L1 is given by s = 0 and L2

is given by t = 0. We want to give d − 5 quadrics q1, . . . , qd−5 in such a way that
q1 ∩ S = C ∪ (d− 6)L1, q2 ∩ S = C ∪ (d− 7)L1 ∪ L2, . . ., qd−5 ∩ S = C ∪ (d− 6)L2 for
one and the same curve C of genus 2.

Theorem 3.1. Let C be a curve of genus 2 embedded with a complete linear system
|H| of degree d ≥ 6 in P

d−2. The ideal of C is generated by
(

d−3
2

)
+ d − 5 quadrics.

Proof. Theorem (4.a.1) in [Gre84] shows that IC is generated by quadrics for all d ≥ 6.

For another proof of this fact we use the rolling factor coordinates on S. Since IC,S =
OS(−C), showing that the ideal IC,S of C on S is generated by quadrics is equivalent
to showing that the map

H0(S,OS(2H − C)) ⊗ H0(S,OS((n − 2)H)) → H0(S,OS(nH − C)),

q ⊗ h �→ qh,

is surjective for all n ≥ 2.

Since [C] = 2H − (d − 6)F on S by Proposition 2.11 and H0(S,OS(aH + bF )) ∼=
H0(P1,Syma(OP1(e1) ⊕ OP1(e2)) ⊗ OP1(b)) with e1 + e2 = d − 3 by Proposition 2.6
this is equivalent to showing that the map

25
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ψ : H0(P1,OP1(d − 6)) ⊗ H0(P1,⊕n−2
j=0OP1((n − 2 − j)e1 + je2))

→ H0(P1,⊕n−2
l=0 OP1((n − 1 − l)e1 + (l + 1)e2 − 3)),

ψ(sd−6−iti ⊗ s(n−2−j)e1+je2−ktkxn−2−jyj)

:= sd−6−iti · s(n−2−j)e1+je2−ktkxn−2−jyj

= s(n−1−j)e1+(j+1)e2−3−(i+k)ti+kxn−2−jyj,

is surjective. This is straightforward, since a basis of

H0(P1,Symn−2(OP1(e1) ⊕OP1(e2)) ⊗OP1(d − 6))

is exactly given by

{
s(n−1−l)e1+(l+1)e2−3−mtmxn−2−lyl l = 0, . . . , n − 2,

m = 0, . . . , (n − 1 − l)e1 + (l + 1)e2 − 3

}
.

It remains to show that h0(IC(2)) = d2

2
− 5d

2
+ 1:

We use the following exact sequence of ideal sheaves:

0 → IS(2) → IC(2) → IC,S(2) → 0

and the associated exact sequence in cohomology:

0 → H0(IS(2)) → H0(IC(2)) → H0(IC,S(2)) → 0.

Here we know that H1(IS(2)) = 0 since S is projectively normal by Proposition 2.9.
From the last exact sequence we obtain

h0(IC(2)) = h0(IS(2)) + h0(IC,S(2))

=

(
d − 3

2

)
+ d − 5.

Corollary 3.2. Let C ⊆ P
d−2 be a curve of genus 2 embedded as a smooth and irre-

ducible curve with a complete linear system of degree d ≥ 6. Then C has no trisecant
lines.

Proof. Since the ideal of C is generated by quadrics, we can write C = Q1 ∩ . . . ∩ Qr,
where r = h0(IC(2)) and the Qi are quadrics. Any line that intersects C in three
points intersects each Qi in at least three points, consequently it is contained in each
Qi, hence in the intersection of all Qi’s which is equal to C.

Remark 3.3. The condition that the ideal IC is generated by quadrics is important for
Corollary 3.2. For instance, the ideal of a curve C ⊆ P

3 of genus 2 and degree 5 is
generated by one quadric and two cubics. The curve C is of type (2, 3) on a quadric
which is isomorphic to P

1 × P
1, and thus it has infinitely many trisecants.
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Let (e1, e2) with e1 ≥ e2 ≥ 0 be the scroll type of S, and set e := e1−e2. In Proposition
2.13 we proved that e ∈ {0, 1, 2, 3}. In Sections 3.1, 3.2, 3.3, 3.4 we will give a set of
quadrics that together with IS generate IC in each of the cases e = 0, e = 1, e = 2 and
e = 3.
Our aim is to find d − 5 quadrics that together with IS generate H0(IC(2)) using
rolling factor coordinates on S. We will use rolling factor coordinates in order to find
a basis for H0(S,OS(2H + (d − 6)F )) and thus the equation of C on S and then
afterwards find d − 5 quadrics in P

d−2 that cut out the curve on S. The dimension of
H0(S,OS(2H + (d − 6)F )) is independent of d and is equal to 12, a fact that also can
be verified with the Riemann-Roch Theorem for surfaces.

3.1 d ≥ 7 odd, e = 0, i.e. S of scroll type (d−3
2 , d−3

2 )

In this section we will consider curves C of odd degree d ≥ 7 such that the g1
2(C)-scroll

S is maximally balanced. In this case S ∼= P(Ed) where

Ed = OP1

(
d − 3

2

)
⊕OP1

(
d − 3

2

)
.

Motivating examples

(1) d = 7:
In this case the g1

2(C)-scroll S has scroll type (2, 2).
After possibly a coordinate change, the ideal of the scroll S is generated by the
(2 × 2)-minors of the following matrix:

(
x0 x1 x3 x4

x1 x2 x4 x5

)
.

The rolling factor coordinates take the following form:

x0|S = s2x,

x1|S = stx,

x2|S = t2x,

x3|S = s2y,

x4|S = sty,

x5|S = t2y.

The curve C can be identified with a section in H0(S,OS(2H−F )), and by Propo-
sition 2.6 the curve C is represented by a polynomial fC in H0(P1, (S2E7)(−1))
via the rolling factor coordinates, where

E7 = OP1(2) ⊕OP1(2),

so
(S2E7)(−1) = OP1(3) ⊕OP1(3) ⊕OP1(3).

A basis for H0(P1, (S2E7)(−1)) is given by

{s3x2, s2tx2, st2x2, t3x2, s3xy, s2txy, st2xy, t3xy, s3y2, s2ty2, st2y2, t3y2},
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i.e. the equation of C on S is given by

fC = a1s
3x2 + a2s

2tx2 + a3st
2x2 + a4t

3x2 + a5s
3xy + a6s

2txy

+a7st
2xy + a8t

3xy + a9s
3y2 + a10s

2ty2 + a11st
2y2 + a12t

3y2.

Now we want to find two quadrics q1 and q2 such that q1 = sfC and q2 = tfC on
S. The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x1x2 + a5x0x3 + a6x0x4

+a7x0x5 + a8x1x5 + a9x
2
3 + a10x3x4 + a11x3x5 + a12x4x5,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x

2
2 + a5x1x3 + a6x1x4

+a7x1x5 + a8x2x5 + a9x3x4 + a10x3x5 + a11x4x5 + a12x
2
5.

(2) d = 9:
Here the g1

2(C)-scroll S has type (3, 3). After possibly a coordinate change the
ideal IS is generated by the (2 × 2)-minors of the following matrix:(

x0 x1 x2 x4 x5 x6

x1 x2 x3 x5 x6 x7

)
.

The rolling factor coordinates take the following form:

x0|S = s3x,

x1|S = s2tx,

x2|S = st2x,

x3|S = t3x,

x4|S = s3y,

x5|S = s2ty,

x6|S = st2y,

x7|S = t3y.

By Proposition 2.6 the curve C is represented by a polynomial fC in
H0(P1, (S2E9)(−3)) via the rolling factor coordinates, where

E9 = OP1(3) ⊕OP1(3),

so

(S2E9)(−3) = OP1(3) ⊕OP1(3) ⊕OP1(3).

In fact, we will see later that (S2Ed)(6 − d) is independent of d, so from now we
will only write E instead Ed, and it will be clear from the context which degree
we consider.

Consequently, we obtain the same equation fC for the curve C on S as in the
case d = 7.
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Here we want to find four quadrics q1, q2, q3 and q4 such that q1 = s3fC , q2 =
s2tfC , q3 = st2fC and q4 = t3fC on S. The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x0x4 + a6x0x5

+a7x0x6 + a8x0x7 + a9x
2
4 + a10x4x5 + a11x4x6 + a12x4x7,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x1x3 + a5x1x4 + a6x1x5

+a7x1x6 + a8x1x7 + a9x4x5 + a10x
2
5 + a11x5x6 + a12x5x7,

q3 = a1x0x2 + a2x1x2 + a3x
2
2 + a4x2x3 + a5x2x4 + a6x2x5

+a7x2x6 + a8x2x7 + a9x4x6 + a10x5x6 + a11x
2
6 + a12x6x7,

q4 = a1x0x3 + a2x1x3 + a3x2x3 + a4x
2
3 + a5x3x4 + a6x3x5

+a7x3x6 + a8x3x7 + a9x4x7 + a10x5x7 + a11x6x7 + a12x
2
7.

(3) The main pattern will be visible when we consider the next example, d = 11:
In this case the g1

2(C)-scroll S has type (4, 4). After possibly a coordinate change
the ideal IS is generated by the (2 × 2)-minors of the following matrix:

(
x0 x1 x2 x3 x5 x6 x7 x8

x1 x2 x3 x4 x6 x7 x8 x9

)
.

The rolling factor coordinates take the following form:

x0|S = s4x,

x1|S = s3tx,

x2|S = s2t2x,

x3|S = st3x,

x4|S = t4x,

x5|S = s4y,

x6|S = s3ty,

x7|S = s2t2y,

x8|S = st3y,

x9|S = t4y.

By Proposition 2.6 the curve C is represented by a polynomial fC in
H0(P1, (S2E)(−5)) where E = OP1(4)⊕OP1(4). As mentioned above, we will see later
that S2(Ed)(6 − d) is independent of d, so we obtain the same equation fC for C on S
as in the two previous examples.
Now we want to find six quadrics q1, . . . , q6 such that q1 = s5fC , q2 = s4tfC , q3 = s3t2fC ,
q4 = s2t3fC , q5 = st4fC and q6 = t5fC on S.
The result is the following:
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q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3

+ a5x0x5 + a6x0x6 + a7x0x7 + a8x0x8

+ a9x
2
5 + a10x5x6 + a11x5x7 + a12x5x8,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x1x3

+ a5x1x5 + a6x1x6 + a7x1x7 + a8x1x8

+ a9x5x6 + a10x
2
6 + a11x6x7 + a12x6x8,

q3 = a1x0x2 + a2x1x2 + a3x
2
2 + a4x2x3

+ a5x2x5 + a6x2x6 + a7x2x7 + a8x2x8

+ a9x5x7 + a6x6x7 + a7x
2
7 + a8x7x8,

q4 = a1x0x3 + a2x1x3 + a3x2x3 + a4x
2
3

+ a5x3x5 + a6x3x6 + a7x3x7 + x8x3x8

+ a9x5x8 + a10x6x8 + a11x7x8 + a12x
2
8,

q5 = a1x0x4 + a2x1x4 + a3x2x4 + a4x3x4

+ a5x4x5 + a6x4x6 + a7x4x7 + a8x4x8

+ a9x5x9 + a10x6x9 + a11x7x9 + a12x8x9,

q6 = a1x1x4 + a2x2x4 + a3x3x4 + a4x
2
4

+ a5x1x9 + a6x2x9 + a7x3x9 + a8x4x9

+ a9x6x9 + a10x7x9 + a11x8x9 + a12x
2
9.

General d ≥ 9

Let now d ≥ 9 be arbitrary. The scroll type of the g1
2(C)-scroll S is equal to (d−3

2
, d−3

2
),

and the ideal IS is, possibly after a coordinate change, generated by the (2×2)-minors
of the following matrix:(

x0 x1 · · · x d−3
2

−1 x d−3
2

+1 · · · xd−3

x1 x2 · · · x d−3
2

x d−3
2

+2 · · · xd−2

)
.

In terms of rolling factor coordinates this corresponds to:

(
s

d−3
2 x s

d−3
2

−1tx · · · st
d−3
2

−1x s
d−3
2 y s

d−3
2

−1ty · · · st
d−3
2

−1

s
d−3
2

−1tx s
d−3
2

−2t2x · · · t
d−3
2 x s

d−3
2

−1ty s
d−3
2

−2t2y · · · t
d−3
2 y

)
.

We have seen that for the class of C on S we can write [C] = 2H − (d − 6)F .
Moreover, S = ι(P(OP1(d−3

2
) ⊕ OP1(d−3

2
))), where ι is the map as in Definition 2.2,

ι : P(OP1(d−3
2

) ⊕ OP1(d−3
2

)) → P
d−2 . Then by Proposition 2.6 C is represented by a

polynomial in

H0

(
P

1, S2

(
OP1

(
d − 3

2

)
⊕OP1

(
d − 3

2

))
⊗OP1 (6 − d)

)
∼= H0(P1,OP1(3) ⊕OP1(3) ⊕OP1(3)).

A basis for the vector space H0(P1,OP1(3) ⊕OP1(3) ⊕OP1(3)) is given by

{x2s3, x2s2t, x2st2, x2t3, xys3, xys2t, xyst2, xyt3, y2s3, y2s2t, y2st2, y2t3}.
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We obtain thus the following equation of the curve C on S (i.e. IC,S = (fC)):

fC = a1x
2s3 + a2x

2s2t + a3x
2st2 + a4x

2t3 + a5xys3 + a6xys2t

+a7xyst2 + a8xyt3 + a9y
2s3 + a10y

2s2t + a11y
2st2 + a12y

2t3,

for a1, . . . , a12 ∈ k.
Here we immediately see that h0(S,OS(2H − (d − 6)F )) = 12, a fact that also can be
verified by the Riemann-Roch Theorem for surfaces (cf. also Corollary 2.7).
Varying the coefficients a1, . . . , a12 produces all members in |2H − (d − 6)F |.
The adjunction formula

2pa(C) − 2 = (2H − (d − 6)F ).F = 2

yields that the arithmetic genus of C is equal to pa(C) = 2. By the Bertini Theorem
(cf. [Har77], Theorem II.8.18) a general curve in the system |2H − (d − 6)F | on S is
smooth, so its geometric genus is equal to 2.
Now we are able to state and prove the following result:

Theorem 3.4. Let C be a curve on S, and let its ideal on S be given by IC,S = (fC),
where

fC = a1x
2s3 + a2x

2s2t + a3x
2st2 + a4x

2t3 + a5xys3 + a6xys2t

+a7xyst2 + a8xyt3 + a9y
2s3 + a10y

2s2t + a11y
2st2 + a12y

2t3,

with a1, . . . , a12 ∈ k and where (s, t) are the homogeneous coordinates on P
1 and (x, y)

are the homogeneous coordinates on a fiber F ∼= P
1 of the scroll S.

For d ≥ 9 the quadrics q1, . . . , qd−5 given by the following formula cut out the curve C in
the linear system |2H − (d−6)F | on S, more precisely, the restrictions q1|S, . . . , qd−5|S
form a basis for the vector space H0(IC,S(2)):

qi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1x0xi−1 + a2x1xi−1 + a3x2xi−1 + a4x3xi−1

+a5xi−1x d−1
2

+ a6xi−1x d+1
2

+ a7xi−1x d+3
2

+a8xi−1x d+5
2

+ a9x d−1
2

x d−1
2

+i−1

+a10x d+1
2

x d−1
2

+i−1 + a11x d+3
2

x d−1
2

+i−1

+a12x d+5
2

x d−1
2

+i−1, for 1 ≤ i ≤ d−1
2 ,

a1x d−9
2

x
i− d−7

2
+ a2x d−7

2
x

i− d−7
2

+a3x d−5
2

x
i− d−7

2
+ a4x d−3

2
x

i− d−7
2

+a5x d−9
2

xi+3 + a6x d−7
2

xi+3

+a7x d−5
2

xi+3 + a8x d−3
2

xi+3

+a9xd−5xi+3 + a10xd−4xi+3

+a11xd−3xi+3 + a12xd−2xi+3, for d+1
2 ≤ i ≤ d − 5.

Proof. With the equation fC of C on S as above we have the following for 1 ≤ i ≤ d−1
2

:

qi|S = a1s
d−2−iti−1x2 + a2s

d−3−itix2 + a3s
d−4−iti+1x2 + a4s

d−5−iti+2x2

+a5s
d−2−iti−1xy + a6s

d−3−itixy + a7s
d−4−iti+1xy + a8s

d−5−iti+2xy

+a9s
d−2−iti−1y2 + a10s

d−3−itiy2 + a11s
d−4−iti+1y2 + a12s

d−5−iti+2y2

= sd−5−iti−1fC .
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For d+1
2

≤ i ≤ d − 5 we obtain the same:

qi|S = sd−5−iti−1fC .

Consequently, q1, . . . , qd−5 cut out a curve C in H0(S, 2H − (d − 6)F ) which equation
on S is given by the polynomial fC .

Our system of choosing the quadrics q1, . . . , qd−5 continues in Sections 3.2, 3.3 and 3.4.

3.2 d ≥ 6 even, e = 1, i.e. S of scroll type (d−2
2 , d−4

2 )

After possibly a coordinate change the ideal IS is generated by the (2 × 2)-minors of
the following matrix:(

x0 x1 · · · x d−2
2

−1 x d−2
2

+1 · · · xd−3

x1 x2 · · · x d−2
2

x d−2
2

+2 · · · xd−2

)
.

In terms of rolling factor coordinates the above matrix looks like:

(
s

d−2
2 x s

d−2
2

−1tx · · · st
d−2
2

−1x s
d−4
2 y s

d−4
2

−1ty · · · st
d−4
2

−1y

s
d−4
2

−1tx s
d−4
2

−2t2x · · · t
d−2
2 x s

d−4
2

−1ty s
d−4
2

−2t2y · · · t
d−4
2 y

)
.

By Proposition 2.6 we have

H0

(
P

(
OP1

(
d − 2

2

)
⊕OP1

(
d − 4

2

))
, 2H + (6 − d)F

)
∼= H0

(
P

1, S2

(
OP1

(
d − 2

2

)
⊕OP1

(
d − 4

2

))
⊗OP1(6 − d)

)
which in turn is isomorphic to

H0(P1,OP1(4) ⊕OP1(3) ⊕OP1(2))

with a basis given by

{s4x2, s3tx2, s2t2x2, st3x2, t4x2, s3xy, s2txy, st2xy, t3xy, s2y2, sty2, t2y2}.

Consequently, the equation of C on S is of the following form:

fC = a1s
4x2 + a2s

3tx2 + a3s
2t2x2 + a4st

3x2 + a5t
4x2 + a6s

3xy

+a7s
2txy + a8st

2xy + a9t
3xy + a10s

2y2 + a11sty
2 + a12t

2y2

with a1, . . . , a12 ∈ k.

Theorem 3.5. Let

fC = a1s
4x2 + a2s

3tx2 + a3s
2t2x2 + a4st

3x2 + a5t
4x2 + a6s

3xy

+a7s
2txy + a8st

2xy + a9t
3xy + a10s

2y2 + a11sty
2 + a12t

2y2,

where a1, . . . , a12 ∈ k, be the equation of a curve C on S.
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For d ≥ 10 the quadrics q1, . . . , qd−5 cut out the curve C on S:

qi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1x0xi−1 + a2x1xi−1 + a3x2xi−1 + a4x3xi−1

+a5x4xi−1 + a6xi−1x d
2

+ a7xi−1x d+2
2

+a8xi−1x d+4
2

+ a9xi−1x d+6
2

+a10x d
2
x d

2
+i−1 + a11x d+2

2
x d

2
+i−1

+a12x d+4
2

x d
2
+i−1, for 1 ≤ i ≤ d−2

2 ,

a1x d−10
2

x
i− d−8

2
+ a2x d−8

2
x

i− d−8
2

+a3x d−6
2

x
i− d−8

2
+ a4x d−4

2
x

i− d−8
2

+a5x d−2
2

x
i− d−8

2
+ a6x d−8

2
xi+3

+a7x d−6
2

xi+3 + a8x d−4
2

xi+3

+a9x d−2
2

xi+3 + a10xd−4xi+3

+a11xd−3xi+3 + a12xd−2xi+3, for d
2 ≤ i ≤ d − 5.

Proof. The proof is analogous to the proof of Theorem 3.4.

Remark 3.6. In the statement of Theorem 3.5 we have to exclude the lowest values
for d. However, as in Section 3.4, we can still find the desired quadrics q1, . . . , qd−5 for
these values for d, i.e. for d = 6 and d = 8:

(1) The case d = 6 is probably the easiest to consider: Here we know that IC =
IS + (Q) for a general quadric Q that does not lie in IS.
The ideal of S is probably after a coordinate change generated by the (2×2)-minors
of the following matrix:

(
x0 x1 x3

x1 x2 x4

)
.

The rolling factor coordinates are given as follows:

x0|S = s2x,

x1|S = stx,

x2|S = t2x,

x3|S = sy,

x4|S = ty.

We have that h0(OS(2H)) = 12 which is exactly equal to the dimension of the
vector space of quadrics in P

4 minus h0(IS(2)). Notice that if we set

Q = a1x
2
0 + a2x0x1 + a3x0x2 + a4x1x2 + a5x

2
2 + a6x0x3

+a7x0x4 + a8x1x4 + a9x2x4 + a10x
2
3 + a11x3x4 + a12x

2
4,

then Q|S = fC.
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(2) In the case d = 8 we obtain the following:
After possibly a coordinate change the ideal IS is generated by the (2× 2)-minors
of the following matrix:

(
x0 x1 x2 x4 x5

x1 x2 x3 x5 x6

)
.

The rolling factor coordinates are given as follows:

x0|S = s3x,

x1|S = s2tx,

x2|S = st2x,

x3|S = t3x,

x4|S = s2y,

x5|S = sty,

x6|S = t2x.

As above, the equation of C on S is given by

fC = a1s
4x2 + a2s

3tx2 + a3s
2t2x2 + a4st

3x2 + a5t
4x2 + a6s

3xy

+ a7s
2txy + a8st

2xy + a9t
3xy + a10s

2y2 + a11sty
2 + a12t

2y2

with a1, . . . , a12 ∈ k.
The aim is now to find three quadrics q1, q2 and q3 such that q1 = s2fC , q2 = stfC

and q3 = t2fC on S.
The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x1x3 + a6x0x4

+ a7x0x5 + a8x0x6 + a9x1x6 + a10x
2
4 + a11x4x5 + a12x4x6,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x1x3 + a5x2x3 + a6x1x4

+ a7x1x5 + a8x1x6 + a9x2x6 + a10x4x5 + a11x
2
5 + a12x5x6,

q3 = a1x0x2 + a2x1x2 + a3x
2
2 + a4x2x3 + a5x

2
3 + a6x2x4

+ a7x2x5 + a8x2x6 + a9x3x6 + a10x4x6 + a11x5x6 + a12x
2
6.

3.3 d ≥ 7 odd, e = 2, i.e. S of scroll type (d−1
2

, d−5
2

)

After possibly a coordinate change the ideal of the scroll S is generated by the (2× 2)-
minors of the following matrix:(

x0 x1 · · · x d−1
2

−1 x d−1
2

+1 · · · xd−3

x1 x2 · · · x d−1
2

x d−1
2

+2 · · · xd−2

)
.
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In terms of rolling factor coordinates the above matrix becomes

(
s

d−1
2 x s

d−1
2

−1tx · · · st
d−1
2

−1x s
d−5
2 y s

d−5
2

−1ty · · · st
d−5
2

−1y

s
d−1
2

−1tx s
d−1
2

−2t2x · · · t
d−1
2 x s

d−5
2

−1ty s
d−5
2

−2t2y · · · t
d−5
2 y

)
.

By Proposition 2.6 we obtain

H0

(
P

(
OP1

(
d − 1

2
⊕OP1

(
d − 5

2

)))
, 2H + (6 − d)F

)
∼= H0

(
P

1, S2

(
OP1

(
d − 1

2

)
⊕OP1

(
d − 5

2

))
⊗OP1(6 − d)

)
∼= H0(OP1(5) ⊕OP1(3) ⊕OP1(1))

with a basis given by

{s5x2, s4tx2, s3t2x2, s2t3x2, st4x2, t5x2, s3xy, s2txy, st2xy, t3xy, sy2, ty2}.

As before, we observe thus that IC,S = (fC) where the equation fC of C on S is of the
following form:

fC = a1s
5x2 + a2s

4tx2 + a3s
3t2x2 + a4s

2t3x2 + a5st
4x2 + a6t

5x2

+a7s
3xy + a8s

2txy + a9st
2xy + a10t

3xy + a11sy
2 + a12ty

2

with a1, . . . , a12 ∈ k.

Theorem 3.7. Let

fC = a1s
5x2 + a2s

4tx2 + a3s
3t2x2 + a4s

2t3x2 + a5st
4x2 + a6t

5x2

+a7s
3xy + a8s

2txy + a9st
2xy + a10t

3xy + a11sy
2 + a12ty

2

with a1, . . . , a12 ∈ k be the equation of a curve C on S.
For d ≥ 11 the quadrics q1, . . . , qd−5 cut out the curve C on S:

qi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1x0xi−1 + a2x1xi−1 + a3x2xi−1 + a4x3xi−1

+a5x4xi−1 + a6x5xi−1 + a7xi−1x d+1
2

+a8xi−1x d+3
2

+ a9xi−1x d+5
2

+a10xi−1x d+7
2

+ a11x d+1
2

x d+1
2

+i−1

+a12x d+3
2

x d+1
2

+i−1, for 1 ≤ i ≤ d−3
2 ,

a1x d−11
2

x
i− d−9

2
+ a2x d−9

2
x

i− d−9
2

+a3x d−7
2

x
i− d−9

2
+ a4x d−5

2
x

i− d−9
2

+a5x d−3
2

x
i− d−9

2
+ a6x d−1

2
x

i− d−9
2

+a7x d−7
2

xi+3 + a8x d−5
2

xi+3

+a9x d−3
2

xi+3 + a10x d−1
2

xi+3

+a11xd−3xi+3 + a12xd−2xi+3, for d−1
2 ≤ i ≤ d − 5.

Proof. The proof is analogous to the proof of Theorem 3.4.
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Remark 3.8. Again, when we state Theorem 3.7 we have to exclude the lowest values
for d. We give the quadrics q1, . . . , qd−5 in the cases when d = 7 and d = 9:

(1) d = 7: The g1
2(C)-scroll S has type (3, 1), its ideal IS is after possibly a coordinate

change generated by the (2 × 2)-minors of the following matrix:

(
x0 x1 x2 x4

x1 x2 x3 x5

)
.

The rolling factor coordinates are of the following form:

x0|S = s3x,

x1|S = s2tx,

x2|S = st2x,

x3|S = t3x,

x4|S = sy,

x5|S = ty.

Since also in the case e = 2 we obtained that the equation fC for C on S is
independent of d, we want to find two quadrics q1 and q2 such that q1 = sfC and
q2 = tfC on S.
The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x1x3 + a6x2x3

+ a7x0x4 + a8x0x5 + a9x1x5 + a10x2x5 + a11x
2
4 + a12x4x5,

q2 = a1x0x1 + a2x0x2 + a3x0x3 + a4x1x3 + a5x2x3 + a6x
2
3

+ a7x0x5 + a8x1x5 + a9x2x5 + a10x3x5 + a11x4x5 + a12x
2
5.

(2) d = 9: In this case the g1
2(C)-scroll has type (4, 2) and the ideal IS is generated

by the (2 × 2)-minors of the following matrix:

(
x0 x1 x2 x3 x5 x6

x1 x2 x3 x4 x6 x7

)
.

The rolling factor coordinates take the following form:

x0|S = s4x,

x1|S = s3tx,

x2|S = s2t2x,

x3|S = st3x,

x4|S = t4x,

x5|S = s2y,

x6|S = sty,

x7|S = t2y.
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Now we want to find four quadrics q1, q2, q3 and q4 such that q1 = s3fC, q2 =
s2tfC, q3 = st2fC and q4 = t3fC on S. The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x0x4 + a6x1x4,

+ a7x0x5 + a8x0x6 + a9x0x7 + a10x1x7 + a11x
2
5 + a12x5x6,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x1x3 + a5x1x4 + a6x2x4

+ a7x1x5 + a8x1x6 + a9x1x7 + a10x2x7 + a11x5x6 + a12x
2
6,

q3 = a1x0x2 + a2x1x2 + a3x
2
2 + a4x2x3 + a5x2x4 + a6x3x4

+ a7x2x5 + a8x2x6 + a9x2x7 + a10x3x7 + a11x5x7 + a12x6x7,

q4 = a1x0x3 + a2x1x3 + a3x2x3 + a4x
2
3 + a5x3x4 + a6x

2
4

+ a7x3x5 + a8x3x6 + a9x3x7 + a10x4x7 + a11x6x7 + a12x
2
7.

3.4 d ≥ 6 even, e = 3, i.e. S of scroll type (d
2,

d−6
2 )

In this case IS is after possibly a coordinate change generated by the (2× 2)-minors of
the following matrix: (

x0 x1 · · · x d
2
−1 x d

2
+1 · · · xd−3

x1 x2 · · · x d
2

x d
2
+2 · · · xd−2

)
.

In terms of rolling factor coordinates this corresponds to:(
s

d
2 x s

d
2
−1tx · · · st

d
2
−1x s

d−6
2 y s

d−6
2

−1ty · · · st
d−6
2

−1

s
d
2
−1tx s

d
2
−2t2x · · · t

d
2 x s

d−6
2

−1ty s
d−6
2

−2t2y · · · t
d−6
2 y

)
.

By Proposition 2.6 we obtain

H0

(
P

(
OP1

(
d

2

)
⊕OP1

(
d − 6

2

))
, 2H + (6 − d)F

)
∼= H0

(
P

1, S2

(
OP1

(
d

2

)
⊕OP1

(
d − 6

2

))
⊗OP1(6 − d)

)
∼= H0(P1,OP1(6) ⊕OP1(3) ⊕OP1)

with a basis given by

{s6x2, s5tx2, s4t2x2, s3t3x2, s2t4x2, st5x2, t6x2, s3xy, s2txy, st2xy, t3xy, y2}.

Consequently, we see that the equation of C on S is of the following form:

fC = a1s
6x2 + a2s

5tx2 + a3s
4t2x2 + a4s

3t3x2 + a5s
2t4x2 + a6st

5x2

+a7t
6x2 + a8s

3xy + a9s
2txy + a10st

2xy + a11t
3xy + a12y

2,

with a1, . . . , a12 ∈ k.
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Theorem 3.9. Let

fC = a1s
6x2 + a2s

5tx2 + a3s
4t2x2 + a4s

3t3x2 + a5s
2t4x2 + a6st

5x2

+a7t
6x2 + a8s

3xy + a9s
2txy + a10st

2xy + a11t
3xy + a12y

2,

with a1, . . . , a12 ∈ k, be the equation of a curve C on S.
For d ≥ 12 the quadrics q1, . . . , qd−5 given by the following formula cut out the curve
C on S:

qi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1x0xi−1 + a2x1xi−1 + a3x2xi−1 + a4x3xi−1

+a5x4xi−1 + a6x5xi−1 + a7x6xi−1

+a8xi−1x d+2
2

+ a9xi−1x d+4
2

+a10xi−1x d+6
2

+ a11xi−1x d+8
2

+a12x d+2
2

x d+2
2

+i−1, for 1 ≤ i ≤ d−4
2 ,

a1x d−12
2

x
i− d−10

2
+ a2x d−10

2
x

i− d−10
2

+a3x d−8
2

x
i− d−10

2
+ a4x d−6

2
x

i− d−10
2

+a5x d−4
2

x
i− d−10

2
+ a6x d−2

2
x

i− d−10
2

+a7x d
2
x

i− d−10
2

+ a8x d−6
2

xi+3

+a9x d−4
2

xi+3 + a10x d−2
2

xi+3

+a11x d
2
xi+3 + a12xd−2xi+3, for d−2

2 ≤ i ≤ d − 5.

Proof. The proof is analogous to the proof of Theorem 3.4.

Remark 3.10. As in the previous sections we have to exclude the lowest values for
d when stating Theorem 3.9. We will now give the quadrics q1, . . . , qd−5 when d = 6,
d = 8, d = 10:

(1) d = 6: In this case the scroll type of the g1
2(C)-scroll S is equal to (3, 0), the ideal

IS is after possibly a coordinate change generated by the (2 × 2)-minors of the
following matrix:

(
x0 x1 x2

x1 x2 x3

)
.

The rolling factor coordinates are given as follows:

x0|S = s3x,

x1|S = s2tx,

x2|S = st2x,

x3|S = t3x,

x4|S = y.

Note again that IC = IS +(Q) for a general quadric Q in P
4 that is not contained

in IS.

If we set
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Q = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x1x3 + a6x2x3

+ a7x
2
3 + a8x0x4 + a9x1x4 + a10x2x4 + a11x3x4 + a12x

2
4,

which is a general quadric in P
4 modulo IS, then Q|S = fC.

(2) d = 8: Here the g1
2(C)-scroll S is of type (4, 1), the ideal IS is, possibly after a

coordinate change, generated by the (2 × 2)-minors of the following matrix:

(
x0 x1 x2 x3 x5

x1 x2 x3 x4 x6

)
.

The rolling factor coordinates take the following form:

x0|S = s4x,

x1|S = s3tx,

x2|S = s2t2x,

x3|S = st3x,

x4|S = t4x,

x5|S = sy,

x6|S = ty.

We want to find three quadrics q1, q2 and q3 such that q1 = s2fC, q2 = stfC and
q3 = t2fC. The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + a4x0x3 + a5x0x4 + a6x1x4

+ a7x2x4 + a8x0x5 + a9x0x6 + a10x1x6 + a11x2x6 + a12x
2
5,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + a4x1x3 + a5x1x4 + a6x2x4

+ a7x3x4 + a8x1x5 + a9x1x6 + a10x2x6 + a11x3x6 + a12x5x6,

q2 = a1x0x2 + a2x1x2 + a3x
2
2 + a4x2x3 + a5x2x4 + a6x3x4

+ a7x
2
4 + a8x2x5 + a9x2x6 + a10x3x6 + a11x4x6 + a12x

2
6.

(3) d = 10: Here the scroll type of the g1
2(C)-scroll S is equal to (5, 2), the ideal

IS is, possibly after a coordinate change, generated by the (2 × 2)-minors of the
following matrix:

(
x0 x1 x2 x3 x4 x6 x7

x1 x2 x3 x4 x5 x7 x8

)
.

The rolling factor coordinates are given as follows:
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x0|S = s5x,

x1|S = s4tx,

x2|S = s3t2x,

x3|S = s2t3x,

x4|S = st4x,

x5|S = t5x,

x6|S = s2y,

x7|S = sty,

x8|S = t2y.

Here we want to find five quadrics q1, q2, q3, q4 and q5 such that q1 = s4fC,
q2 = s3tfC, q3 = s2t2fC, q4 = st3fC and q5 = t4fC. The result is the following:

q1 = a1x
2
0 + a2x0x1 + a3x0x2 + x4x0x3 + a5x0x4 + a6x0x5

+ a7x1x5 + a8x0x6 + a9x0x7 + a10x0x8 + a11x1x8 + a12x
2
6,

q2 = a1x0x1 + a2x
2
1 + a3x1x2 + x4x1x3 + a5x1x4 + a6x1x5

+ a7x2x5 + a8x1x6 + a9x1x7 + a10x1x8 + a11x2x8 + a12x6x7,

q3 = a1x0x2 + a2x1x2 + a3x
2
2 + x4x2x3 + a5x2x4 + a6x2x5

+ a7x3x5 + a8x2x6 + a9x2x7 + a10x2x8 + a11x3x8 + a12x
2
7,

q4 = a1x0x3 + a2x1x3 + a3x2x3 + x4x
2
3 + a5x3x4 + a6x3x5

+ a7x4x5 + a8x3x6 + a9x3x7 + a10x3x8 + a11x4x8 + a12x7x8,

q5 = a1x0x4 + a2x1x4 + a3x2x4 + x4x3x4 + a5x
2
4 + a6x4x5

+ a7x
2
5 + a8x4x6 + a9x4x7 + a10x4x8 + a11x5x8 + a12x

2
8.

3.5 An alternative presentation when 7 ≤ d ≤ 12

Inspired by Theorems 3.4, 3.5, 3.7 and 3.9 we will now list sets of quadrics that together
with IS generate IC in the cases where the degree d of C satisfies 7 ≤ d ≤ 12. In
order to give a compact form which will be more practical in Chapter 4 where we
look at resolutions of IC , we will instead of using the coefficients a1, . . . , a12 ∈ k use
general linear forms li ∈ k[x0, . . . , xd−2]. Modulo IS this gives the same result. For
d = 10, 11, 12 we cannot use this notation with the linear forms li but have to use a
mixed version with li and ai’s. For d ≥ 13 we have to entirely go back to the notation
with the ai’s as in Theorems 3.4, 3.5, 3.7, 3.9, since e.g. we would need that the term
lx0 in terms of rolling factor coordinates contains sd−6. But if l ∈ k[x0, . . . , xd−2] is a
general linear form, then the monomial x0xd−2 appears in lx0, and in terms of rolling
factor coordinates we have x0xd−2 = se1te2xy, where (e1, e2) is the scroll type of S. But
in all cases we have e1 ≤ d

2
, so e1 < d − 6 for all d ≥ 13. For the cases d = 11 and

d = 12 we have two versions depending on the scroll type.
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Table 3.1: Generators

deg(C) e Generating matrix for IS Generators of IC

modulo IS

7 0

(
x0 x1 x3 x4

x1 x2 x4 x5

)
q1 = l1x0 + l2x1 + l3x3 + l4x4,
q2 = l1x1 + l2x2 + l3x4 + l4x5

7 2

(
x0 x1 x2 x4

x1 x2 x3 x5

)
q1 = l1x0 + l2x1 + l3x2 + l4x4,
q2 = l1x1 + l2x2 + l3x3 + l4x5

8 1

(
x0 x1 x2 x4 x5

x1 x2 x3 x5 x6

) q1 = l1x0 + l2x1 + l3x4,
q2 = l1x1 + l2x2 + l3x5,
q3 = l1x2 + l2x3 + l3x6

8 3

(
x0 x1 x2 x3 x5

x1 x2 x3 x4 x6

) q1 = l1x0 + l2x1 + l3x2,
q2 = l1x1 + l2x2 + l3x3,
q3 = l1x2 + l2x3 + l3x4

9 0

(
x0 x1 x2 x4 x5 x6

x1 x2 x3 x5 x6 x7

) q1 = l1x0 + l2x4,
q2 = l1x1 + l2x5,
q3 = l1x2 + l2x6,
q4 = l1x3 + l2x7

9 2

(
x0 x1 x2 x3 x5 x6

x1 x2 x3 x4 x6 x7

) q1 = l1x0 + l2x1,
q2 = l1x1 + l2x2,
q3 = l1x2 + l2x3,
q4 = l1x3 + l2x4

10 1

(
x0 x1 x2 x3 x5 x6 x7

x1 x2 x3 x4 x6 x7 x8

)
q1 = l1x0 + a10x

2
5

+ a11x5x6 + a12x5x7,
q2 = l1x1 + a10x5x6

+ a11x
2
6 + a12x6x7,

q3 = l1x2 + a10x5x7

+ a11x6x7 + a12x
2
7,

q4 = l1x3 + a10x5x8

+ a11x6x8 + a12x7x8,
q5 = l1x4 + a10x6x8

+ a11x7x8 + a12x
2
8

10 3

(
x0 x1 x2 x3 x4 x6 x7

x1 x2 x3 x4 x5 x7 x8

)
q1 = l1x0 + a7x1x5

+ a11x1x8 + a12x
2
6,

q2 = l1x1 + a7x2x5

+ a11x2x8 + a12x6x7,
q3 = l1x2 + a7x3x5

+ a11x3x8 + a12x
2
7,

q4 = l1x3 + a7x4x5

+ a11x4x8 + a12x7x8

q5 = l1x4 + a7x
2
5

+ a11x5x8 + a12x
2
8
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deg(C) e Generating matrix for IS Generators of IC modulo IS

11 0

(
x0 x1 x2 x3 x5 x6 x7 x8

x1 x2 x3 x4 x6 x7 x8 x9

)

q1 = x0
∑3

i=0 ai+1xi

+ x0
∑8

i=5 aixi

+ x5
∑8

i=5 ai+4xi,

q2 = x1
∑3

i=0 ai+1xi

+ x1
∑8

i=5 aixi

+ x6
∑8

i=5 ai+4xi,

q3 = x2
∑3

i=0 ai+1xi

+ x2
∑8

i=5 aixi

+ x7
∑8

i=5 ai+4xi,

q4 = x3
∑3

i=0 ai+1xi

+ x3
∑8

i=5 aixi

+ x8
∑8

i=5 ai+4xi,

q5 = x4
∑3

i=0 ai+1xi

+ x4
∑8

i=5 aixi

+ x9
∑8

i=5 ai+4xi,

q6 = x4
∑4

i=1 aixi

+ x9
∑4

i=1 ai+4xi

+ x9
∑9

i=6 ai+3xi

11 2

(
x0 x1 x2 x3 x4 x6 x7 x8

x1 x2 x3 x4 x5 x7 x8 x9

)
q1 = l1x0 + a11x

2
6 + a12x6x7,

q2 = l1x1 + a11x6x7 + a12x
2
7,

q3 = l1x2 + a11x6x8 + a12x7x8,
q4 = l1x3 + a11x6x9 + a12x7x9,
q5 = l1x4 + a11x7x9 + a12x8x9,
q6 = l1x5 + a11x8x9 + a12x

2
9

12 1

(
x0 x1 x2 x3 x4 x6 x7 x8 x9

x1 x2 x3 x4 x5 x7 x8 x9 x10

)

q1 = x0
∑4

i=0 ai+1xi

+ x0
∑9

i=6 aixi

+ x6
∑8

i=6 ai+4xi,

q2 = x1
∑4

i=0 ai+1xi

+ x1
∑9

i=6 aixi

+ x7
∑8

i=6 ai+4xi,

q3 = x2
∑4

i=0 ai+1xi

+ x2
∑9

i=6 aixi

+ x8
∑8

i=6 ai+4xi,

q4 = x3
∑4

i=0 ai+1xi

+ x3
∑9

i=6 aixi

+ x9
∑8

i=6 ai+4xi,

q5 = x4
∑4

i=0 ai+1xi

+ x4
∑9

i=6 aixi

+ x10
∑8

i=6 ai+4xi,

q6 = x4
∑5

i=1 aixi

+ x9
∑5

i=2 ai+4xi

+ x9
∑10

i=8 ai+2xi,

q7 = x5
∑5

i=1 aixi

+ x10
∑5

i=2 ai+4xi

+ x10
∑10

i=8 ai+2xi,
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deg(C) e Generating matrix for IS Generators of IC modulo IS

12 3

(
x0 x1 x2 x3 x4 x5 x7 x8 x9

x1 x2 x3 x4 x5 x6 x8 x9 x10

)
q1 = l1x0 + a12x

2
7,

q2 = l1x1 + a12x7x8,
q3 = l1x2 + a12x7x9,
q4 = l1x3 + a12x7x10,
q5 = l1x4 + a12x8x10,
q6 = l1x5 + a12x9x10,
q7 = l1x6 + a12x

2
10

A third presentation of generators, namely as matrix product

Using the generators of IC modulo IS as listed in the above tables we give, in the
cases d = 7, d = 8 and d = 9, a matrix A with as few columns as possible such that
the entries in the matrix product M · A give us all generators of IC where M is the
generating matrix of IS as given in Table 3.1.

d = 7

In the case when S is maximally balanced, i.e. when e = 0, the matrix A is given as
follows:

A =

⎛
⎜⎜⎝

l1 x2 x4 x5 0
l2 −x1 −x3 −x4 0
l3 0 0 0 x5

l4 0 0 0 −x4

⎞
⎟⎟⎠ .

In the case e = 2 the matrix A has the following form:

A =

⎛
⎜⎜⎝

l1 x2 x3 x5 0
l2 −x1 −x2 −x4 0
l3 0 0 0 x5

l4 0 0 0 −x3

⎞
⎟⎟⎠ .

d = 8

In the case e = 1 the matrix A is given as follows:

A =

⎛
⎜⎜⎜⎜⎝

l1 0 x2 x3 x5 x6 0 0
l2 l1 −x1 −x2 −x4 −x5 0 0
0 l2 0 0 0 0 0 0
l3 0 0 0 0 0 −x3 x6

0 l3 0 0 0 0 x2 −x5

⎞
⎟⎟⎟⎟⎠ .

In the case e = 3 the matrix A is given as follows:
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A =

⎛
⎜⎜⎜⎜⎝

l1 0 x2 x3 x4 x6 0 0
l2 l1 −x1 −x2 −x3 −x5 0 0
l3 l2 0 0 0 0 −x3 x6

0 l3 0 0 0 0 x2 −x5

0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎠ .

d = 9

In the case e = 0 the matrix A is given as follows:

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

l1 0 x2 x3 x5 x6 x7 0 0 0 0
0 0 −x1 −x2 −x4 −x5 −x6 0 0 0 0
0 l1 0 0 0 0 0 0 0 0 0
l2 0 0 0 0 0 0 −x3 0 0 0
0 l2 0 0 0 0 0 x2 −x3 −x5 −x6

0 0 0 0 0 0 0 0 x2 x4 x5

⎞
⎟⎟⎟⎟⎟⎟⎠ .

In the case e = 2 the matrix A is given as follows:

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

l1 0 x2 x3 x4 x6 x7 0 0 0 0
l2 0 −x1 −x2 −x3 −x5 −x6 0 0 0 0
0 l1 0 0 0 0 0 −x3 0 0 0
0 l2 0 0 0 0 0 x2 0 0 0
0 0 0 0 0 0 0 0 −x3 −x4 −x6

0 0 0 0 0 0 0 0 x2 x3 x5

⎞
⎟⎟⎟⎟⎟⎟⎠ .



Chapter 4

The minimal free resolution of OC

Let C be a smooth curve of genus 2 and degree d ≥ 5 embedded in P
d−2, and let S

be the g1
2(C)-scroll. In this chapter we will find the minimal free resolution of OC as

OPd−2-module, using the minimal free resolution of OS as OPd−2-module and a mapping
cone technique.

4.1 Free resolutions and Betti diagrams

First we recall the definition of a minimal free resolution of a module M over a ring R:

Definition 4.1. Let R be a commutative ring and M an R-module. A free resolution
of M as an R-module is an exact complex of R-modules:

0 → ⊕j≥jnR(−j)βnj
φn
−→ · · ·

φ2
−→ ⊕j≥j1R(−j)β1j

φ1
−→ ⊕j≥j0R(−j)β0j → M → 0.

The resolution is minimal if the image of φi is contained in the maximal ideal of R for
all i.
The non-negative integers βi,j, i.e. the ranks of the R-modules, are called the graded
Betti numbers of M .

For our varieties X, several Betti numbers of OX are equal to 0. If X is a rational
normal scroll, then OX is resolved by the Eagon-Northcott complex, which means that
the only non-zero Betti numbers are equal to β00 = 1 and βi,i+1 for i = 1, . . . , codim(X).
Let now V = H0(C,OC(H)), R = Sym(V ) and RC = R/IC = ⊕q∈ZH0(C,OC(qH)).
The following proposition states which Betti numbers of RC definitely are equal to 0:

Proposition 4.2. The only possible non-zero Betti numbers of RC are β00, βi,i+1,
i = 1, . . . , d − 4, βd−4,d−2 and βd−3,d−1.

Proof. There is the following Koszul complex:

· · · −→

p+1∧
V ⊗ (RC)q−1

dp+1,q−1
−→

p∧
V ⊗ (RC)q

dp,q

−→

p−1∧
V ⊗ (RC)q+1 −→ · · · .

Let Kp,q(RC , V ) be the Koszul cohomology group

Kp,q(RC , V ) :=
ker dp,q

im dp+1,q−1
.

45
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Moreover, let

· · · → ⊕q≥q1M1,q ⊗ R(−q) → ⊕q≥q0M0,q ⊗ R(−q) → RC → 0

be the minimal free resolution of RC .
Then by the Syzygy Theorem ([MG1], Thm. (1.b.4)) there is the following isomor-
phism:

Kp,q(RC , V ) ∼= Mp,p+q.

Theorem (4.a.1) in [Gre84] then gives us that Kp,q(RC , V ) = 0 for q ≥ 3, since
h1(OC(H)) = 0, and Kp,2(RC , V ) = 0 if d ≥ 5 + p. That is, we have two candidates for
Kp,2 not to be zero, namely for p = d − 3 and p = d − 4·
In order to show that Kd−3,1(RC , V ) = 0 we need the following theorem:

Theorem 4.3. (The Duality Theorem, Thm. (2.c.6) in [Gre84])
Let X be a compact complex manifold of dimension n, let L → X be a line bundle and
let F → X be a vector bundle.
Set B = ⊕q∈ZH0(X,F ⊗ L⊗q). If V ⊆ H0(X,L) is basepoint-free and of dimension
r + 1 and

H i(X,F ⊗ Lq−i) = 0, i = 1, . . . , n − 1,

H i(X,F ⊗ Lq−i−1) = 0, i = 1, . . . , n − 1,

then
Kp,q(B, V )∗ ∼= Kr−n−p,n+1−q(B

′, V ),

where B′ := ⊕q∈ZH0(X, ωX ⊗ F∗ ⊗L⊗q).

Here we use the Duality Theorem with X = C, L = OC(H), F = OC and V =
H0(C,OC(H)) and obtain that

Kd−3,1(RC , V )∗ = K0,1(⊕q∈ZH0(C,OC(qH + KC), V )).

By definition we have that

K0,1(C, KC,OC(H)) =
ker d0,1

im d1,0

where

H0(C,OC(H)) ⊗ H0(C,OC(KC))
d1,0
−→ H0(C,OC(KC + H))

d0,1
−→ 0.

Consider the map

ψ : H0(C,OC(H)) ⊗ H0(C,OC(KC)) → H0(C,OC(KC + H)),

D1 ⊗ D2 �→ D1 + D2.

The image of ψ is spanned by those divisors in H0(C,OC(H + KC)) that contain a
divisor in H0(OC(KC)). Each divisor in H0(OC(KC)) spans a fiber of S, i.e. the image
of ψ is spanned by those hyperplanes in P(H0(OC(H + KC))) = P

d that contain a
fiber of S ⊆ P

d. Consequently, ψ is surjective if and only if there is no common point
for all fibres, i.e. if and only if S ⊆ P

d is smooth. By Proposition 2.13 in Chapter 2
S ⊆ P

d is smooth for all d ≥ 5. This implies that K0,1(C, KC ,OC(H)) = 0 and thus
also Kd−3,1(C,OC(H)) = 0 for d ≥ 5.
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We write the Betti numbers in a Betti diagram, and our notation will be the following,
where a dash indicates that the corresponding Betti number is equal to 0:

− − − . . . − βd−4,d−2 βd−3,d−1

− β12 β23 . . . βd−5,d−4 βd−4,d−3 −
β00 − − . . . − − −

For an OPd−2-module V we denote by SiV the symmetric algebra of V , by DiV the
divided power algebra of V and by

∧j V the jth wedge product of V . Notice that there
is an isomorphism DiV ∼= SiV

∗. We will also use the following natural isomorphisms:

DiO
2
Pd−2

∼= SiO
2
Pd−2

∼= Oi+1
Pd−2

and
j∧
Od−3

Pd−2(−1) ∼= O
(d−3

j )
Pd−2 (−j).

In this chapter we will use the following coordinates:
After possibly a coordinate change we can assume that IS is generated by the (2× 2)-
minors of the following matrix:

M =

(
x0 . . . xe1−1 xe1+1 . . . xd−3

x1 . . . xe1 xe1+2 . . . xd−2

)
.

Let Φ : Od−3
Pd−2(−1) → O2

Pd−2 be the map given by multiplication with the matrix M .
Define a complex Cb by defining the jth term as

Cb
j =

{ ∧j Od−3
Pd−2(−1) ⊗ Sb−jO

2
Pd−2 , 0 ≤ j ≤ b∧j+1 Od−3

Pd−2(−1) ⊗ Sj−b−1O
2
Pd−2 , j ≥ b + 1

and with differentials Cb
j → Cb

j−1 given by the multiplication with Φ ∈ H0(Pd−2,O
2(d−3)

Pd−2 (1))

for j = b + 1 and
∧2 Φ ∈ H0(Pd−2,O

(d−3
2 )

Pd−2 (2)) for j = b + 1.

Theorem 4.4. ([Sch86], §1)
For a, b ∈ Z, b ≥ −1, Cb(a) is a minimal resolution of OS(aH + bF ) as an OPd−2-
module.

In particular, C0 is a minimal resolution of OS as an OPd−2-module. Since [C] =
2H + (6 − d)F in Pic(S), we have IC,S = OS(−C) = OS(−2H + (d − 6)F ), and thus
Cd−6(−2) is a minimal resolution of IC,S as an OPd−2-module.

Definition 4.5. (Mapping cone)(cf. [Eis95], Appendix A3.12): If F• and G• are
complexes with differentials φi : Fi → Fi−1 and ψi : Gi → Gi−1 and if γ : F → G is a
map, then the mapping cone complex H• is defined as follows:

Fi+1
φi+1 ��

γi+1

��

Fi

φi ��

γi

��
⊕

��
��

����
�

Fi−1

γi−1

��
⊕

��
�

����
�

Gi+1
ψi+1 �� Gi

ψi �� Gi−1

Hi := Fi ⊕ Gi+1 with differential

δi =

(
−φi 0
γi ψi+1

)
: Hi → Hi−1.
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In the next section we will describe how we obtain a resolution of OC as OPd−2-module
from the mapping cone Cd−6(−2) → C0.

First we will describe in one example how we obtain the minimal free resolution of IC

with the mapping cone technique:

Example 4.6. d = 6:
A resolution of a curve of genus 2 and degree 6 is given by the mapping cone C0(−2) →
C0.
The complex C0 is given by

0 →
3∧
O3

P4(−1) ⊗ S1O
2
P4 →

2∧
O3

P4(−1) ⊗ S0O
2
P4 →

0∧
O3

P4(−1) ⊗ S0O
2
P4 → 0,

which is equal to

0 → O2
P4(−3) → O3

P4(−2) → OP4 → 0.

Consequently C0(−2) is equal to

0 → O2
P4(−5) → O3

P4(−4) → OP4(−2) → 0.

Now we form the mapping cone C0(−2) → C0:

0 ��

��

O2
P4(−5)

��

��

⊕
��

��

����
��

�

O3
P4(−4)

��

��

⊕��
��

�

�����
��

OP4(−2)

��

��

⊕��
��

�

�����
��

0

��
⊕

��
��

�

����
��

0 �� O2
P4(−3) �� O3

P4(−2) �� OP4 �� 0

and finally obtain the following resolution of OC as an OP4-module:

0 → O2
P4(−5) → O3

P4(−4) ⊕O2
P4(−3) → O4

P4(−2) → OP4 → OC → 0.

Since all entries in the matrices that give the differentials in the above complex have
degree at least 1, we observe that this resolution is in fact minimal.

4.2 The resolution of OC as O
Pd−2-module for d ≥ 5

Let C be a smooth curve of genus 2 and degree d ≥ 5 embedded in P
d−2.

Set O := OPd−2 .
We will now describe a way to obtain a resolution of OC as an OPd−2-module. Having
obtained this resolution we will see that it is in fact minimal.
We refer to [Sch86] for further details.

(1) Construct C0:
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0 →
d−3∧

Od−3(−1) ⊗ Sd−5O
2 →

d−4∧
Od−3(−1) ⊗ Sd−6O

2

→
d−5∧

Od−3(−1) ⊗ Sd−7O
2 → · · · →

4∧
Od−3(−1) ⊗ S2O

2

→
3∧
Od−3(−1) ⊗ S1O

2 →
2∧
Od−3(−1) ⊗ S0O

2

→
0∧
Od−3(−1) ⊗ S0O

2 → 0

which is equal to

0 → O(−(d − 3))d−4 → O(−(d − 4))(d−5)(d−3) → O(−(d − 5))(d−6)(d−3
2 )

→ · · · → O(−4)3(d−3
4 ) → O(−3)2(d−3

3 ) → O(−2)(
d−3
2 ) → O → 0.

(2) Find Cd−6(−2):

(a) Cd−6 is given by

0 →
d−3∧

Od−3(−1) ⊗ S1O
2 →

d−4∧
Od−3(−1) ⊗ S0O

2

→
d−6∧

Od−3(−1) ⊗ S0O
2 → · · · →

d−7∧
Od−3(−1) ⊗ S1O

2

→
d−8∧

Od−3(−1) ⊗ S2O
2 → · · · →

4∧
Od−3(−1) ⊗ Sd−10O

2

→
3∧
Od−3(−1) ⊗ Sd−9O

2 →
2∧
Od−3(−1) ⊗ Sd−8O

2

→
1∧
Od−3(−1) ⊗ Sd−7O

2 →
0∧
Od−3(−1) ⊗ Sd−6O

2 → 0

which is equal to

0 → O(−(d − 3))2 → O(−(d − 4))(d−3) → O(−(d − 6))(
d−3
3 )

→ O(−(d − 7))2(d−3
4 ) → O(−(d − 8))3(d−3

5 ) → · · ·

→ O(−4)(d−9)(d−3
4 ) → O(−3)(d−8)(d−3

3 ) → O(−2)(d−7)(d−3
2 )

→ O(−1)(d−6)(d−3) → Od−5 → 0.
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(b) Therefore Cd−6(−2) is the following complex:

0 → O(−(d − 1))2 → O(−(d − 2))(d−3) → O(−(d − 4))(
d−3
3 )

→ O(−(d − 5))2(d−3
4 ) → O(−(d − 6))3(d−3

5 ) → · · ·

→ O(−6)(d−9)(d−3
4 ) → O(−5)(d−8)(d−3

3 ) → O(−4)(d−7)(d−3
2 )

→ O(−3)(d−6)(d−3) → O(−2)d−5 → 0.

(3) Now form the mapping cone Cd−6(−2) → C0:
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0
��

��

O
(−

(d
−

1)
)2

��

��

⊕
��

��
�

�� ��
�
�
�
�
�

O
(−

(d
−

2)
)(

d
−

3
)

��

��

⊕
�
�
�
�
�
�
�

����
�
�
�
�
�

O
(−

(d
−

4)
)(

d
−

3
3

)

��

��

⊕
�
�
�
�
�
�
�

����
�
�
�
�
�

··
· ��

��

⊕
�
�
�
�
�
�
�
�
�

		��
�
�
�
�
�
�
�

O
(−

3)
(d
−

6
)(

d
−

3
)

��

��

⊕
�
�
�
�
�
�

		��
�
�
�

O
(−

2)
d
−

5

��

��

⊕
�
�
�
�
�
�



��
�
�
�

0 ��

⊕
	
	
	
	
	

��		
		

	

0
�� O

(−
(d

−
3)

)d
−

4
�� O

(−
(d

−
4)

)(
d
−

5
)(

d
−

3
)

�� ·
··

�� O
(−

3)
2
(d

−
3

3
)

�� O
(−

2)
(d

−
3

2
)

�� O
�� 0
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From the above mapping cone we obtain the following resolution of OC as OPd−2-
module:

0 → O(−(d − 1))2 → O(−(d − 2))(d−3) ⊕O(−(d − 3))(d−4)

→ O(−(d − 4))(
d−3
3 )+(d−5)(d−3) → O(−(d − 5))2(d−3

4 )+(d−6)(d−3
2 )

→ · · · → O(−4)(d−7)(d−3
2 )+3(d−3

4 ) → O(−3)(d−6)(d−3)+2(d−3
3 )

→ O(−2)(
d−3
2 )+d−5 → O → OC → 0.

Since all maps in the complexes are given by multiplication with matrices with poly-
nomial entries of degree at least 1, this resolution is in fact minimal. Hence we obtain
the following Betti numbers:

β0,0 = 1,

βi,i+1 = i

(
d − 3

i + 1

)
+ (d − 4 − i)

(
d − 3

i − 1

)
, i = 1, . . . , d − 4,

βd−4,d−2 = d − 3,

βd−3,d−1 = 2.

Consequently, the Betti diagram looks like this:

− − − · · · − − 2
− − − · · · − d − 3 −

−

(
d−3
2

)
+(d − 5)

2
(

d−3
3

)
+(d − 6)(d − 3)

· · ·
(d − 5)(d − 3)

+
(

d−3
3

) d − 4 −

1 − − · · · − − −

Remark 4.7. We can also find the Betti numbers βij via the Hilbert polynomial of OC,
HC(t) = dt − 1:
By Proposition 4.2 we know that the only possible non-zero Betti numbers are β00, β12,
β23, . . ., βd−4,d−3, βd−4,d−2, βd−3,d−1. In particular, for each j there is at most one i
such that βij = 0. Now, by [Eis05], Chapter 1B, Corollary 1.10., we have the following
recursive formula:

Bj = HC(j) −
∑
k<j

Bk

(
d − 2 + j − k

j − k

)
,

where Bj =
∑

i≥0(−1)iβij.
We can start with β00 = 1 and obtain the other βij recursively.

4.3 The differentials in the mapping cone complex

d = 5

Let us consider a curve C of degree 5 on a smooth g1
2(C)-scroll S, i.e. S is a smooth

quadric Q ∼= P
1 × P

1 ↪→ P
3. After possibly a coordinate change the ideal IS is

generated by the determinant of the matrix
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M =

(
x0 x2

x1 x3

)
.

Recall that if C is a curve of genus 2 and degree 5 in P
3, then IC,S = OS(−2H − F ).

Hence by Theorem 4.4, a minimal free resolution of IC,S as an OP3-module is given by
the complex C−1(−2). Moreover, again by Theorem 4.4, C0 gives a minimal resolution of
OS as an OP3-module. The mapping cone C−1(−2) → C0, corresponding to IC,S → OS,
yields a minimal resolution of OC as an OP3-module.
Hence we look at the following double complex:

0 �� O2(−4)
M ��

C1

��

O2(−3) ��

C0

��

IC,S
��

��

0

0 �� O(−2)
det(M) �� O �� OS

�� 0,

where

C0 = (−x1q2 + x3q1,−x0q2 + q1x2),

C1 = (q1, q2)

and q1, q2 ∈ k[x0, x1, x2, x3] are quadratic forms.
Taking the mapping cone complex we now obtain

0 → O(−4)2 φ
−→ O(−3)2 ⊕O(−2)

ψ
−→ O → 0,

where ψ is given by multiplication with the matrix(
−x1q2 + x3q1,−x0q2 + q1x2, x0x3 − x1x2

)
and φ is given by multiplication with the matrix⎛

⎝ −x0 −x2

−x1 −x3

q1 q2

⎞
⎠ .

d = 6

Let S be a smooth scroll in P
4 which ideal is generated by the (2 × 2)-minors of the

following matrix:

M =

(
x0 x1 x3

x1 x2 x4

)
.

If we take a general quadric Q, then as we have seen before, Q ∩ S is a smooth curve
C of degree 6 and genus 2. The resolution of OC as an OP4-module is given by the
mapping cone C0(−2) → C0.
That is, we consider the following complex:

0 �� O2(−5)
A1 ��

C1

��

O3(−4)
A0 ��

C0

��

O(−2) ��

Q

��

IC,S
��

��

0

0 �� O2(−3)
B1 �� O3(−2)

B0 �� O �� OS
�� 0,
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where

A0 = B0 =
(

x0x2 − x2
1, x0x4 − x1x3, x1x4 − x2x3

)
,

A1 = B1 =

⎛
⎝ x3 x4

−x1 −x2

x0 x1

⎞
⎠ ,

C0 =

⎛
⎝ Q 0 0

0 Q 0
0 0 Q

⎞
⎠ ,

C1 =

(
Q 0
0 Q

)
.

The mapping cone complex is then given by

0 → O(−5)2 φ
−→ O(−4)3 ⊕O(−3)2 ψ

−→ O(−2)4 ρ
−→ IC → 0,

where φ is given by multiplication with the matrix⎛
⎜⎜⎜⎜⎝

−x3 −x4

x1 x2

−x0 −x1

Q 0
0 Q

⎞
⎟⎟⎟⎟⎠ ,

ψ is given by multiplication with the matrix⎛
⎜⎜⎝

−x0x2 + x2
1 −x0x4 + x1x3 −x1x4 + x2x3 0 0

Q 0 0 x3 x4

0 Q 0 −x1 −x2

0 0 Q x0 x1

⎞
⎟⎟⎠

and ρ is given by multiplication with the matrix(
Q x0x2 − x2

1 x0x4 − x1x3 x1x4 − x2x3

)
.

d = 7

Let

M =

(
x0 x1 x3 x4

x1 x2 x4 x5

)
,

and let S be the two-dimensional rational normal scroll defined by the (2 × 2)-minors
of M .
Let q1, . . . , q6 denote the (2×2)-minors of M , let l1, l2, l3, l4 in k[x0, x1, x2, x3, x4, x5] be
general linear forms, and set

Q1 = l1x0 + l2x1 + l3x3 + l4x4,

Q2 = l1x1 + l2x2 + l3x4 + l4x5.
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In Section 3.5 we have seen that the ideal (q1, q2, q3, q4, q5, q6, Q1, Q2) =: IC defines a
smooth curve C of genus 2 and degree 7 with associated g1

2(C)-scroll S.
The mapping cone C1(−2) → C0 is a minimal resolution of OC as OP5-module.
That is, we consider the following complex:

0 �� O2(−6)
A2 ��

C2

��

O4(−5)
A1 ��

C1

��

O4(−3)
A0 ��

C0

��

O2(−2) ��

(−Q2,Q1)

��

IC,S
��

��

0

0 �� O3(−4)
B2 �� O8(−3)

B1 �� O6(−2)
B0 ���� O �� OS

�� 0

where the maps are given by multiplication with the matrices A0, A1, A2, B0, B1, B2,
C0, C1 and C2 which can be found in Appendix A.1.

d = 8

Let S be a maximally balanced scroll, defined by the (2 × 2)-minors of the following
matrix: (

x0 x1 x2 x4 x5

x1 x2 x3 x5 x6

)
.

In Section 3.5 we found the following description of the ideal IC of a curve C of genus
2 and degree 8:
IC = IS + (Q1, Q2, Q3), where Q1, Q2 and Q3 are the following quadrics:

Q1 = l1x0 + l2x1 + l3x4,

Q2 = l1x1 + l2x2 + l3x5,

Q3 = l1x2 + l2x3 + l3x6,

with general linear forms l1, l2, l3 ∈ k[x0, . . . , x6].
The mapping cone Cd−6(−2) → C0 gives a resolution of OC as OP6-module.

0 �� O2(−7)
A3 ��

C4

��

O5(−6)
A2 ��

C3

��

O10(−4)
A1 ��

C2

��

O10(−3)
A0 ��

C1

��

O3(−2) ��

C0

��

OC
�� 0

0 �� O4(−5)
B3 �� O15(−4)

B2 �� O20(−3)
B1 �� O10(−2)

B0 �� O �� OS
�� 0

The maps in the above complex are given by multiplication with the matrices that can
be found in Appendix A.2.
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Chapter 5

The ideal of C as a sum of scrollar

ideals

In this chapter we will show that the ideal IC of a linearly normal embedded curve
C ⊆ P

d−2 of genus 2 and degree d ≥ 6 is generated by the ideals IS and IV where S
is the g1

2(C)-scroll and V = V|D| is a g1
3(C)-scroll not containing S. In other words, we

will prove the following main theorem in this section:

Theorem 5.1. Let C be a non-singular and irreducible curve of genus 2, linearly
normal embedded in P

d−2 by a complete linear system |H| of degree d ≥ 6. Then

IS + IV = IC

for a g1
3(C)-scroll V that does not contain the g1

2(C)-scroll S.

We will first give an inductive proof of this theorem. We will then give a proof of a
slightly weaker result, this proof goes via the quadric P

1 × P
1 ⊆ P

3.
Before we will take a look at the ideals we show that S ∩ V = C:

Proposition 5.2. Let C ⊆ P
d−2 be a smooth and irreducible curve of genus 2 and

degree d ≥ 6. For a g1
3(C)-scroll V = V|D| that does not contain the g1

2(C)-scroll S the
following holds:

S ∩ V = C.

Proof. Obviously, C ⊆ S∩V . In the case d = 6 the claim follows by Bézout’s Theorem,
since then S ∩ V is of degree 6 and dimension 1. Let now d ≥ 7. If S ∩ V is more than
C, then it must at least contain one line: If S ∩V ⊇ C ∪P for a point P that does not
lie on C, then P lies on one fiber F0 of the scroll S. But since P does not lie on the
curve, each quadric that contains V intersects F0 in at least three points, consequently
the whole fiber F0 must be contained in each quadric that contains V , and since the
ideal IV is generated by quadrics F0 is contained in S ∩ V . Now there are a priori two
possibilities for a fiber F of S to be contained in V :

(1) F is contained in one of the fibers of V = V|D|; this implies that the g1
3(C) |D|

has a basepoint, |D| = |KC + P |, and consequently S ⊆ V .

(2) F is intersecting each fiber of V in one point. Since F is a fiber of S, the point
of intersection lies on C for exactly two fibers of V . Projecting from F yields a
curve C ′ of genus 2 and degree d − 2, linearly normal embedded in P

d−4 with

57
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the linear system |H − KC |. The curve C ′ lies on the surface scroll S ′ which is
the image of V under the projection from F . A general fiber of V is projected
to a fiber in S ′, and the three points in the intersection of C with a general fiber
in V will be projected to three points on a fiber in S ′ which is impossible by
Corollary 3.2 unless C was a curve of degree 7 in P

5. If C is a curve of degree 7
that projects to a curve C ′ of degree 5 on P

1 × P
1, then |H| = |D + 2KC | and

the g1
3(C)-scroll V = V|D| contains the g1

2(C)-scroll S by Proposition 2.17.

This proves that the intersection S ∩ V cannot contain any line, i.e. in total we obtain
S ∩ V = C.

In our proof of Theorem 5.1 we will give an inductive argument. We will divide the
proof into the cases when d is an even number and when d is an odd number. When
d is an even number the induction starts with the case d = 6, and when d is an odd
number the induction start is the case d = 7.
Our strategy will be the following:
As usual, let S be the g1

2(C)-scroll, and let V = V|D| be a g1
3(C)-scroll that does not

contain S. There is the following short exact sequence of ideal sheaves:

0 → IS∪V → IV → IS∩V |S → 0.

By Propositon 5.2 we have S ∩ V = C, and moreover we know that IC |S = OS(−C).
We thus obtain the following short exact sequence:

0 → IS∪V → IV → OS(−C) → 0.

Tensoring with OPd−2(2H) yields the following exact sequence:

0 → IS∪V (2H) → IV (2H) → OS(2H − C) → 0.

Taking the long exact sequence in cohomology yields

0 → H0(IS∪V (2)) → H0(IV (2)) → H0(OS(2H − C)) → H1(IS∪V (2)) → 0.

Note that h1(IV (2)) = 0 since V is projectively normal.
Since [C] = 2H − (d − 6)F on S, we can write the above sequence in the following
form:

0 → H0(IS∪V (2)) → H0(IV (2))
ψ
→ H0(OS((d − 6)F )) → H1(IS∪V (2)) → 0.

Our aim is now to show the following claim:

Claim 5.3. For each |D| ∈ G1
3(C) such that V|D| does not contain S, the map ψ :

H0(IV (2)) → H0(OS((d − 6)F )) defined via

ψ(Q) :=

{
0 if S ⊆ Q,

Q ∩ S − C ∈ |(d − 6)F | if S ⊆ Q

is surjective.
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If the claim is true, then we have h1(IS∪V (2)) = 0, and thus the short exact sequence

0 → IS∪V (2) → IS(2) ⊕ IV (2) → IS ∩ V︸ ︷︷ ︸
=C

(2) → 0

gives the following long exact sequence in cohomology:

0 → H0(IS∪V (2)) → H0(IS(2)) ⊕ H0(IV (2)) → H0(IC(2)) → 0.

This implies that

h0(IC(2)) = dim(H0(IS(2)) ⊕ H0(IV (2))) − h0(IS∪V (2))

= dim(H0(IS(2)) + H0(IV (2))).

This argument implies that, since H0(IS(2)) + H0(IV (2)) ⊆ H0(IC(2)),

H0(IS(2)) + H0(IV (2)) = H0(IC(2)),

but since all IS, IV and IC are generated by quadrics, we obtain IS + IV = IC .
Proof of Claim 5.3:
Now we will prove by induction that the map

ψ : H0(IV (2)) → H0(OS((d − 6)F ))

as defined above is surjective. We divide our argument into the cases when d is even
and when d is odd.
The case when d is even, d = 2m for m ≥ 3:
The induction start : d = 6:
For d = 6 the surjectivity of ψ is obvious. More precisely, if |D| is a basepoint-free
g1
3(C) such that |H − D| also is basepoint-free, then by Proposition 2.17 V|D| =: Q6 is

a quadric that does not contain S.
The induction step: d = 2m ≥ 8:
In the induction step we have to consider the case d = 8 separately, since by Proposition
2.17 the condition that |D| is basepoint-free is not enough to ensure that V|D| does not
contain the g1

2(C)-scroll S in the case when the degree of C is equal to 6. Let now
C ⊆ P

6 be a curve embedded by a linear system |H| of degree 8. The problematic
case is when |H| = |D + 2KC + P |, since then |H − KC | = |D + D′| where |D′|
has one basepoint P . In this case let R1 = P and R2 = P be two points on C
such that R1 + R2 is not a divisor in |KC|, and let R′

1 and R′
2 be two points on

C such that R1 + R′
1 and R2 + R′

2 are divisors in |KC |. Projecting from the line
LR spanned by R1 and R2 yields a curve C ′ of degree 6, embedded with the system
|H ′| := |H −R1 −R2| = |D +R′

1 +R′
2 +P | = |D +D′| with |D′| basepoint-free. Under

this projection the g1
2(C)-scroll S maps to the g1

2(C
′)-scroll S ′, and the g1

3(C)-scroll V|D|

maps to a g1
3(C

′)-scroll V ′
|D| which does not contain S ′. By the induction hypothesis

there exists a quadric Q6 that contains the g1
3(C

′)-scroll V ′
|D| and that does not contain

the g1
2(C

′)-scroll S ′. The cone over this quadric Q6 with the line LR as vertex is a
quadric Q8 that contains V|D| but not S and that in addition contains two fibers of S:
The fiber FR1 spanned by R1 and R′

1 intersects the quadric Q8 in three points, counted
with multiplicity: The quadric Q8 intersects this line in at least the two points R1 and
R′

1, and since the quadric is singular along the line LR the quadric Q8 intersects FR1 in
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the point R1 with at least multiplicity 2. Consequently Q8 must contain the line FR1 ,
and the same argument applies to the fiber FR2 which is spanned by the points R2 and
R′

2. By degree reasons Q8∩S = C ∪FR1 ∪FR2 , and since the divisors FR1 +FR2, where
R1 and R2 run through the set of all points on C, span the linear system |2F | and ψ
is linear, ψ is surjective.
Let now C be a curve of degree d = 2m ≥ 8 in P

d−2 such that |H| = |D + 2KC + P |
if d = 8. Pick 2m − 7 fibers F = F0, F1, . . . , F2m−8 on S and project from F into
P

2m−4. Under this projection the curve C maps to a curve C ′ of degree 2m − 2,
the g1

2(C)-scroll S maps to the g1
2(C

′)-scroll S ′ and the g1
3(C)-scroll V|D| maps to a

g1
3(C

′)-scroll V ′
|D| which does not contain S ′. By the induction hypothesis we find

a quadric Q2m−2 ⊆ P
2m−4 which contains V ′

|D| but not S ′, and which contains the
fibers F ′

1, . . . F
′
2m−8 where F ′

i for i = 1, . . . , 2m − 8 denotes the image of Fi under the
projection.
The cone over Q2m−2 with F as vertex is then a quadric Q2m which contains V|D| and
not S. Moreover, Q2m contains the fibers F1, . . . , F2m−8 and the fiber F . Since F lies in
the singular locus of Q2m, F is contained in Q2m with multiplicity at least 2. By degree
reasons Q2m ∩ S cannot contain more than C, F of multiplicity 2 and F1, . . . , F2m−8.
Consequently, ψ(Q2m) = 2F ∪F1∪ . . .∪F2m−8. Since the divisors 2F +F1 + · · ·+F2m−8

where F, F1, . . . , F2m−8 run through all fibers of S, span the linear system |(2m− 6)F |,
varying the fibers F and F1, . . . , F2m−8 yields the surjectivity of ψ.
Alternatively, we can argue in the following way: Polynomials of degree 2m − 6 with
one double root generate all polynomials of degree 2m − 6, using the isomorphism
H0(P(E),OP(E)((d − 6)F )) ∼= H0(P1,OP1(d − 6)) gives the desired result.

The case when d is odd, d = 2m + 1 for m ≥ 3:
The induction start : d = 7:
For a curve C of degree 7 let V|D| be a g1

3(C)-scroll that does not contain the g1
2(C)-scroll

S. For any two quadrics Q1 = Q2 their intersection Q1 ∩Q2 is a complete intersection
of dimension 3 and degree 4, hence if Q1 and Q2 both contained S and V , then we
have Q1 ∩Q2 = V ∪P

3. Since S ⊆ Q1 ∩Q2 and S is irreducible, we must have S ⊆ V
or S ⊆ P

3, but since S spans all of P
5 and by hypothesis S is not contained in V , both

cases are impossible.
This shows that h0(IS∪V (2)) ≤ 1, and consequently we obtain

dim(H0(IS(2)) + H0(IV (2))) ≥ h0(IS(2)) + h0(IV (2)) − 1 = 8 = h0(IC(2)),

and thus ψ is surjective.

The induction step: d = 2m + 1 ≥ 9:
The induction step goes analogously to the induction step in the case when d is even:
In the case when C is a curve of degree d = 9 and |H| = |D + 3KC| we cannot
use the projection from a fiber on S, spanned by a divisor in |KC |, since if C ′ is
embedded in P

5 by the linear system |D + 2KC |, the g1
3(C)-scroll V|D| contains the

g1
2(C)-scroll S by Proposition 2.17. Consequently, analogous to the above case d = 8,
|H| = |D + 2KC + P |, we will deal with this case first using a different projection and
then go over to the induction step in the remaining cases.
We pick two points R1 and R2 on C such that R1 + R2 is not a divisor in |KC |, and
moreover we pick two points R′

1 and R′
2 on C such that R1+R′

1 and R2+R′
2 are divisors
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in |KC|. We project from the line LR spanned by the two points R1 and R2 and obtain
a curve C ′ embedded with the system |H ′| := |H − R1 − R2| = |D + KC + R′

1 + R′
2|.

Under this projection the g1
2(C)-scroll S maps to the g1

2(C
′)-scroll S ′, and the g1

3(C)-
scroll V|D| maps to a g1

3(C
′)-scroll V ′

|D|.
By the induction hypothesis there exists a quadric Q7 that contains V ′

|D| but not S ′

and that in addition contains one fiber F0 of S ′. The cone over this quadric Q7 with
the line LR as vertex is a quadric Q9 that contains V|D| but not S and that in addition
contains a fiber F0 of S. In addition, Q9 contains two more fibers of S, namely the
fiber FR1 spanned by R1 and R′

1 and the fiber FR2 spanned by R2 and R′
2, by the same

reasons as in the case d = 8, |H| = |D + 2KC + P |.
Let now C ⊆ P

d−2 be a curve of degree d = 2m + 1 ≥ 9 such that |H| = |3KC + P | if
d = 9.
Let F = F0, F1, . . . , F2m−7 be fibers on S and project from F into P

2m−3. Under this
projection the curve C maps to a curve C ′ of degree 2m − 1, the g1

2(C)-scroll S maps
to the g1

2(C
′)-scroll S ′, and the g1

3(C)-scroll V|D| maps to a g1
3(C

′)-scroll V ′
|D| that does

not contain S ′. By the induction hypothesis we find a quadric Q2m−1 ⊆ P
2m−3 which

contains V ′
|D| but not S ′ and which moreover contains the fibers F ′

1, . . . , F
′
2m−7 of S ′.

The cone over Q2m−1 with F as vertex is then a quadric Q2m+1 in P
2m−1 which contains

V|D| and not S and that in addition contains the fibers F1, . . . , F2m−7. Moreover, Q2m+1

contains the fiber F with at least multiplicity 2 since F lies in the singular locus of
Q2m+1. Again, by degree reasons we have Q2m+1 ∩ S = C ∪ 2F ∪ F1 . . . ∪ F2m−7, i.e.
ψ(Q2m+1) = 2F + F1 + · · · + F2m−7.
Since divisors of the form 2F + F1 + · · ·+ F2m−7 where F, F1, . . . , F2m−7 vary, span the
linear system |(2m − 5)F | and ψ is linear we conclude that ψ is surjective.

Remark 5.4. As a biproduct we have shown in the proof for the case d = 7 that for
every fiber F0 on S and every |D| ∈ G1

3(C) such that V|D| does not contain S there is
a quadric Q7 which contains F0 and V|D| but not S.
We want to mention that we can find a quadric of this kind explicitly, we will pick such
a quadric of rank 4:
Since the g1

3(C)-scroll V|D| does not contain the g1
2(C)-scroll S, |D| is basepoint-free

and |H| = |D + KC + P + Q| where P + Q is not a divisor in |KC| (cf. Proposition
2.17). Let us pick a point R on C ∩ F0 such that R = P , R = Q. There is one more
point in C ∩ F0 which we denote by R′ (note that R′ might be equal to P or Q). We
project from the point R into P

4. Under this projection the curve C maps to a curve
C ′ of genus 2 and degree 6, the g1

2(C)-scroll S maps to the g1
2(C

′)-scroll S ′, and the
g1
3(C)-scroll V|D| maps to a g1

3(C
′)-scroll V ′

|D|. Since the curve C ′ is embedded into P
4

with the linear system |H ′| := |H−R| and |H−D−R| = |R′+P +Q| is basepoint-free,
there exists, as we have seen above, a quadric Q6 of rank 4 which is equal to V ′

|D| and
which does not contain S ′. Taking the cone over Q6 with R as vertex gives a quadric
Q7 of rank 4 in P

5 that contains V|D| but not S.
Now it remains to show that Q7 contains the fiber F0: Any line L which is not contained
in Q7 intersects Q7 in 2 points, counted with multiplicity. Obviously, both R and R′

lie on Q7 ∩F0, and since R is a singular point of Q7, F0 and Q7 intersect in at least 3
points counted with multiplicity. Thus F0 is contained in Q7.

Now we will present a proof of a slightly weaker result. Here we need to decompose
d = 3a + 2b, with a and b in Z, a ≥ 2, b ≥ 3, i.e. the proof only works for d = 12 and
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d ≥ 14.

Theorem 5.5. Let C be a non-singular and irreducible curve of genus 2, linearly
normal embedded in P

d−2 by a complete linear system |H| of degree d = 12 or d ≥ 14.
Suppose that we can find a basepoint-free |D| ∈ G1

3(C) such that |H| = |aD + bKC | for
integers a ≥ 2, b ≥ 3.
Then

IS + IV = IC

where V = V|D| is the scroll associated to |D|.

Remark 5.6. Since the map

Pic3(C) → Pic3a(C),

L �→ aL,

is surjective, there exists a |D| ∈ G1
3(C) such that |H − bKC | = a|D|, i.e. |H| =

|aD + bKC |. In Chapter 6.1 we will see that if a = 2 there actually exists a basepoint-
free |D| such that |H| = |2D + bKC |. For a ≥ 3 we have to make the assumption in
Theorem 5.5 that we can find a basepoint-free |D|.

In order to prove Theorem 5.5 our strategy will be to proceed in the following steps:

(1) Let C be a non-singular curve of genus 2, and let |H| be a complete linear system
of degree d on C, where d = 12 or d ≥ 14. Moreover, let a ≥ 2 and b ≥ 3 be
integers such that 3a + 2b = d.
Embed now the curve C into P

3 with the linear system |D + KC |. The image
curve in P

3, which we also will denote by C, lies on exactly one smooth quadric
Q′ ∼= P

1 × P
1. On P

1 ×P
1 C is of type (2, 3).

(2) The hyperplane class |H ′| = (a, b) on P
1 × P

1 restricts to |H| on C. Use |H ′|
to embed into P

h0(H′)−1. Denote the embedding by ΦH′ and set Q = ΦH′(Q′).
The embedding of a divisor in the system E = (0, 1) is a rational normal curve
of degree a which spans a P

a, i.e. the linear system E gives rise to an (a + 1)-
dimensional scroll XE over P

1. In a similar way the linear system D′ = (1, 0)
gives rise to a (b + 1)-dimensional scroll XD′ over P

1. Both scrolls are linearly
normal since they contain the linearly normal Q. Hence by Proposition 2.5 XE

and XD′ are rational normal scrolls.
The degree of XE is equal to (a + 1)(b + 1) − (a + 1) = (a + 1)b, and the degree
of XD′ is equal to (a + 1)(b + 1) − (b + 1) = (b + 1)a.

Note that the image of the curve C under the embedding ΦH′ is a curve on Q of
degree 3a + 2b = d. We will denote this image curve also by C.

Let k[s, t] ⊗ k[u, v] denote the homogeneous coordinate ring of P
1 × P

1. We
choose coordinates xij , i = 0, . . . , a, j = 0, . . . , b, in P

h0(H′)−1 in such a way that
the restriction of xij to the quadric Q is given by

xi,j |Q = sa−itiub−jvj.

The ideal of a rational normal scroll is generated by the (2 × 2)-minors of a
(2 × m)-matrix, where m is the degree of the scroll.
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For i = 0, . . . , a and j = 0, . . . , b define the following blocks:

αi :=

[
sa−itiub sa−itiub−1v · · · sa−itiuvb−1

sa−itiub−1v sa−itiub−2v2 · · · sa−itivb

]

and

βj :=

[
saub−jvj sa−1tub−jvj · · · sta−1ub−jvj

sa−1tub−jvj sa−2t2ub−jvj · · · taub−jvj

]
.

The (2 × 2)-minors of the following matrices ME and MD′ vanish:

ME =
(

α0 α1 · · · αa

)
,

MD′ =
(

β0 β1 · · · βb

)
.

In the coordinates xij of P
h0(H′)−1 the blocks take the following form:

μi :=

[
xi0 xi1 · · · xi,b−1

xi1 xi2 · · · xib

]

and

νj :=

[
x0j x1j · · · xa−1,j

x1j x2j · · · xaj

]
.

In the coordinates xij of P
h0(H′)−1, IXE

and IXD′ are in fact generated by the
(2 × 2)-minors of ME and MD′ respectively:

ME =
(

μ0 μ1 · · · μa

)
,

MD′ =
(

ν0 ν1 · · · νb

)
.

We notice that ME consists of a + 1 blocks of length b each. The (2 × 2)-minors
in each block μi generate the ideal of a rational normal curve of degree b. So we
obtain a + 1 rational normal curves of degree b which are directrix curves of the
scroll XE , i.e. if φi : P

1 → Ci, i = 0, . . . , a, parametrize these rational normal
curves, then for each point P ∈ P

1, span{φi(P )|i = 0, . . . , a} is a fiber in the
scroll XE, and moreover, all fibers in the scroll can be described in this way, i.e.

XE =
⋃

P∈P1

span{φi(P )|i = 0, . . . , a}.

The number of blocks in the matrix ME is equal to the dimension of XE which
is equal to a + 1.
In the same way we can take a closer look at the scroll XD′ : The matrix MD′

consists of b + 1 blocks of length a each. The (2 × 2)-minors in each block νj
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generate the ideal of a rational normal curve of degree a. These b + 1 rational
normal curves of degree a are directrix curves of the scroll XD′. In this way we
can describe the scroll as

XD′ =
⋃

P∈P1

span{ψi(P )|i = 0, . . . , b},

where ψi : P
1 → Ci, i = 0, . . . , b, parametrize the directrix curves.

Also, the number of blocks in MD′ is equal to the dimension of XD′, which is
equal to b + 1.
Notice that these observations imply that the scrolls XE and XD′ are maximally
balanced, in particular these scrolls are smooth, and as bundles over P

1 we have

XE
∼= P(OP1(b) ⊕OP1(b) ⊕ · · ·OP1(b)︸ ︷︷ ︸

a+1

)

and
XD′ ∼= P(OP1(a) ⊕OP1(a) ⊕ · · ·OP1(a)︸ ︷︷ ︸

b+1

).

(3) We show that

dim(H0(Ph0(H′)−1, IXE
(2)) + H0(Ph0(H′)−1, IXD′ (2))) = h0(Ph0(H′)−1, IQ(2))

, and thus we obtain that IXE
+ IXD′ = IQ.

(4) Finally, we intersect with a linear subspace P ∼= P
h0(H′)−h0(H′−C)−1 = P

d−2. We
show that P∩Q = C, P∩XE = S and P∩XD′ = V|D| with |D| ∼= D′ and obtain
in this way that IS + IV|D|

= IC .

The situation is the following:

(2, 3) = C, (a, b) = H ′ ⊆ P
1 ×P

1

ΦH′

��
Q ⊆ XE , XD′ ⊆P

h0(H′)−1

C ⊆ S, V ⊆ P
��

��

Proposition 5.7. With the notations as above we have

IXE
+ IXD′ = IQ.

Before we will prove this proposition, we will need some preliminary lemmata and
definitions:

Lemma 5.8. We have the following:

h0(IQ(2)) =

(
(a + 1)(b + 1) + 1

2

)
− (2a + 1)(2b + 1).
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Proof. From the exact sequence

0 → IQ(2) → O
Ph0(H′)−1(2) → OQ(2) → 0

we obtain the long exact sequence in cohomology

0 → H0(IQ(2)) → H0(O
Ph0(H′)−1(2)) → H0(OQ(2)) → H1(IQ(2)) → · · · .

Since Q is projectively normal we have h1(IQ(2)) = 0, so we obtain the short exact
sequence

0 → H0(IQ(2)) → H0(O
Ph0(H′)−1(2)) → H0(OQ(2)) → 0

and thus

h0(IQ(2)) = h0(O
Ph0(H′)−1(2)) − h0(OQ(2))

=

(
(a + 1)(b + 1) + 1

2

)
− (2a + 1)(2b + 1).

Definition 5.9. We define an order ≤ on the set

{xαβxγδ − xα′β′xγ′δ′ |α, α′γ, γ′ ∈ {0, . . . , a}, β, β ′, δ, δ′ ∈ {0, . . . , b}}

in the following way:

(1) First we will consider the set of monomials {xαβxγδ} ordered in such a way that

(α < γ) or (α = γ and β ≤ δ).

(2) Now assume that the set of monomials {xαβxγδ} is ordered according to (1). Then
for two elements in this set we can define

xαβxγδ ≤ xα′β′xγ′δ′ :⇔ (α < α′) or (α = α′ and β < β ′)

or (α = α′ and β = β ′ and γ < γ′)

or (α = α′ and β = β ′ and γ = γ′ and δ ≤ δ′).

We write xαβxγδ < xα′β′xγ′δ′ if at least one of the strict inequalities α < α′,
β < β ′, γ < γ′, δ < δ′ holds.

(3) Now we can define for two binomials xαβxγδ − xα′β′xγ′δ′ and xκλxμν − xκ′λ′xμ′ν′:

xαβxγδ − xα′β′xγ′δ′ ≤ xκλxμν − xκ′λ′xμ′ν′

:⇔ (xαβxγδ < xκλxμν)

or (xαβxγδ = xκλxμν and xα′β′xγ′δ′ ≤ xκ′λ′xμ′ν′).
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Definition 5.10. (1) We define an equivalence relation ∼E on the set of monomials
{xαβxγδ|xαβxγδ is a monomial in a minor in ME} in the following way:

xαβxγδ ∼E xα′β′xγ′δ′

:⇔ xαβxγδ − xα′β′xγ′δ′ ∈ IXE
.

(2) Similarly we define an equivalence relation ∼D′ on the set of monomials

{xαβxγδ|xαβxγδ is a monomial in a minor in MD′} :

xαβxγδ ∼D′ xα′β′xγ′δ′

:⇔ xαβxγδ − xα′β′xγ′δ′ ∈ IXD′ .

Lemma 5.11. Let ∼ be one of the equivalence relations ∼E, ∼D′ as given in Definition
5.10. Then we have the following:
If two monomials xklxmn and xpqxrs are in the same equivalence class with respect to
the equivalence relation ∼, then k + m = p + r and l + n = q + s.

Proof. (1) If xklxmn and xpqxrs are in the same equivalence class with respect to the
equivalence relation ∼E , then

[
xkl

xpq

]
is a column in ME , and

[
xrs

xmn

]
is another column in ME .
By the structure of ME we obtain

k = p,

l = q − 1,

m = r,

n = s + 1.

Consequently, k + m = p + r and l + n = q + s.

(2) Similarly, if xklxmn and xpqxrs are in the same equivalence class with respect to
the equivalence relation ∼D′ , then

[
xkl

xpq

]
is a column in MD′ , and
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[
xrs

xmn

]
is another column in MD′ .
By the structure of MD′ we obtain

k = p − 1,

l = q,

m = r + 1,

n = s.

Consequently, k + m = p + r and l + n = q + s.

Remark 5.12. (1) We will denote the equivalence class of xklxmn with respect to the
equivalence relation ∼E by αk+m,l+n.
For some indices (i, j) there exist several (disjoint) equivalence classes αij, we
will distinguish between those in the following way:
All elements in the equivalence class of xklxmn are of the form
xk,γxm,δ, γ + δ = l + n, so denote the equivalence class containing xklxmn by

α
(k,m)
k+m,l+n.

(2) Similarly, we will denote the equivalence class of xklxmn with respect to the equiv-
alence relation ∼D′ by βk+m,l+n. All elements in this equivalence class are of the
form xγ,lxδ,n, γ + δ = k + m, so if there exist more than one equivalence class
with a fixed index (i, j), we will distinguish between these by denoting the one

containing xklxmn by β
(l,n)
k+m,l+n.

Now we are able to formulate the proof of Proposition 5.7:

Proof of Proposition 5.7:
Obviously we have IXE

+ IXD′ ⊆ IQ. Our strategy is now to determine the dimension
of H0(IXE

(2))+H0(IXD′ (2)) and consequently show that H0(IXE
(2))+H0(IXD′ (2)) =

H0(IQ(2)). More precisely, we will study the (2 × 2)-minors of MD′ and find the ones
independent over the ideal generated by the (2 × 2)-minors of ME .
In order to pick enough minors in MD′ that are independent over H0(IXE

(2)), we
will study the sets Qkl, k = 0, . . . , a − 2, l = 0, . . . , b, of quadrics, where Qkl contains
minors in MD′ that start with xkl, i.e. that are of the form xklxrs−xk+1,lxr−1,s, ordered
according to the order in Definition 5.9, and that are independent over H0(IXE

(2)).
We choose the elements in the sets Qkl in the following way:
First we will study those minors of the form

xk0xrs − xk+1,0xr−1,s,

k = 0, . . . , a − 2, r = k + 2, . . . , a, s = 0, . . . , b,

i.e. those minors where the first variable in the first monomial appears in the first row
of the first block in MD′ .
We start with the coordinate x00 and consider all minors of the form

x00xrs − x10xr−1,s,
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where now r = 2, . . . , a, i.e. we skip the minors which start with the monomial x00x1s,
s = 0, . . . , b where x1s apparently is the first entry in the second row of each block in
MD′.
In general we will consider the minors of the form

xk0xrs − xk+1,0xr−1,s,

k = 0, . . . , a − 2, r = k + 2, . . . , a, s = 0, . . . , b,

i.e. we will skip the minors where the second variable in the first monomial is among
the first k + 1 entries in the second row of each block of MD′.
Afterwards we will study the minors that start with the coordinates xkl, k = 1, . . . , a−2,
l = 0, . . . , b. Here we will only study the minors where the second coordinate in the
first monomial appears in the second row of the last block in MD′ , i.e. we will consider
the minors of the form

xklxrb − xk+1,lxr−1,b,

r = k + 2, . . . , a.

Summarizing, we are considering the following quadrics which are sorted in ascending
order in the sense of the order ≤ from Definition 5.9:

Q00 Q10 . . . Qa−2,0

x00x20 − x2
10 . . .

x00x30 − x10x20 x10x30 − x2
20 . . .

... x10x40 − x20x30 . . .

...
... . . .

x00xa0 − x10xa−1,0 x10xa0 − x20xa−1,0 . . . xa−2,0xa0 − xa−1,0xa−1,0

x00x21 − x10x11 . . .
x00x31 − x10x21 x10x31 − x20x21 . . .

...
... . . .

x00xa1 − x10xa−1,1 x10xa1 − x20xa−1,1 . . . xa−2,0xa1 − xa−1,0xa−1,1

...
...

...
...

x00x2b − x10x1b . . .
x00x3b − x10x2b x10x3b − x20x2b . . .

...
... . . .

x00xab − x10xa−1,b x10xab − x20xa−1,b . . . xa−2,0xab − xa−1,0xa−1,b

For l = 1, . . . , b:

Q0l Q1l . . . Qa−2,l

x0lx2b − x1lx1b . . .
x0lx3b − x1lx2b x1lx3b − x2lx2b . . .

...
... . . .

x0lxab − x1lxa−1,b x1lxab − x2lxa−1,b . . . xa−2,lxab − xa−1,lxa−1,b

(1) First we list the equivalence classes αij with respect to the equivalence relation ∼E

as defined in Definition 5.10, part (1). We will order the monomials within each
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equivalence class in ascending order with respect to the order given in Definition
5.9:

α
(k,k)
2k,s = {xk0xks, xk1xk,s−1, . . . , xk,� s

2
�xk,� s+1

2
�},

k = 0, . . . , a, s = 2, . . . , b,

α
(k,r)
k+r,s = {xk0xrs, xk1xr,s−1, . . . , xksxr0},

k = 0, . . . , a − 1, r = k + 1, . . . , a, s = 1, . . . , b,

α
(k,k)
2k,l+b = {xklxkb, xk,l+1xk,b−1, . . . , xk,� b+l

2
�xk,� b+l+1

2
�},

k = 0, . . . , a, l = 1, . . . , b − 2,

α
(k,r)
k+r,l+b = {xklxrb, xk,l+1xr,b−1, . . . , xkbxrl},

k = 0, . . . , a − 1, r = k + 1, . . . , a, l = 1, . . . , b − 1.

(2) For the sets Qkl we have:

Qk0 = {xk0xrs − xk+1,0xr−1,s|r = k + 2, . . . , a, s = 0, . . . , b},

k = 0, . . . , a − 2,

Qkl = {xklxrb − xk+1,lxr−1,b|r = k + 2, . . . , a},

k = 0, . . . , a − 2, l = 1, . . . , b.

Now we form equivalence classes from the sets Qkl with respect to the equiva-
lence relations ∼D′ . Order the monomials in each of these equivalence classes in
ascending order with respect to the order as defined in Definition 5.9. Note that
each equivalence class βk+r,j consists of exactly two elements and the difference
of these two monomials gives exactly one of the minors in Qkl. This minor we
will refer to as the minor defined by βk+r,j.

βk+r,s = {xk0xrs, xk+1,0xr−1,s},

k = 0, . . . , a − 2, r = k + 2, . . . , a, s = 0, . . . , b,

βk+r,l+b = {xklxrb, xk+1,lxr−1,b},

k = 0, . . . , a − 2, r = k + 2, . . . , a, l = 1, . . . , b.

(3) Now we will prove that the minor defined by the class βk+r,j is independent over
IXE

of the minors defined by the other classes βm,n.
Pick an equivalence class βk+r,j. One of the following three things will happen:

(I) j ∈ {0, 2b}: There exists no class αk+r,j, k+r = 2, . . . , 2a−2, which implies,
by Lemma 5.11, that the minor defined by βk+r,j does not lie in IXE

and is
moreover independent of all the other minors in MD′ over IXE

.

(II) j ∈ {1, . . . , 2b − 1}:
For each k + r = 0, . . . , 2a − 2 there exist either only one class αk+r,j or at

least two classes α
(k,r)
k+r,j and α

(k+1,r−1)
k+r,j .
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(II.1) If there exists only one class αk+r,j, then the class βk+r,j, k + r =
0, . . . , 2a − 2, has exactly one monomial in common with this class
αk+r,j. Since the second monomial in βk+r,j does not appear in αk+r,j,
we know by Lemma 5.11 that the minor defined by βk+r,j does not lie
in IXE

. Since the second monomial in βk+r,j does not appear in any of
the other classes αmn, the minor defined by βk+r,j is also independent
of all other minors over IXE

.

(II.2) If there exist at least two classes α
(k,r)
k+r,j and α

(k+1,r−1)
k+r,j , then the class

βk+r,j has one monomial in common with the class α
(k,r)
k+r,j and one with

the class α
(k+1,r−1)
k+r,j .

Since α
(k,r)
k+r,j and α

(k+1,r−1)
k+r,j are disjoint, the minor defined by βk+r,j does

not lie in the ideal IXE
. Moreover, by Lemma 5.11 this minor is inde-

pendent of all other minors in MD′ over IXE
.

In total we obtain at least∑
k,l

#Qkl =
a−2∑
k=0

#Qk0 +
a−2∑
k=0

b∑
l=1

#Qkl

=
a−2∑
k=0

(a − (k + 1))(b + 1) + b
a−2∑
k=0

(a − (k + 1))

= (2b + 1)

(
(a − 1)2 −

(a − 2)(a − 1)

2

)
= a2b − ab +

1

2
a2 −

1

2
a

quadrics in H0(IXD′ (2)) that are independent over H0(IXE
(2)).

Notice that we have only given a lower bound for the number of elements of all sets Qkl,
since we actually did not show that the minors in MD′ which we skipped are dependent
of the ones we chose over H0(IXE

(2)). But since we have by construction H0(IXE
(2))+

H0(IXD
(2)) ⊆ H0(IQ(2)), the inequality dim(H0(IXE

(2)) + H0(IXD′ (2))) ≤ h0(IQ(2))
always holds. Consequently we are done as soon as we can show that h0(IQ(2)) −
h0(IXE

(2)) is equal to the above number a2b − ab + 1
2
a2 − 1

2
a.

By Lemma 5.8 we have that

h0(IQ(2)) =

(
(a + 1)(b + 1) + 1

2

)
− (2a + 1)(2b + 1)

=
1

2
a2b2 + a2b + ab2 +

1

2
a2 +

1

2
b2 −

3

2
ab −

1

2
a −

1

2
b

and thus

h0(IQ(2)) − h0(IXE(2)) =
1

2
a2b2 + a2b + ab2 +

1

2
a2 +

1

2
b2 −

3

2
ab

−
1

2
a −

1

2
b −

(
(a + 1)b

2

)
= a2b +

1

2
a2 − ab −

1

2
a.

This proves the claim.
Let us illustrate the proof of Proposition 5.7 with an example:
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Example 5.13. Let H = (2, 3), then we consider the following matrices ME and MD′:

ME =

(
x00 x01 x02 x10 x11 x12 x20 x21 x22

x01 x02 x03 x11 x12 x13 x21 x22 x23

)
and

MD′ =

(
x00 x10 x01 x11 x02 x12 x03 x13

x10 x20 x11 x21 x12 x22 x13 x23

)
.

(1) Let us first list the equivalence classes with respect to the equivalence relation ∼E

from Definition 5.10, (1):

α02 = {x00x02, x
2
01},

α03 = {x00x03, x01x02},

α04 = {x01x03, x
2
02},

α11 = {x00x11, x01x10},

α12 = {x00x12, x01x11, x02x10},

α13 = {x00x13, x01x12, x02x11, x03x10},

α14 = {x01x13, x02x12, x03x11},

α15 = {x02x13, x03x12},

α21 = {x00x21, x01x20},

α
(0,2)
22 = {x00x22, x01x21, x02x20},

α
(1,1)
22 = {x10x12, x

2
11},

α
(0,2)
23 = {x00x23, x01x22, x02x21, x03x20},

α
(1,1)
23 = {x10x13, x11x12},

α
(0,2)
24 = {x01x23, x02x22, x03x21},

α
(1,1)
24 = {x11x13, x

2
12},

α25 = {x02x23, x03x22},

α31 = {x10x21, x11x20},

α32 = {x10x22, x11x21, x12x20},

α33 = {x10x23, x11x22, x12x21, x13x20},

α34 = {x11x23, x12x22, x13x21},

α35 = {x12x23, x13x22},

α42 = {x20x22, x
2
21},

α43 = {x20x23, x21x22},

α44 = {x21x23, x
2
22}.

(2) Here the sets Qkl to be considered are the following:

Q00 = {x00x20 − x2
10, x00x21 − x10x11, x00x22 − x10x12, x00x23 − x10x13},

Q01 = {x01x23 − x11x13},

Q02 = {x02x23 − x12x13},

Q03 = {x03x23 − x2
13}.
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From the minors in MD′ we listed above we form equivalence classes with respect
to the equivalence relation ∼D′ as defined in Definition 5.10, (2):

β20 = {x00x20, x
2
10},

β21 = {x00x21, x10x11},

β22 = {x00x22, x10x12},

β23 = {x00x23, x10x13},

β24 = {x01x23, x11x13},

β25 = {x02x23, x12x13},

β26 = {x03x23, x
2
13}.

(3) Now we go through the process as described in the proof of Proposition 5.7:

• We consider the class β20. There is no equivalence class α20, consequently
the minor defined by β20, namely x00x20 −x2

10, is not an element in the ideal
IXE

.

• The next class we consider is equal to β21. the first monomial in β21, x00x21,
is also an element of α21, while the second one, x10x11, is not. This implies
that the minor x00x21 − x10x11 defined by β21 does not lie in IXE

.

• Next we consider the class β22: The first monomial in β22, x00x22 is also an
element of α

(0,2)
22 , while the second monomial in β22, x10x12, also lies in the

class α
(1,1)
22 . Since α

(0,2)
22 and α

(1,1)
22 are disjoint, the minor x00x22 − x10x12

defined by β22 is not an element of IXE
.

• The next class we consider is β23. The first monomial in β23 is also an ele-
ment of α

(0,2)
23 , and the second one lies also in α

(1,1)
23 . Since α

(0,2)
23 and α

(1,1)
23

are disjoint, the minor x00x23 − x10x13 defined by β23 does not lie in IXE
.

• Next we study β24. The first monomial in β24 is also an element of α
(0,2)
24

and the second one lies also in α
(1,1)
24 . Since α

(0,2)
24 and α

(1,1)
24 are disjoint, the

minor x01x23 − x11x13 defined by β24 does not lie in IXE
.

• The first monomial in the next class, β25, is also an element of α25, while
the other one is not. This implies that the minor x02x23 − x12x13 defined by
β25 does not lie in the ideal IXE

.

• The last class we consider is β26. Since β26 is disjoint with all the classes
αij, the minor defined by β26, x03x23 − x2

13, is not an element of the ideal
IXE

and is independent of all the preceding minors we studied over IXE
.

Since the indices (i, j) of the equivalence classes βij are increasing, the indepen-
dence of some minor of all the preceding minors over IXE

follows automatically.
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In total we obtain 7 quadrics in H0(IXD
(2)) that are independent over

H0(IXE
(2)), and by Lemma 5.8 this number is exactly equal to h0(IQ(2))−h0(IXE

(2)) =(
13
2

)
− 35 −

(
9
2

)
.

Now we are able to prove Theorem 5.5:
Proof of Theorem 5.5:

With XE, XD′ and Q as above we have shown that IXE
+ IXD′ = IQ. We will now

show the following:

(a) We can choose a linear space P ∼= P
d−2 in such a way that Q ∩ P = C.

With exactly the same P as in (a) we obtain:

(b) XE ∩ P = S, S being the g1
2(C)-scroll in P.

(c) XD′ ∩ P = V , where V = V|D| is a g1
3(C)-scroll in P with |D| ∼= D′.

(d) H0(IXE∩P(2)) + H0(IXD′∩P(2)) → H0(IQ∩P(2)) is surjective.

From this it then follows that

h0(IC(2)) = h0(IQ∩P(2)) ≤ dim(H0(IXE∩P(2)) + H0(IXD′∩P(2)))

= dim(H0(IS(2)) + H0(IV (2))),

but since the other inequality always holds, we obtain equality.
Ad(a): To prove (a) we use the coordinates (s, t; u, v) in P

1 × P
1 and the monomials

sa−itiub−jvj, i = 0, . . . , a, j = 0, . . . , b which are the restrictions of the coordinates xij

in P
h0(H′)−1 to Q.

The equation of the curve C in the system (2, 3) on Q ∼= P
1 × P

1 is given by

fC = a1s
2u3 + a2s

2u2v + a3s
2uv2 + a4s

2v3 + a5stu
3 + a6stu

2v

+ a7stuv2 + a8stv
3 + a9t

2u3 + a10t
2u2v + a11t

2uv2 + a12t
2v3,

with a1, . . . , a12 ∈ k.
Set P := P(H0(H)) = V (fCH0(H ′ − C)).
The sections in H0(H ′ − C) can be represented as monomials sa−2−itiub−3−jvj, i =
0, . . . , a − 2, j = 0, . . . , b − 3, and the polynomials

fij := fsa−2−itiub−3−jvj, i = 0, . . . , a − 2, j = 0, . . . , b − 3

define all hyperplane sections of Q that contain C.
Observe that h0(H ′) − h0(H ′ − C) − 1 = 3a + 2b − 2 = d − 2.

Ad (b): The embedding of a divisor E0 in the system E = (0, 1) on P
1×P

1 in P
h0(H′)−1

is a rational normal curve of degree a, which spans a P
a. The equation of this rational

normal curve on Q is given by
g = b1u + b2v

with b1, b2 ∈ k. The sections in H0(H ′−E) can be represented as monomials sa−itiub−1−jvj ,
i = 0, . . . , a, j = 0, . . . , b − 1. Then

gij := gsa−itiub−1−jvj , i = 0, . . . , a, j = 0, . . . , b − 1



74 Chapter 5. The ideal of C as a sum of scrollar ideals

are all hyperplane sections of Q that contain E0.
Now the vector space spanned by {fij|i = 0, . . . , a− 2, j = 0, . . . , b− 3} has dimension
h0(H ′ − C) = (a − 1)(b − 2), and the polynomials gi,j, i = 0, . . . , a, j = 0, . . . , b − 1,
span a vector space of dimension h0(H ′ − E) = (a + 1)b.
For a smooth curve C these two vector spaces intersect in a vector space of dimension
h0(H − C − E) = (a − 1)(b − 3).
Now we can consider the intersection of a fiber in XE with the space P

d−2: The
dimension of this intersection as vector space is equal to

h0(H ′) − h0(H ′ − C) − h0(H ′ − E) + h0(H ′ − C − E) = 2.

This implies that the linear space P intersects each fiber of the scroll XE in a projective
line. Since C = Q ∩ P ⊆ XE ∩ P and C intersects each rational normal curve that
spans a fibre in two points, XE ∩ P is equal to the g1

2(C)-scroll S.
Notice that the degree of S is equal to d − 1 − 2 = d − 3, and this number is equal to
h0(H ′ − E) − h0(H ′ − C − E) = deg XE − h0(H ′ − C − E).

Ad (c): Observations similar to the ones in (b) yield the following for D′ = (1, 0):
Each rational normal curve of degree b which is the embedding of a divisor in the
system D′ = (1, 0) is given by an equation h = c1s + c2t, c1, c2 ∈ k on Q.
The sections in H0(H ′ − D′) can be represented as monomials sa−1−itiub−jvj, i =
0, . . . , a − 1, j = 0, . . . , b, and the polynomials

hij := hsa−1−itiub−jvj, i = 0, . . . , a − 1, j = 0, . . . , b

define all hyperplane sections of Q that contain D′.
The sets {fij|i = 0, . . . , a − 2, j = 0, . . . , b − 3} and {hij |i = 0, . . . , a − 1, j = 0, . . . , b}
span vector spaces of dimensions h0(H ′ −C) and h0(H ′ −D′) respectively. These two
vector spaces intersect in a vector space of dimension h0(H ′−C −D′) = (a−2)(b−2).
Consequently, each fiber in the scroll XD′ intersects the linear space P in a vector space
of dimension

h0(H ′) − h0(H ′ − C) − h0(H ′ − D′) + h0(H ′ − C − D′) = 3,

i.e. the projective dimension of each such intersection is equal to 2. This implies that,
since C ⊆ XD′ ∩ P and C intersects each fiber of the scroll XD′ in 3 points, XD′ ∩ P

is equal to the g1
3(C)-scroll V|D| where |D| is isomorphic to D′.

Observe also that deg(XD′) − h0(H ′ − C − D′) = h0(H ′ − D′) − h0(H ′ − C − D′) =
a(b + 1) − (a − 2)(b − 2) = 3a + 2b − 4 = d − 4 = deg V|D′|.

Ad (d):
In order to show that

H0(IS(2)) + H0(IV|D|
(2)) → H0(IC(2))

is surjective, we need to prove that h1(IS∪V|D|
(2)) = 0. This was already shown in the

proof of Theorem 5.1, but we will sketch an alternative proof below:
Since S = XE ∩ P and V|D| = XD′ ∩ P where P is an intersection of ab + a + b −
(3a + 2b − 2) = (a − 1)(b− 2) hyperplanes, we are done as soon as we have shown the
following proposition:
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Proposition 5.14. With X = XE ∪ XD′ and r = (a − 1)(b − 2) we have

h1(IX∩H1∩...∩Hr
(2)) = 0.

In order to be able to prove this proposition we need some preliminary lemmata:

Lemma 5.15. Let Z be a scheme and H a hyperplane that does not contain any
component of Z. Moreover, assume that hi(IZ(k)) = 0 for all 1 ≤ i ≤ m, n ≤ k ≤ 2
such that i + k = 3.
Then hi(IZ∩H(k)) = 0 for all 1 ≤ i ≤ m − 1, n + 1 ≤ k ≤ 2 such that i + k = 3.

Proof. We have the following short exact sequence:

0 → IZ(k − 1)
·f

−→ IZ(k) −→ IZ∩H |H(k) → 0, (5.1)

where f is a linear form defining the hyperplane H .
The associated long exact sequence in cohomology is as follows:

· · · → H i(IZ(k)) → H i(IZ∩H |H(k)) → H i+1(IZ(k − 1)) → · · · .

From this the result follows immediately.

Lemma 5.16. Let Z = Z1 ∪ F where Z1 is a scheme and F ∼= P
N , and let H be a

hyperplane that contains Z1 but not F .
If h1(IZ(2)) = 0, then h1(IZ∩H(2)) = 0.

Proof. We have the following short exact sequence

0 → IF (1)
·f

−→ IZ(2) −→ IZ∩H |H(2) → 0, (5.2)

where f is a linear form defining H , and the associated long exact sequence in coho-
mology:

· · · → H1(IF (1))︸ ︷︷ ︸
=0

→ H1(IZ(2)) → H1(IZ∩H(2)) → H2(IF (1))︸ ︷︷ ︸
=0

· · · .

Consequently, h1(IZ(2)) = h1(IZ∩H |H(2)).

Now in order to prove Proposition 5.14 we want to apply Lemma 5.15 and Lemma
5.16. We have to intersect with r := (a − 1)(b − 2) hyperplanes,

S ∪ V|D| = X ∩P = X ∩ H1 ∩ . . . ∩ Hr,

so we want to proceed by induction and start with Z = X, i.e. we need to check that
hi(IX(k)) = 0 for all 1 ≤ i ≤ r + 1, 2 − r ≤ k ≤ 2, i + k = 3. We will do so in the
following lemma.
We will then use the two methods of intersecting with a hyperplane as described in
Lemma 5.15 and Lemma 5.16. The method in Lemma 5.15 reduces the dimension but
not the degree, and the method in Lemma 5.16, taking F to be a fiber in XE or in
XD′, reduces the degree but not the dimension.
In total we obtain that hi(IX∩H1∩...∩Hr

(k)) = 0 for all 1 ≤ i ≤ r + 1 − r = 1 and
2 − r + r ≤ k ≤ 2, i.e. 0 = h1(IX∩H1∩...∩Hr

(2)) = h1(IS∪V|D|
(2)).

Lemma 5.17. (i) h1(IX(2)) = 0.



76 Chapter 5. The ideal of C as a sum of scrollar ideals

(ii) hi(IX(k)) = 0
for 2 ≤ i ≤ (a − 1)(b − 2) + 1, −ab + 2a + b ≤ k ≤ 1, i + k = 3.

For the proof of Lemma 5.17 we will need another lemma:

Lemma 5.18. (i) hi(IXE
(k)) = 0

for 2 ≤ i ≤ (a − 1)(b − 2) + 1, −ab + 2a + b ≤ k ≤ 1, i + k = 3.

(ii) hi(IXD
(k)) = 0

for 2 ≤ i ≤ (a − 1)(b − 2) + 1, −ab + 2a + b ≤ k ≤ 1, i + k = 3.

(iii) hi(IQ(k)) = 0 for 1 ≤ i ≤ (a − 1)(b − 2) + 1, −ab + 2a + b ≤ k ≤ 1, i + k = 2.

Proof. (i) We consider the short exact sequence

0 → IXE
(k) → OPab+a+b(k) → OXE

(k) → 0

and the associated long exact sequence in cohomology

· · · → H i−1(OXE
(k)) → H i(IXE

(k)) → H i(OPab+a+b(k)) → · · · .

Since 2 ≤ i ≤ (a − 1)(b − 2) + 1 < ab + a + b, we have hi(OPab+a+b(k)) = 0.

Thus it remains to check that hi(OXE
(k)) = 0 for 1 ≤ i ≤ (a − 1)(b − 2),

−ab + 2a + b ≤ k ≤ 1 and i + k = 2.

To prove this we use the fact that XE is totally maximally balanced of dimension
a + 1,

XE
∼= P(OP1(b) ⊕OP1(b) ⊕ · · · ⊕ OP1(b)︸ ︷︷ ︸

a+1

),

thus XE is isomorphic to P
1 × P

a.

By Künneth’s formula we have

hi(OP1×Pa(k)) =
∑

j+l=i

hj(OP1(k))hl(OPa(k)).

Consequently, hi(OP1×Pa(k)) = 0 if i = j + l with j ≥ 2 or l /∈ {0, a}. Thus the
cases we have to check are the following:

j = 0 , l = a,

j = 1 , l = 0,

j = 1 , l = a.

Let us check each of them:



77

• j = 0, l = a:
Then i = a, k = 2− a ≤ 0, so here we have anyway only a problem if a = 2.
We thus obtain:

ha(OPa(k)) = h0(OPa(−a − 1 − k))

= h0(OPa(−a − 1 − 2 + a)) = h0(OPa(−3)) = 0.

• j = 1, l = 0:
Then i = 1, k = 1. We obtain the following:

h1(OP1(k)) = h0(OP1(−2 − k)) = h0(OP1(−3)) = 0.

• j = 1, l = a:
Then i = a + 1, k = 1 − a. Hence we obtain the following:

ha(OPa(k)) = h0(OPa(−a − 1 − k))

= h0(OPa(−a − 1 − 1 + a))

= h0(OPa(−2)) = 0.

(ii) The proof of (ii) is completely analogous to the proof of (i). Notice that the cases
we have to check here are the following:

j = 0 , l = b,

j = 1 , l = 0,

j = 1 , l = a.

If j = 0 and l = b, then i = b, k = 2 − b < 0, so h0(OP1(k)) = 0.

(iii) To prove (iii) we proceed in a similar way as in (i) and use the fact that Q ∼=
P

1 ×P
1.

We have the following short exact sequence

0 → IQ(k) → OPab+a+b(k) → OQ(k) → 0

and the associated long exact sequence in cohomology

· · · → H i−1(OQ(k)) → H i(IQ(k)) → H i(OPab+a+b(k)) → · · · .

Again, 2 ≤ i < ab + a + b, consequently hi(OPab+a+b(k)) = 0.

It remains to check that hi(OQ(k)) = 0 for 1 ≤ i ≤ (a−1)(b−2), −ab+2a+ b ≤
k ≤ 1 and i + k = 2.

By Künneth’s formula we have

hi(OP1×P1(k)) =
∑
j+l=i

hj(OP1(k))hl(OP1(k)).
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This implies that hi(OP1×P1(k)) = 0 if i = j + l with j ≥ 2 or l ≥ 2. Hence the
cases we have to check are the following:

j = 0 , l = 1,

j = 1 , l = 0,

j = 1 , l = 1.

• If one of j or l is equal to 1 and the other one is equal to 0, then i = 1,
k = 1. Consequently we obtain:

h1(OP1(k)) = h0(OP1(−2 − k)) = h0(OP1(−3)) = 0.

• If both j and l are equal to 1, then i = 2, k = 0. We thus obtain the
following:

h1(OP1(k)) = h0(OP1(−2 − k)) = h0(OP1(−2)) = 0.

Proof of Lemma 5.17:
We have the following short exact sequence:

0 → IX(k) → IXE
(k) ⊕ IXD

(k) → IQ(k) → 0 (5.3)

In the proof of Proposition 5.7 we have shown that the map

H0(IXE
(2)) ⊕ H0(IXD

(2)) → H0(IQ(2))

is surjective, this implies that h1(IX(2)) = 0, i.e. (i) is proven.
For (ii), i.e. for the cases when 2 ≤ i ≤ (a − 1)(b − 2) + 1, we can use the long exact
sequence in cohomology

· · · → H i−1(IQ(k)) → H i(IX(k)) → H i(IXE
(k)) + H i(IXD

(k)) → · · ·

and apply Lemma 5.18.

Explicit construction of H0(IS∪V (2)) in the case d = 7 and when S is not

contained in V

Let now C ⊆ P
5 be a curve of genus 2 and degree 7 and S be the g1

2(C)-scroll. In the
proof of Theorem 5.1 we saw that h0(IS∪V (2)) ≤ 1 for a g1

3(C)-scroll V that does not
contain S. In this section we will describe how we actually can find a quadric of rank
4 that contains both S and V .
Let |D| be a g1

3(C) such that V|D| does not contain S. In this case |H| = |D+K+P +Q|
where P and Q are two points on C such that P + Q is not a divisor in |KC| (cf.
Proposition 2.17). We project from the line that P and Q span to P

3. The curve
projects to a curve of degree 5, embedded in P

3 by the linear system |D + KC |. The
image curve lies on one smooth quadric which is isomorphic to P

1×P
1. The cone over

this quadric with the line spanned by P and Q as vertex is a quadric of rank 4 that
contains both S and V .



Chapter 6

Quadrics of low rank containing a

curve of degree 6

In this chapter we will study curves of genus 2 and degree 6 in P
4 more closely. Our

aim is to study the quadrics in the ideal IC which by Proposition 3.1 is generated by
4 quadrics.
To a smooth curve C we can associate the g1

2(C)-scroll S, by the equation (2.1) the
degree of S is equal to 3. Moreover, C is the complete intersection of S and a quadric
that contains C but not S.
If C is a singular curve, then there is no obvious way to define a g1

2(C). Still C is
the complete intersection of a quadric with a scroll of degree 3 and dimension 2 that
contains the curve. In this way the singular curves become natural degenerations of
smooth curves. We will in this case also denote this scroll by S.
Since a general quadric in P

4 has rank 5 and a quadric of rank 2 or rank 1 is reducible
and does not contain any smooth curve of degree 6, we are in the case of smooth curves
interested in the quadrics of rank 3 and rank 4 that contain the curve, respectively the
scroll S.

For a smooth curve C we will introduce the Kummer surface associated to C and
discover a connection to quadrics of rank 3 and 4 in IC .
For a singular curve C we cannot define the Kummer surface, but we still have an
analogous description of the locus of quadrics of rank ≤ 4 or ≤ 3 in IC .
After having discussed some general theory for smooth curves we will give examples of
singular and reducible curves.

6.1 Smooth curves of degree 6

In this section we will study smooth curves C. From a smooth curve C we can construct
a Kummer surface as described below. We will distinguish between the cases when the
g1
2(C)-scroll S is smooth and when the g1

2(C)-scroll S has one singular point.
For any integer k ≥ 0 we denote by Pick(C) the set of all line bundles of degree k on
C modulo isomorphism.
Here we are interested in the cases k = 0 and k = 3.

Definition 6.1. The Jacobian variety of C, Jac(C), is defined as Pic0(C).

Note that by fixing a divisor D0 of degree 3 we obtain an isomorphism
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μ : Pic0(C) → Pic3(C),

OC(D) �→ OC(D + D0).

Hence Pic3(C) ∼= Jac(C), and since h0(OC(D)) = 2 for each divisor D on C of degree
3, each g1

3(C) is a complete linear system, i.e. in total we obtain

G1
3(C) ∼= Pic3(C) ∼= Jac(C).

Definition 6.2. Let C be a smooth curve of genus 2. The Kummer variety of the
Jacobian variety Jac(C) is the quotient of Jac(C) by the Kummer involution x �→ −x.

Remark 6.3. For a general curve C the Kummer involution is the only automorphism
with fixed points on Jac(C), an abelian surface.

Definition 6.4. A quartic Kummer surface is a hypersurface of degree 4 in P
3 with

16 singularities.

It is known that any such surface is the Kummer variety of the Jacobian variety of
a smooth curve of genus 2. The singular points of the quartic Kummer surface are
exactly the 16 fixed points of the Kummer involution.
Let now C ⊆ P

4 be a smooth curve of degree 6 and genus 2. By Proposition 3.1 we
know that IC is generated by 4 quadrics.
Moreover, for any quadric Q in H0(IC(2)) − H0(IS(2)) we have IC = IS + (Q).
Each g1

3(C)-scroll V|D| is a quadric of rank 4 or less.
Consider the map

ι : G1
3(C) ∼= Jac(C) → Jac(C) ∼= G1

3(C),

|D| �→ |H − D|.

Since ι2 = ι, ι is an involution on the Jacobian variety. A fixed point |D| of ι has the
property that |H| = |2D|. The associated g1

3(C)-scroll V|D| to a fixed point |D| of ι is
a quadric of rank 3 in P

4.
We will now prove that the locus X3 := {quadrics of rank ≤ 3 in H0(IC(2))} is either
of dimension 0 and of degree 20 (as scheme) or infinite:

Lemma 6.5. Let X3 = {quadrics of rank ≤ 3 in H0(IC(2))}. If X3 is 0-dimensional,
then the degree of X3 is equal to 20.

Proof. Following [Ful98], Example 14.4.11, let σ : OP3(−1
2
)5 → OP3(1

2
)5 be the map

given by multiplication with the symmetric coefficient matrix (that defines a quadric
in P

4). Set ci := ci(O(1
2
)5). The locus X3 is equal to the the locus where σ has at most

rank 3.
By Example 14.4.11 in [Ful98] X3 is 0-dimensional, and the degree of X3 is equal to:

22 · Δ2,1(c(O(
1

2
))) = 4 · det

(
c2 c3

1 c1

)

= 4(c1c2 − c3) = 4

(
5

2
·
5

2
−

5

4

)
= 20.

(Cf. also [HT81]).
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We have now shown that ι : Jac(C) → Jac(C) is an involution with at least one fixed
point, hence it is by Remark 6.3 isomorphic to the Kummer involution, and K :=
Jac(C)/(ι(|D|) ∼ |D|) maps birationally to a Kummer variety in P

3
C = P(H0(IC(2))),

and the 16 fixed points of ι are exactly the singular points of K, which parametrize
quadrics of rank 3 in H0(IC(2)).

All quadrics that contain S have rank at most 4, so we can describe the locus
{q ∈ H0(IC(2))| rk(q) ≤ 4} as the union of two components, P(H0(IS(2))) ∪ K =
P

2
S∪K. The component K is isomorphic to the Kummer variety, and moreover P

2
S∩K

is birationally equivalent to C.

We will now give a more explicit construction of the Kummer surface K in P(H0(IC(2))):

We pick three quadrics q1, q2 and q3 such that 〈q1, q2, q3〉 = H0(IS(2)) and a general
quadric Q in P

4 which is not contained in IS and then form a general quadric in IC ,
i.e. we take q = a1q1 + a2q2 + a3q3 + a4Q with parameters a1, a2, a3 and a4 ∈ k. The
projective space P(k[a1, a2, a3, a4]) = PH0(IC(2)) we denote by P

3
a.

In terms of the ai we can form a parametrization of the locus of quadrics of rank less
or equal to 3 containing C (respectively S) and the quadrics of rank less or equal to
4 containing C (respectively S): We form the symmetric (5 × 5)-coefficient matrix of
q, the determinant of this matrix describes the locus of quadrics of rank 4 or less, the
(4×4)-minors describe the locus of quadrics of rank 3 or less. The determinant will have
the factor a4 and when dividing the determinant by a4, then we obtain the equation of
the quartic Kummer surface K in P

3
a. The variety V (a4) describes P

2
S = P(H0(IS(2))).

Let now X3 denote the variety of quadrics of rank ≤ 3 in H0(IC(2)) and Z3 denote
the variety of quadrics of rank ≤ 3 in H0(IC(2)) − H0(IS(2)). By Lemma 6.5 X3 has
degree 20.

Since a |D| with |H| = |2D| gives a quadric V|D| of rank 3, we obtain sing(K) ⊆ X3,
and moreover Z3 ⊆ sing(K).

6.1.1 Smooth curves C having a smooth g1
2(C)-scroll

In this section we will study smooth curves C where the associated g1
2(C)-scroll S is

smooth.

After possibly a coordinate change the ideal IS is generated by the (2 × 2)-minors of
the following matrix:

(
x0 x1 x3

x1 x2 x4

)
.

Set q1 = x0x2 − x2
1, q2 = x0x4 − x1x3, q3 = x1x4 − x2x3 and a general quadric in IS to

be q = a1q1 + a2q2 + a3q3 with parameters a1, a2 and a3 in k.

The locus of quadrics of rank 3 in IS is one point in P
3
a, namely given by V (a2, a3, a4).

The singular locus of K consists of 16 points. As discussed below, the point in X3 that
corresponds to the point V (a2, a3, a4) can have multiplicity 4 or 5.

In order to illustrate the 16 singular points of the Kummer surface K, let us pick an
example of a smooth curve on a smooth scroll: Let C be given by the ideal IC =
IS + (x2

0 + x2
1 + x2

2 + x2
3 + x2

4). We found the following singular points of the Kummer
surface K (found with the computer algebra system [GS], in characteristic 32749):
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(0, 0,±2, 1),

(0,±2, 0, 1),

(4,±15331, 0, 1),

(4, 0,±15331, 1),

(8710,±639,±639, 1),

(−8708,±820,±820, 1).

It can easily be checked that all these 16 points correspond to quadrics of rank 3 that
do not contain S.

The curve intersects the directrix line V (x0, x1, x2) of the scroll S in two different
points, i.e. |H| = |D1 + D2| where |D1| = |D2|, both |D1| and |D2| have basepoints
and the point (1, 0, 0, 0) which corresponds to the quadric q1 = x0x2 − x2

1 does not
correspond to a fixed point of the Kummer involution.

In general, if IC = IS + (f(x) + g(x)), where f(x) ∈ (x0, x1, x2) ⊆ k[x0, . . . , x4] is a
quadratic polynomial and g(x) ∈ (x3, x4) ⊆ k[x0, . . . , x4] is a quadratic polynomial
with two different roots such that the corresponding curve C is smooth, then the curve
C intersects the directrix line of the scroll V (x0, x1, x2) in two different points and
|H| = |D1 + D2|, |D1| = |D2|. The point (1, 0, 0, 0) is thus not a singular point of the
Kummer surface, and the multiplicity of the point in X3 corresponding to (1, 0, 0, 0) is
equal to 4.

On the other hand, if IC = IS +(f(x)+g(x)2), where f(x) ∈ (x0, x1, x2) ⊆ k[x0, . . . , x4]
is a quadratic polynomial and g(x) ∈ (x3, x4) ⊆ k[x0, . . . , x4] is a linear polynomial such
that the corresponding curve C is smooth, then the curve C intersects the directrix
line of the scroll V (x0, x1, x2) in one point, V (x0, x1, x2, g(x)), of multiplicity 2 and
|H| = |2D|. The point (1, 0, 0, 0) is thus among the 16 singular points of the Kummer
surface, and the multiplicity of the point in X3 corresponding to (1, 0, 0, 0) is equal to
5.

6.1.2 Smooth curves C with a singular g1
2(C)-scroll

In this section we will study smooth curves C where the g1
2(C)-scroll S is singular.

After possibly a coordinate change the ideal IS is generated by the (2 × 2)-minors of
the matrix (

x0 x1 x2

x1 x2 x3

)
.

Set q1 = x0x2 − x2
1, q2 = x0x3 − x1x2, q3 = x1x3 − x2

2 and a general quadric in IS to be
q = a1q1 + a2q2 + a3q3 with parameters a1, a2 and a3 in k.

Notice that q1 and q3 are two independent quadrics of rank 3 in H0(IS(2)). The variety
that parametrizes the quadrics of rank 3 or less in IS is equal to a conic in P

2
a1,a2,a3

,
given by E := V (a1a3 − a2

2).

The singular locus of K, sing(K), is again of dimension 0 and degree 16, X3 = sing(K)∪
E, and sing(K) ∩ E consists of 6 points which are equal to the ramification points of
the map Φ|KC | : C → P

1.
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6.2 Examples of singular curves of degree 6

In this section we will study examples of singular curves C which are complete in-
tersections of a two-dimensional scroll S of degree 3 and a quadric. In the case of
a singular curve C there is no obvious way to construct a g1

2(C) or a g1
3(C) and we

cannot construct a Kummer surface as in Section 6.1, but still we can consider the loci
of quadrics of rank 4 or less which lie in H0(IC(2)) or H0(IS(2)). We can construct an
analogue of the Kummer surface in the following way:
Choose three quadrics q1, q2 and q3 in such a way that H0(IS(2)) = 〈q1, q2, q3〉, and
let Q be a quadric such that H0(IC(2)) = 〈q1, q2, q3, Q〉. Form a general quadric
q = a1q1 + a2q2 + a3q3 + a4Q, a1, . . . , a4 ∈ k, in H0(IC(2)). The projective space
P(k[a1, a2, a3, a4]) we denote by P

3
a. The determinant of the symmetric coefficient

matrix of the general quadric q is a polynomial of degree 5 which contains a4 as factor.
We divide now by a4 and obtain a polynomial of degree 4 which defines a hypersurface
in P

3
a, unless the determinant is equal to 0.

In the following two sections we will use the following notation:

• X3 denotes the variety of quadrics of rank ≤ 3 in H0(IC(2)).

• Y denotes the locus of quadrics of rank ≤ 4 in IC obtained by taking the determi-
nant of the coefficient matrix of a general quadric q = a1q1 +a2q2 +a3q3 +a4Q in
IC and then dividing by a4. Unless Y is all of P

3
a, Y is of degree 4 and dimension

2.

• Since the locus of quadrics of rank ≤ 3 is contained in the singular locus of the
quadrics of rank 4, X3 ⊆ sing(Y ).

6.2.1 Examples of singular curves C as the complete intersec-

tion of a smooth scroll and a quadric

In this section we list singular curves on a smooth scroll S which ideal is given by the
(2 × 2)-minors of the matrix (

x0 x1 x3

x1 x2 x4

)
.

If C is the complete intersection of S with a quadric, then the arithmetic genus of C
is equal to 2 by the adjunction formula.
We will list curves with 0-dimensional singular locus and curves with 1-dimensional
singular locus, the latter being necessarily non-reduced, in our cases also reducible.
We have the following:

• There is only one quadric of rank 3 in PH0(IS(2)), namely x0x2−x2
1, correspond-

ing to V (a2, a3).

(1) Q = 3x0x2 − 2x0x3 + 2x0x4 − x1x3 + 3x1x4 + 4x2
4:

The curve C is irreducible, it has one singular point V (x0, x1, x3, x4) which lies
on the fiber V (x0, x1, x3) of S.
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The locus Y is irreducible, the singular locus of Y is equal to the line given by
V (a1 +3a4, a3) and 16 points (found with the computer algebra system Macaulay
2 ([GS]) in characteristic 32749):

(1, 0, 0, 0),

(−6141,−1, 0, 1),

(16130,−4390, 627, 1),

(10864, 4386,−1567, 1),

(−10059,−11257, 3284, 1),

(−3,−2, 359, 1),

(12239, 11253, 14031, 1),

(−3,−2,−365, 1),

(−3,−7823, 0, 1)(multiplicity 2),

(−3,−3435, 0, 1)(multiplicity 2),

(−3, 3432, 0, 1)(multiplicity 2),

(−3, 7820, 0, 1)(multiplicity 2).

Notice that the last 4 points already lie on the line V (a1 + 3a4, a3).

The locus of X3 is a 0-dimensional scheme of degree 20, (X3)red is equal to the
above 16 points, the point (1, 0, 0, 0) counts with multiplicity 5.

(2) Q = 3x2
0 + x0x1 + 2x2

1 + 2x1x3 + 3x1x4 − 3x3x4:
The curve C is the union of the fibers V (x0, x1, x3) and V (x1, x2, x4) of S and a ra-
tional curve of degree 4, it has four singular points V (x0, x1, x3, x4), V (x0, x1, x2−
x4, x3), V (x0−x3, x1, x2, x4) and V (x0 +3x3, x1, x2, x4) which are the intersection
points between the fibers and the rational curve.

Y is irreducible, its singular locus is equal to the two lines given by V (a1+a2, a3+
3a4) and V (a1, a3) and 16 points.

The locus X3 is a 0-dimensional scheme of degree 20.

(3) Q = x1x2 + x3x4:
The curve C is the union of two fibers of S, V (x0, x1, x3) and V (x1, x2, x4) and
two conics K1 and K2, it has the following singular points:
V (x1, x2, x3, x4) with multiplicity 4, lying on the fiber V (x1, x2, x4) of S, and the
intersection points V (x0, x1, x3) ∩ K1 and V (x0, x1, x3) ∩ K2.

The locus Y decomposes into two planes V (a1+15645a2) and V (a1−15645a2) and
a quadric V (a2a3+a1a4). The singular locus of Y consists of V (a3−15645a4, a1+
15645a2), V (a3 + 15645a4, a1 − 15645a2) and V (a1, a2).

The locus X3 consists of 20 points, counted with multiplicity.

(4) Q = x2
0 + x2

1 + x2
2:

The curve C is the union of six lines: The directrix line of S, V (x0, x1, x2), with
multiplicity 2 and four other lines.
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The locus Y decomposes into four planes: V (a2−4354a3), V (a2+4354a3), V (a2−
4355a3) and V (a2 + 4355a3).

The singular locus of Y is equal to the locus X3, and both are equal to the line
V (a2, a3), which is the intersection of all four planes.

(5) Q = x0x2 − x2
1 + x3x4:

The curve C is the union of two fibers of the scroll S, V (x0, x1, x3) and V (x1, x2, x4),
and the conic K := V (x0x2 − x2

1, x3, x4) with multiplicity 2, the singular locus of
C is thus equal to this conic and the points of intersection K ∩ V (x0, x1, x3) =
V (x0, x1, x3, x4) and K ∩ V (x1, x2, x4) = V (x1, x2, x3, x4).

The locus Y decomposes into the plane V (a1+a4) (of multiplicity 2) and a quadric
V (a2a3 + a1a4 + a2

4), the singular locus of Y is given by the plane V (a1 + a4).

The locus X3 is 0-dimensional and has degree 20, it consists of the points V (a1 +
a4, a2, a3) (of multiplicity 16) and V (a2, a3, a4) (of multiplicity 4).

6.2.2 Examples of singular curves as the complete intersection

of a singular scroll and a quadric

Let now S be the singular scroll which ideal is generated by the (2 × 2)-minors of the
matrix (

x0 x1 x2

x1 x2 x3

)
.

This scroll has one singular point, given by V (x0, x1, x2, x3).
Let C be a curve which is the complete intersection of the scroll S and a quadric Q.
By the adjunction formula the arithmetic genus of C is equal to 2.
We have the following:

• The quadrics of rank ≤ 3 in H0(IS(2)) are parametrized by a conic V (a2
2 −

a1a3, a4).

• Y is of dimension 2, degree 4 or all of P
3
a.

• X3 ⊆ sing(Y ).

(1) Q = x0x4 + x1x2 + x2
4:

The curve is irreducible, it has one singular point V (x0, x1, x3, x4) and does not
pass through the singular point of S.

Y is irreducible, its singular locus is given by the line V (a2, a3) and 18 points
(with multiplicity).

The locus X3 decomposes into the conic V (a1a3 − a2
2, a4) plus 10 points.

(2) Q = x2
0 + x0x1 + x0x2 + x1x4 + x2x4 + x2

3:
The curve is irreducible, it has one singular point V (x0, x1, x2, x3) which is equal
to the singular point of S.

The locus Y decomposes into the plane V (a4) and a cubic hypersurface, its singu-
lar locus is given by the intersection of these two varieties, V (a2, a4), V (a1−a2, a4)
and V (a2 − a3, a4) and 19 points.

The locus X3 decomposes into the conic V (a1a3 − a2
2, a4) and 20 points.
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(3) Q = x2
0 + x2

1 + x2
2:

The curve is the union of six lines: the fiber V (x0, x1, x2) with multiplicity 2 and
four more lines.

Since the quadric x2
0 + x2

1 + x2
2 itself is a quadric of rank 3 that passes through

the singular locus of S, the locus Y is all of P
3
a.

X3 is an irreducible hypersurface of degree 4, its singular locus consists of the
line V (a2, a3) and 20 points not on this line.

(4) Q = x2
2 + x2

3 + x2
4:

The curve is irreducible, it has one singular point, V (x1, x2, x3, x4).

Y is irreducible, singular along the line V (a1, a2) and singular in 17 points not
on this line.

As set X3 is equal to the conic V (a1a3 − a2
2, a4) and the points V (a1, a2, a3),

V (a1, a2, a3 − a4).

(5) Q = x0x2 − x2
1 + x3x4:

The curve is the union of one fiber of S, V (x1, x2, x3) (multiplicity 3), and the
rational curve of degree 3 which is the intersection of S with the hyperplane
V (x4).

The locus Y decomposes into the plane V (a1 + a4) (with multiplicity 3) and the
plane V (a4), the singular locus of Y is thus equal to V (a1 + a4).



Chapter 7

The first syzygies of IC where C is a

curve of degree 7

In Chapter 5 we showed that the ideal of C is generated by the ideal of the g1
2(C)-scroll

S and the ideal of a g1
3(C)-scroll V|D| that does not contain S. Defining the ideal to be

the 0th syzygy-module we have shown that the 0th syzyzgies of IC are generated by
the 0th syzygies of rational normal scrolls.
Aiming at a pursuit of generalization a natural question to pose is the following:

Are the ith syzygies of IC generated by the ith syzygies of ideals of rational normal
scrolls?

We will here restrict ourselves to the first syzygies and study the following question:

Are the first syzygies of IC generated by the first syzygies of IS and the first syzygies of
IV , where V runs through the family of all g1

3(C)-scrolls?

7.1 Preliminary definitions and motivation

Definition 7.1. For any variety X ⊆ P
N let the minimal free resolution of its ideal

IX be given as follows:

0 → ⊕j≥jn
OPN (−j)βnj

φn−1
−→ · · ·

φ1
−→ ⊕j≥j1OPN (−j)β1j

φ0
−→ IX → 0.

The ith syzygy-module of IX , Syzi(IX), is defined to be the image of φi.

An alternative definition is the following:

Definition 7.2. Let X ⊆ P
N be a variety and IX = (f1, . . . , fl) be its ideal. If l ≥ 2,

then there exists at least one relation between the generators fi, i = 1, . . . , l, i.e. there
exists polynomials g1, . . . , gl ∈ k[x0, . . . , xN ] such that

l∑
i=1

gifi = 0.

The coefficients (g1, . . . , gl) form a first syzygy of IX . There might be relations between
these gi which form a second syzygy of IX and so on.
In the case when all coefficients gi have degree 1, we say that the corresponding syzygy
is a linear syzygy.

87
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Our motivating question is now the following:

Are the first syzygies of IC generated by the first syzygies of IS and the first syzygies of
IV , where V runs through the family of all g1

3(C)-scrolls?

Let us first consider the cases of low degree:
If d = 5, then IC is generated by a quadric, which gives the g1

2(C)-scroll S, and two
cubics. There are two first syzygies of IC and since S is a hypersurface there are no
first syzygies of IS.
If d = 6, then IC is generated by IS and one additional quadric. A g1

3(C)-scroll is a
hypersurface, so there are no first syzygies of IV .
The first interesting case is thus given when the degree of C is equal to 7. In this
chapter we will focus on this case.
If C is a curve of genus 2 and degree 7 in P

5, then we can see from the resolution of IC

in Chapter 4 that the first syzygies of IC are generated by linear syzygies. Moreover,
since the resolution of IX , where X is a rational normal scroll, is given by the Eagon-
Northcott complex described as C0 in Chapter 4, the first syzygies of IX are linear.
Since the family G1

3(C) = {g1
3(C)′s} is isomorphic to Jac(C), this family is two-

dimensional, as we also already have seen in Chapter 2.
Our motivating question becomes thus the following:

Is the vector space of first syzygies of IC spanned by the first syzygies of IS and the first
syzygies of IV , where V runs through the two-dimensional family of all g1

3(C)-scrolls?

In Chapter 4 we saw that the vector space of linear first syzygies of IC is 12-dimensional.
Also, again since the resolution of IX , where X is a rational normal scroll, is given by
the Eagon-Northcott complex, we can verify that the space of linear first syzygies of IS,
where S is the g1

2(C)-scroll, is 8-dimensional and that the space of linear first syzygies
of IV , where V is a g1

3(C)-scroll, is of dimension 2. Thus we immediately see that,
contrary to the case of the ideal, we cannot find just one g1

3(C)-scroll such that the
first syzygies of IC are generated by the first syzygies of IS and the first syzygies of the
ideal of this g1

3(C)-scroll. However, in most of our cases, two g1
3(C)-scrolls are sufficient

to give all first syzygies of IC .

We introduce the rank of a linear syzygy:

Definition 7.3. Let s ∈ Syzi(IX) be a linear syzygy. The rank of s is defined to be the
dimension of the vector space that the linear forms in s span.

A basis for the vector space of first syzygies of IS can be chosen to be syzygies of rank
3. The same applies to the vector space of first syzygies of IV where V is a g1

3(C)-scroll,
since its ideal is generated by the (2 × 2)-minors of a (2 × 3)-matrix.
The main aim in this section is to prove the following theorem:

Theorem 7.4. Consider the following condition for a given curve C ∈ M2 and a
linear system |H| on C of degree 7 which embeds C into P

5:

There exist two g1
3(C)-scrolls V1 and V2 such that the space of

(♦) first syzygies of IC is generated by the first syzygies of IS, the
first syzygies of IV1 and the first syzygies of IV2 .

The condition (♦) is satisfied for a general curve C in M2, the moduli space of non-
singular curves of genus 2, and a general OC(H) ∈ Pic7(C) such that the complete
linear system |H| embeds C into P

5 as a smooth curve.
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More precisely: The condition (♦) is satisfied for a general curve C
|H|
↪→ P

5 such that
the g1

2(C)-scroll is of scroll type (2, 2), and the condition (♦) is satisfied for a general

curve C
|H|
↪→ P

5 such that the g1
2(C)-scroll is of scroll type (3, 1).

We will prove Theorem 7.4 by giving one example of a smooth curve that satisfies
the claim for each scroll type of S and using the fact that condition (♦) is an open
condition.

In this way Theorem 7.4 leads us to the following conjecture:

Conjecture 7.5. For every curve C ∈ M2 and every OC(H) ∈ Pic7(C) there exist
two g1

3(C)-scrolls V1 and V2 such that the first syzygies of IV1 and the first syzygies of
IV2 together with the first syzygies of IS, where S is the g1

2(C)-scroll, generate the space
of first syzygies of IC, where C ⊆ P

5 is embedded as a smooth curve with the complete
linear system |H|.

In addition we will give families of reducible curves C, a two-dimensional rational nor-
mal scroll S and three-dimensional scrolls, which all contain C, such that the syzygies
of the ideals of these scrolls span the space of first syzygies of IC .
In three of our four examples we are able to find two three-dimensional-scrolls V1 and
V2 such that the first syzygies of IV1 and the first syzygies of IV2 together with the first
syzygies of IS generate the vector space of first syzygies of IC . In the last example
three three-dimensional scrolls are enough.
In some natural sense our examples give rise to the following conjecture:

Conjecture 7.6. Let C
|H|
↪→ P

5 be a variety of pure dimension 1, arithmetic genus 2
and degree 7.
Then C lies on a non-degenerate surface S of degree 4 and a family V of non-degenerate
3-dimensional varieties of degree 3 such that the first syzygies of IC are generated by
the first syzygies of IS together with the first syzygies of all IY where Y runs through
the family V.

7.2 Curves C on a two-dimensional scroll of type (2, 2)

In this section we will consider a curve C of genus 2 and degree 7 lying on a two-
dimensional scroll S ∼= P

1 × P
1. After a coordinate change we might assume that the

ideal of S is generated by the (2 × 2)-minors of the following matrix:

M =

(
x0 x1 x3 x4

x1 x2 x4 x5

)
.

In Section 3.5 we have seen that the following ideal is the ideal of a curve C of genus
2 and degree 7 in P

5:

IC = IS + (l1x0 + l2x1 + l3x3 + l4x4, l1x1 + l2x2 + l3x4 + l4x5),

where the li ∈ k[x0, x1, x2, x3, x4, x5] are linear forms. For general li the curve C is
smooth.

We put the generators of IC in the following order:
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Q1 = l1x0 + l2x1 + l3x3 + l4x4,

Q2 = l1x1 + l2x2 + l3x4 + l4x5,

q1 = x0x2 − x2
1,

q2 = x0x4 − x1x3,

q3 = x0x5 − x1x4,

q4 = x1x4 − x2x3,

q5 = x1x5 − x2x4,

q6 = x3x5 − x2
4.

The vector space of the linear first syzygies of IC is 12-dimensional. We write down
a basis for this vector space as a matrix where each column represents a syzygy. The
first 8 syzygies form a basis for the space of first syzygies of IS.

(♥)

0
BBBBBBBBB@

Q1 0 0 0 0 0 0 0 0 −x1 −x2 −x4 −x5

Q2 0 0 0 0 0 0 0 0 x0 x1 x3 x4

q1 x3 x4 x4 x5 0 0 0 0 −l2 l1 0 0
q2 −x1 −x2 0 0 x4 x5 0 0 −l3 0 l1 0
q3 0 0 −x1 −x2 −x3 −x4 0 0 −l4 0 0 l1
q4 x0 x1 0 0 0 0 x4 x5 0 −l3 l2 0
q5 0 0 x0 x1 0 0 −x3 −x4 0 −l4 0 l2
q6 0 0 0 0 x0 x1 x1 x2 0 0 −l4 l3

1
CCCCCCCCCA

.

Our aim is now to find, for particular choices of the linear forms li, three-dimensional
rational normal scrolls such that the first syzygies of their ideals together with the
first syzygies of IS generate the vector space of first syzygies of IC , i.e. we want to
find 4 first syzygies of rank 3 that together with the first syzygies of IS generate the
above 12-dimensional vector space and that actually are syzygies of three-dimensional
rational normal scrolls.

7.2.1 A smooth example

Let

l1 = x0,

l2 = x5,

l3 = −x3,

l4 = x4,

i.e.

Q1 = x2
0 + x1x5 − x2

3 + x2
4,

Q2 = x0x1 + x2x5 − x3x4 + x4x5.

The resulting curve is smooth, and the first syzygies of IC are generated by the first
syzygies of IS and the first syzygies of IV1 and IV2 where V1 and V2 are g1

3(C)-scrolls
and the ideals are given as follows:
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Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1 − q5, Q2 − q2, q3 − q6) MV1 =

(
x0 + x3 −x4 −x5

x2 + x4 x0 − x3 x1 − x4

)
IV2 = (Q1 + q6,−q1 − q2 + q4, Q2 + q2) MV2 =

(
x0 + x3 −x5 −x1 − x4

x1 + x3 x0 − x3 −x2 − x4

)

7.2.2 A family of curves where l1 = l2 and l3 = l4

Let

l1 = l2 = a0x0 + (a0 + 1)x1 + a3x3 + (a3 + a4)x4,

l3 = l4 = b0x0 + (b0 + b1)x1 + b3x3 + (b3 + 1)x4,

where a0, a3, a4, b0, b1, b3 are elements in k.
Set l′1 := a0x1 + (a0 + 1)x2 + a3x4 + (a3 + a4)x5

and l′3 := b0x1 + (b0 + b1)x2 + b3x4 + (b3 + 1)x5.
For a general choice of a0, a3, a4, b0, b1, b3 the resulting curve C is reducible, it is the
union of two lines L1 and L2 which are fibers of the scroll, and a rational normal curve
C5. The ideals are given as follows:

IL1 = (x0, x1, x3, x4),

IL2 = (x0 + x1, x1 + x2, x3 + x4, x4 + x5),

IC5 = IS + (l1x0 + l3x3, l1x1 + l3x4, l1x2 + l3x5, l
′
1x2 + l′3x5).

The curve has 4 singular points, two of those are the intersection points between the
fibre L1 and the curve C5, the other two are the intersection points between L2 and
C5.
The aim is now to find 4 linearly independent syzygies of IC among those which are not
syzygies of IS that are syzygies of scrolls of three-dimensional rational normal scrolls
that contain C.
The first two syzygies, which are syzygies of the scroll V1 listed below, come naturally
from the reduction of the syzygy matrix (♥).
We give the conclusion: The space of first syzygies of IC is spanned by the first syzygies
of IS and the first syzygies of IV1 and IV2 , where V1 and V2 are three-dimensional scrolls
which ideals are given as follows:

Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1, Q2, q2 + q3 + q4 + q5) MV1 =

(
l3 x0 + x1 x1 + x2

−l1 x3 + x4 x4 + x5

)
IV2 = (Q1 + (a0 + 1)q1 + a3q2 + (a3 + a4)q3,

Q2 − a0q1 + a3q4 + (a3 + a4)q5,
−q2 − q3)

MV2 =

(
l1 + l′1 x3 + x4 x4 + x5

−l3 x0 x1

)

Note that for general choices of the ai and bi, more precisely for l1 = ±l3, l1 + l′1 = ±l3
and l1, l3 = ±(x3 + x4), both scrolls V1 and V2 are smooth and irreducible.
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In Chapter 5 we had already seen that h0(IS∪V (2)) = 1 for any g1
3(C)-scroll V that

does not contain S. We also found a quadric of rank 4 which vertex line intersects the
curve in two points and that contains both S and a given V . We will now give the
quadrics which each generate H0(IS(2)) ∩ H0(IVi

(2)), i = 1, 2, explicitly, both are of
rank 4:

• H0(IS∪V1(2)) = 〈q2 + q3 + q4 + q5〉,

• H0(IS∪V2(2)) = 〈q2 + q3〉.

7.2.3 A family of curves in the case l1 = l3 and l2 = l4

For comparison we give a family of reducible curves analogous to the family of curves
in Section 7.2.2, where l1 = l3 and l2 = l4.
Let

l1 = l3 = a0x0 + a1x1 + (a0 + 1)x3 + (a1 + a4)x4,

l2 = l4 = b0x0 + b1x1 + (b0 + b3)x3 + (b1 + 1)x4,

where a0, a1, a4, b0, b1, b3 ∈ k.
Set l′1 := a0x1 + a1x2 + (a0 + 1)x4 + (a1 + a4)x5

and l′2 := b0x1 + b1x2 + (b0 + b3)x4 + (b1 + 1)x5.
For general a0, a1, a4, b0, b1, b3 the resulting curve C is reducible, it is the union of a line
L, which is a fiber of the scroll S, a conic Y and a rational curve C4 of degree 4 which
is a hyperplane section of S. The ideals are as follows:

IL = (x0, x1, x3, x4),

IY = (x0 + x3, x1 + x4, x2 + x5, x3x5 − x2
4),

IC4 = IS + (l1 + l′2).

The curve C has 4 singular points:
The intersection point of the line L with the conic Y , the intersection point of the line
L with the curve C4 and the two intersection points of the conic with the curve C4.
Analogous to the examples in the previous section we want to find two three-dimensional
scrolls V1 and V2 containing C such that the first syzygies of the ideals IV1 and IV2 to-
gether with the first syzygies of IS generate the vector space of the first syzygies of
IC . The first two syzygies, which are syzygies of the scroll V1, come naturally from the
reduction of the syzygy matrix (♥).
The result is the following:

Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1, Q2, q1 + q3 − q4 + q6) MV1 =

(
l2 x0 + x3 x1 + x4

−l1 x1 + x4 x2 + x5

)
IV2 = (Q1 + b1q1 + b1q3

−(b1 + 1)q4 + (b1 + 1)q6,
Q2 − b0q1 − b0q3

+(b0 + b3 − 1)q4 + q5

−(b0 + b3)q6,
q2)

MV2 =

(
l1 + l′2 − b3x4 − x5 −x3 −x4

l1 + l′2 + b3x1 + x2 x0 x1

)
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For general a0, a1, a4, b0, b1, b3, more precisely for l1 = ±l2, l1 = ±(x1 + x4) and
l2 = ±(x0 + x3), the scroll V1 has one singular point V (x0, x1, x3, x4, x2 + x5), but
is irreducible, and the scroll V2 is smooth.

7.3 Curves C on a two-dimensional scroll of type (3, 1)

Let now C be a curve of genus 2 and degree 7 in P
5 on a two-dimensional scroll of type

(3, 1).

After possibly a coordinate change the ideal IS is generated by the (2 × 2)-minors of
the following matrix:

(
x0 x1 x2 x4

x1 x2 x3 x5

)
.

By the results in Section 3.5 we can write the ideal of C in the following way:

IC = IS + (l1x0 + l2x1 + l3x2 + l4x4, l1x1 + l2x2 + l3x3 + l4x5),

where l1, . . . , l4 are linear forms in k[x0, x1, x2, x3, x4, x5]. For general li the curve C is
smooth.

We put the generators of IC in the following order:

Q1 = l1x0 + l2x1 + l3x2 + l4x4,

Q2 = l1x1 + l2x2 + l3x3 + l4x5,

q1 = x0x2 − x2
1,

q2 = x0x3 − x1x2,

q3 = x0x5 − x1x4,

q4 = x1x3 − x2
2,

q5 = x1x5 − x2x4,

q6 = x2x5 − x3x4.

As we have seen before, the vector space of first syzygies of IC is 12-dimensional. We
will write a basis for this vector space as a matrix, where each column represents a first
syzygy. The first 8 syzygies form a basis for the space of first syzygies of IS:

(♣)

0
BBBBBBBBB@

Q1 0 0 0 0 0 0 0 0 −x1 −x2 −x3 −x5

Q2 0 0 0 0 0 0 0 0 x0 x1 x2 x4

q1 x2 x3 x4 x5 0 0 0 0 −l2 l1 0 0
q2 −x1 −x2 0 0 x4 x5 0 0 −l3 0 l1 0
q3 0 0 −x1 −x2 −x2 −x3 0 0 −l4 0 0 l1
q4 x0 x1 0 0 0 0 x4 x5 0 −l3 l2 0
q5 0 0 x0 x1 0 0 −x2 −x3 0 −l4 0 l2
q6 0 0 0 0 x0 x1 x1 x2 0 0 −l4 l3

1
CCCCCCCCCA

.
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7.3.1 A smooth example

Let

l1 = x0,

l2 = x2,

l3 = −x3,

l4 = x5.

The resulting curve C is smooth, and the first syzygies of IC are generated by the first
syzygies of IS and the first syzygies of IV1 and IV2 where V1 and V2 are g1

3(C)-scrolls
which ideals are given as follows:

Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1 + q1 − q6, Q2 + q1,
−q2 + q3 − q4 + q5)

MV1 =

(
x0 − x1 + x2 x2 − x4 x3 − x5

x3 + x5 x0 + x1 x1 + x2

)
IV2 = (Q1 + q2 + q6, Q2 + q4,−q2 − q3) MV2 =

(
x0 + x3 x2 + x4 x3 + x5

x3 − x5 x0 x1

)

Analogous to the families of curves in Sections 7.2.2 and 7.2.3 we will give families of
reducible curves in the following, one family for the case l1 = l2 and l3 = l4 and one
family for the case l1 = l3 and l2 = l4.

7.3.2 A family of curves in the case l1 = l2 and l3 = l4

Let

l1 = l2 = a0x0 + (a0 + 1)x1 + a2x2 + (a2 + a4)x4,

l3 = l4 = b0x0 + (b0 + b1)x1 + b2x2 + (b2 + 1)x4.

The resulting curve is reducible and singular, it is the union of the line V (x0, x1, x2, x4)
and an elliptic normal curve C6, the singular points being the intersection points of C6

and the line.
Set l′1 := a0x1 + (a0 + 1)x2 + a2x3 + (a2 + a4)x5 and
l′3 := b0x1 + (b0 + b1)x2 + b2x3 + (b2 + 1)x5.
The first two syzygies, which are syzygies of IV1 as described below, come naturally
from the reduction of the syzygy matrix (♣).
The first syzygies of IC are generated by the first syzygies of IS and the first syzygies
of IV1 and IV2 where V1 and V2 are three-dimensional scrolls containing C which ideals
are given as follows:

Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1, Q2, q2 + q3 + q4 + q5) MV1 =

(
l3 x0 + x1 x1 + x2

−l1 x2 + x4 x3 + x5

)
IV2 = (Q1 + (a0 + 1)q1 + a2q2 + (a2 + a4)q3,

Q2 − a0q1 + a2q4 + (a2 + a4)q5,
−q2 − q3)

MV2 =

(
l1 + l′1 x2 + x4 x3 + x5

−l3 x0 x1

)

Notice that for general a0, a1, a4, b0, b1, b3, more precisely for l1 = ±l3, l1 + l′1 = ±l3,
l1 /∈ {±(x1 + x2),±(x2 + x4)} and l3 /∈ {±(x0 + x1),±(x1 + x2)}, both scrolls V1 and
V2 are smooth and irreducible.
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7.3.3 A family of curves where l1 = l3 and l2 = l4

Let

l1 = l3 = a0x0 + a1x1 + (a0 + 1)x2 + (a1 + a4)x4,

l2 = l4 = b0x0 + b1x1 + (b0 + b2)x2 + (b1 + 1)x4.

The resulting curve is reducible and singular, it is the union of the line V (x0, x1, x2, x4)
and an elliptic normal curve C6, the singular points being the intersection points of C6

and the line.
Set l′1 := a0x1 + a1x2 + (a0 + 1)x3 + (a1 + a4)x5 and
l′2 := b0x1 + b1x2 + (b0 + b2)x3 + (b1 + 1)x5.
In this example we could not find two three-dimensional scrolls such that the first
syzygies of their ideals together with the first syzygies of IS generate the space of first
syzygies of IC . By performing reduction operations on the above syzygy matrix (♣)
we found three three-dimensional scrolls V1, V2 and V3 such that the first syzygies of
IC are generated by the first syzygies of IS and the first syzygies of IV1 , IV2 and IV3 .
The ideals and the generating matrices are given as follows:

Ideal of the g1
3(C)-scroll Generating matrix

IV1 = (Q1, Q2, q1 + q3 − q4 + q6) MV1 =

(
l2 x0 + x2 x1 + x3

−l1 x1 + x4 x2 + x5

)
IV2 = (Q1,

Q2 + a1q1 + q2 + (a1 + a4)q3

−a1q4 + (a1 + a4)q6,
−a0q1 − a0q3 + (a0 + 1)q4

+a4q5 − (a0 + 1)q6)

MV2 =

(
l2 −l1 −l′1

x0 + x2 x1 + x4 x2 + x5

)

IV3 = (Q1,
Q2 − b0q1 − b0q3 + (b0 + b2)q4

+q5 − (b0 + b2)q6,
b1q1 + b2q2 + (b1 + 1)q3

−b1q4 + (b1 + 1)q6)

MV3 =

(
l1 −l2 −l′2

x1 + x4 x0 + x2 x1 + x3

)

Notice again that for general a0, a1, a4, b0, b1, b2, more precisely for l1 = ±l2, l′1 = −l2
and l1 = −l′2, all three scrolls V1, V2 and V3 are smooth and irreducible.

Conclusion: Proof of Theorem 7.4:

For each pair (e1, e2) ∈ {(2, 2), (3, 1)} we have the following:
The condition (♦) in Theorem 7.4 is an open condition in the sense that the negated
condition is closed by the Semicontinuity Theorem (cf. [Har77], Chapter III, Theorem
12.8). This together with the facts that the moduli space M2 of non-singular curves of
genus 2 is irreducible and that we found an example of a curve C and a system |H| that
embeds C into P

5 as a smooth curve and such that the scrolltype of the g1
2(C)-scroll S

is equal to (e1, e2) and that satisfies (♦) implies that the condition (♦) is satisfied for
a general curve and a general complete linear system |H| of degree 7 on C that embeds
the curve as a smooth curve into P

5.
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Chapter 8

The degree of Sec3(C)

The aim of this chapter is to find the degree of the third secant variety Sec3(C) of a
smooth curve C of genus 2 and degree d ≥ 8 embedded in P

d−2. We will present three
methods to obtain this degree: The first one, which is presented in Section 8.2.1, uses
the presentation of Sec3(C) as the union of all g1

3(C)-scrolls.
After that we present in Section 8.2.2 a method that counts the number of all divisors
on C of degree 3 that impose at most two conditions on a given linear system of degree
d and dimension 4.
Finally, in Section 8.2.3, we introduce Berzolari’s formula which computes the number
of trisecant lines to a curve of genus g and degree d in P

4 and show for g = 2 and
d ≥ 8 the equality of the number this formula yields and the number we obtain from
our first two methods.

8.1 Preliminaries

Let C be a non-singular and irreducible curve of genus 2.
For any integer k ≥ 0 we denote by Pick(C) the set of all line bundles on C of degree
k modulo isomorphism. Here we will consider k = 0 and k = 3.
We define C3 to be the set of all effective divisors on C of degree 3. Notice that there is
a natural isomorphism C3

∼= C3/S3 = (C×C×C)/S3, where S3 denotes the symmetric
group on three letters. Thus the dimension of C3 is equal to 3.
Let u : C3 → Pic3(C) be the map given by u(D) := OC(D) for each D ∈ C3. All fibers
of u are isomorphic to P

1, in this way C3 is a projective bundle over Pic3(C), a fact
we will return to later.

Definition 8.1. The Jacobian variety of C, Jac(C), is defined as Pic0(C).

Note that by fixing a divisor D0 of degree 3 we obtain an isomorphism

μ : Pic0(C) → Pic3(C),

OC(D) �→ OC(D + D0).

Hence Pic3(C) ∼= Jac(C).
Fixing a point P0 on C gives an embedding

97
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ν : C → Jac(C),

R �→ [OC(R − P0)].

The dimension of Jac(C) is equal to the genus of C, which is equal to 2. Hence Jac(C)
is an abelian surface with theta divisor Θ which is the image of C under the above
map ν. This theta divisor on Jac(C) is thus isomorphic to C.
For fixed points P and Q on C we define

ΘP,Q := {[OC(P + Q + R)]|R ∈ C}.

ΘP,Q is a divisor on Pic3(C) and using the above isomorphism μ with D0 = P +Q+P0,
we see that the divisor ΘP,Q is isomorphic to Θ.
It is this ΘP,Q we will use later when we consider Θ on Pic3(C).

Proposition 8.2. The divisor Θ has self-intersection Θ2 = 2.

Proof. Choose points P , P ′, Q1 and Q2, Q1 = Q2, on C such that P + P ′ is a divisor
in |KC | and such that Q1 + Q2 is not a divisor in |KC |. There exists points Q′

1 and Q′
2

on C such that Q1 + Q′
1 ∈ |KC | and Q2 + Q′

2 ∈ |KC |, and we obtain the following:

Θ2 = ΘP,Q1.ΘP ′,Q2

= #{[OC(Q1 + Q2 + R)]|R ∈ {Q′
1, Q

′
2}}

= 2.

Let now C be embedded in P
d−2 with a complete linear system |H| of degree d ≥ 8.

The main aim of this section is to compute the degree of the third secant variety of C,
which is defined as

Sec3(C) =
⋃

D∈C3

span(D),

where by span(D) we denote the plane spanned by the three points in the effective
divisor D on C.

We will need Chern classes and Todd classes of vector bundles. Recall the definitions
from [Ful98], Chapter 3:

Definition 8.3. For a nonsingular variety X and each r ∈ N let Ar(X) denote the
group of cycles of codimension r on X modulo rational equivalence and set

A∗(X) := ⊕dim X
r=0 Ar(X).

For each r and s in N the intersection product gives a map:

Ar(X) × As(X) → Ar+s(X).

In this way A∗(X) turns into a group which is called the Chow group of X.
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Definition 8.4. Let E be a vector bundle of rank r on a variety X. The Chern
polynomial of E is defined as a formal power series

ct(E) :=

∞∑
i=0

ci(E)ti.

Notice that ci(E) = 0 for i > min{r, dim(X)}.
The Chern roots α1, . . . , αr of E are defined via the formal factorization

ct(E) = Πr
i=1(1 + αit).

Definition 8.5. Let E be a vector bundle of rank r on a variety X.
The Chern character of E is defined as

ch(E) = Πr
i=1e

αi ,

where α1, . . . , αr are the Chern roots of E. Expanding this product yields the first terms

ch(E) = r + c1(E) +
1

2
(c2

1(E) − 2c2(E)) +
1

6
(c3

1(E) − 3c1(E)c2(E) + 3c3(E)) + · · · .

Definition 8.6. The Todd class of a vector bundle E of rank r on a variety X is
defined as

td(E) = Πr
i=1

αi

1 − e−αi
,

where α1, . . . , αr are the Chern roots of E. Expanding this product yields the first terms:

td(E) = 1 +
1

2
c1(E) +

1

12
(c2

1(E) + c2(E)) +
1

24
c1(E)c2(E) + · · · .

If Y is a variety, then by td(Y ) we denote td(TY ), the Todd class of the tangent bundle.

We will need Todd classes only in the cases when the dimension of X is equal to 1 or
2, i.e. in these cases we have

td(E) = 1 +
1

2
c1(E) +

1

12
(c2

1(E) + c2(E)).

Definition 8.7. ([Ful98], §1.4)
Let f : X → Y be a proper morphism of varieties. For any subvariety V ⊆ X, the
image W := f(V ) is a closed subvariety of Y . If W has the same dimension as V ,
then the induced embedding K(W ) ↪→ K(V ) is a finite field extension. Now set

deg(V/W ) :=

{
[K(V ) : K(W )] if dim(W ) = dim(V )

0 if dim(W ) < dim(V )

Then the pushforward of the class of V is defined to be

f∗([V ]) := deg(V/W )[W ].

Proposition 8.8. (The projection formula, cf. [Ful98], Prop. 2.5(c)) Let f : X → Y
be a proper morphism of non-singular varieties, α ∈ Ak(X) and β ∈ Al(Y ). Then

f∗(α.f ∗β) = (f∗α).β

in A∗(Y ).
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In this chapter we need some Todd classes which we will find in Lemma 8.9.

Consider now the projections

C × Pic3(C)
p

�������������
q














C Pic3(C)

and

C × C3

ρ

�����������
π

�����������

C C3 ,

let P be a point on C such that 2P ∈ |KC| and set F := ρ∗(P ), f := p∗(P ) =
(1C × u)∗(F ).
In the rest of this chapter we will use the notation P , f and F both as varieties and
as classes.

Lemma 8.9. We have the following Todd classes:

(1) td(Pic3(C)) = 1.

(2) td(C) = 1 − P .

(3) td(C × Pic3(C)) = 1 − f .

Proof. (1) Since Pic3(C) ∼= Jac(C) is an abelian variety, we have KPic3(C) = 0 and
thus also c1(TPic3(C)) = 0.

(2) td(C) = 1 + 1
2
c1(TC) = 1 − 1

2
KC = 1 − P .

(3) td(C × Pic3(C)) = td(p∗(C)). td(q∗ Pic3(C)) = 1 − f .

Let Δ ⊆ C × C3 be the universal divisor, i.e. Δ|C×{D}
∼= D for all D ∈ C3, or writing

this in term of incidences,

Δ = {(R, D) ∈ C × C3|R ∈ D}.

For each point Q ∈ C there is a divisor XQ on C3, namely given by

XQ = {Q + D′|D′ ∈ C2}.

Now we are able to define a line bundle L on C × Pic3(C) which turns out to be a
Poincaré line bundle. Our first method for computing the degree of Sec3(C) uses the
identification of Sec3(C) as a degeneracy locus of a map of vector bundles involving a
Poincaré line bundle of degree 3.
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8.1.1 The Poincaré line bundle L

We will first give the definition of a Poincaré line bundle:

Definition 8.10. A Poincaré line bundle of degree k is a line bundle L on C×Pick(C)
such that L|C×[OC(D)]

∼= OC(D) for all points [OC(D)] in Pick(C).

As mentioned above, in this section we will only consider Poincaré line bundles of
degree 3.
Now fix a point Q on C and set

L := (1 × u)∗(OC×C3(Δ − π∗(XQ))).

Notice that L is a line bundle, since [Δ− π∗(XQ)] is trivial on each fiber (1× u)∗(P ×
[OC(D0)]) = P × [|D0|] of (1 × u) such that neither P0 nor Q is a basepoint of |D0|.
Since all fibers of (1 × u) are algebraically equivalent, [Δ − π∗(XQ)] is trivial on all
fibers of (1 × u).

Claim 8.11. The line bundle L is a Poincaré line bundle which is trivial on Q ×
Pic3(C), i.e. the following holds:

(1) L|C×[OC(D)]
∼= OC(D) for every point [OC(D)] in Pic3(C).

(2) L|Q×Pic3(C)
∼= OC×Pic3(C)|Q×Pic3(C)

∼= OQ×Pic3(C)
∼= OPic3(C).

Proof. In order to verify (1) our strategy is as follows:
We will first show that OC×C3(Δ−π∗(XQ))|C×|D|

∼= OC×|D|(C×|D|) for all |D| ∈ G1
3(C).

It is enough to check this isomorphism for basepoint-free |D| ∈ G1
3(C), since the set of

all basepoint-free systems |D| ∈ G1
3(C) is an open and dense set in the set of all systems

|D| ∈ G1
3(C) and the condition that OC×C3(Δ− π∗(XQ))|C×|D|

∼= OC×|D|(C × |D|) is a
closed condition. Let now |D| ∈ G1

3(C) be basepoint-free.
Set X := Δ|C×|D| and Y := π∗(XQ)|C×|D|. Then X and Y are divisors on the ruled
surface C × |D| ∼= C ×P

1. Let

C × |D|
κ

�����������
λ

��


C |D|

be the two projections. The group Num(C×|D|) is generated by a a fiber F0 = κ∗(P0)
with P0 ∈ C and a section C0 := λ∗(D0) with D0 ∈ |D|, satisfying F 2

0 = 0, C2
0 = 0 and

C0.F0 = 1.
Now we want to find the linear equivalence classes of X and Y : We set [X ] = aC0 +bF0

and [Y ] = cC0 + dF0.
As sets we can write:

X = {(R, E) ∈ C × |D||R ∈ E},

Y = {(R, E) ∈ C × |D||Q ∈ E}.

We conclude:
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a = [X ].F0 = number of elements in |D − P0| = 1,

c = [Y ].F0 = number of elements in |D − Q| = 1.

Moreover, X |C0 = κ∗(D0) and Y|C0 = 0.
Since on a fiber F0

∼= P
1 linear equivalence is the same as numerical equivalence, we

obtain the linear equivalence classes [X ] = C0 + κ∗(D) and [Y ] = C0, which implies
that OC×C3(Δ − π∗(XQ))|C×|D|

∼= OC×|D|(κ
∗(D)).

Consider now the following commutative diagram

C × |D|

ι

��

κ �� C

ν

��
C × C3

1×u �� C × Pic3(C),

where ι is the inclusion and ν is the map 1 × [OC(D)].
Finally, we show that L|C×[OC(D)]

∼= OC(D) for all [OC(D)] ∈ Pic3(C).
By the projection formula for line bundles we obtain

OC×C3(Δ − π∗(XQ)) ∼= (1 × u)∗(L)

and consequently

κ∗ι
∗(OC×C3(Δ − π∗(XQ))) = κ∗ι

∗(1 × u)∗(L)

= κ∗κ
∗ν∗(L) = ν∗(L).

This implies that

L|C×[OC(D)]
∼= ν∗L

= κ∗ι
∗OC×C3(Δ − π∗(XQ))

= κ∗OC×C3(Δ − π∗(XQ))|C×|D|

∼= κ∗OC×|D|(κ
∗(D))

∼= κ∗κ
∗OC(D) = OC(D).

In order to prove (2) it suffices to show that OC×C3(Δ− π∗(XQ))|Q×C3
∼= OC×C3 |Q×C3.

This follows from the fact that Δ|Q×C3 = XQ.

Remark 8.12. We have shown that L as defined above is a Poincaré line bundle of
degree 3 that is trivial on Q × Pic3(C). Moreover, L is also unique with the property
that L|Q×Pic3(C)

∼= OPic3(C). The uniqueness here comes from the fact that if L and L′

are two Poincaré line bundles, i.e. L|C×[OC(D)]
∼= OC(D) and L′|C×[OC(D)]

∼= OC(D),
then L ⊗ (L′)−1 = q∗(R) for some bundle R on Pic3(C) and R ∼= q∗(R)|Q×Pic3(C) =
L⊗ (L′)−1|Q×Pic3(C) = OPic3(C).

We define the following vector bundles on Pic3(C) ∼= Jac(C):
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H = q∗(L),

G = q∗(p
∗OC(H) ⊗ L−1).

Since the fibre of H over a point [OC(D)] ∈ Pic3(C) is equal to H0(OC(D)), the rank of
H is equal to h0(OC(D)) = 2, and since the fibre of G over a point [OC(D)] ∈ Pic3(C)
is equal to H0(OC(H − D)), the rank of G is equal to h0(OC(H − D)) = d − 4.
We will use these vector bundles H and G in Section 8.2 to define a map of vector
bundles which degeneracy locus is equal to the third secant variety of C, Sec3(C). We
will need the Chern classes of H and G, and for this purpose we need the Chern classes
of L, which is our next aim to find.

8.1.2 The Chern classes of the Poincaré line bundle L

Following [ACGH85], Chapter VIII, §2 (pp. 333-336) we will now find the Chern classes
of the Poincaré line bundle L as defined in Section 8.10.
We set

c1(L) = c2,0 + c1,1 + c0,2,

where ci,j is the component of c1(L) in the (i, j)th term of the Künneth decomposition

H2(C × Pic3(C)) = (H2(C) ⊗ H0(Pic3(C)))

⊕(H1(C) ⊗ H1(Pic3(C)))

⊕(H0(C) ⊗ H2(Pic3(C))).

Since L|Q×Pic3(C)
∼= OPic3(C) we find that c0,2 = 0, and the fact that L|C×[OC(D)]

∼=

OC(D) for all [OC(D)] ∈ Pic3(C) implies that c2,0 = 3f . From [ACGH85], p.335, we
find that c1,1 =: γ, with

γ2 = −2f.q∗(Θ), γ3 = f.γ = 0.

We obtain

c1(L) = 3f + γ

and consequently

ch(L) = ec1(L) = 1 + 3f + γ − f.q∗(Θ).

Soon we are able to compute the Chern classes of the bundles H and G, before we will
do so we need a lemma:

Lemma 8.13. We have the following pushforwards:

(1) q∗(1) = 0.

(2) q∗(f) = 1.

(3) q∗(γ) = 0.
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Proof.

(1) q∗(1) = q∗([C×Pic3(C)]) = 0 since dim(q(C×Pic3(C))) = dim(Pic3(C)) < dim(C×
Pic3(C)).

(2) Since q(f) = Pic3(C) has the same dimension as f , we have q∗(f) = a[Pic3(C)] for
some positive integer a. By the projection formula we obtain for every point [OC(D0)] ∈
Pic3(C): a = q∗(f).[OC(D0)] = q∗(f.q∗[OC(D0)]) = f.q∗[OC(D0)] = [P ×Pic3(C)].[C×
OC(D0)] = 1, where we could use the equality q∗(f.q∗[OC(D0)]) = f.q∗[OC(D0)] since
f.q∗[OC(D0)] is 0-dimensional.

(3) Since γ is a divisor on C × Pic3(C), we must have q∗(γ) = a[Pic3(C)] for some
non-negative integer a. By the projection formula we have a = q∗(γ).[OC(D0)] =
q∗(γ.q∗[OC(D0)]) = γ.q∗[OC(D0)] = c1(L).q∗[OC(D0)] − q∗(3f) = 3 − 3 = 0, where
again we could use the equality q∗(γ.q∗[OC(D0)]) = γ.q∗[OC(D0)] since γ.q∗[OC(D0)]
is 0-dimensional.

8.1.3 The Chern classes of H

The Chern classes of H we obtain by the Grothendieck-Riemann-Roch Theorem:

ch(q∗(L)). td(Pic3(C)) = q∗(ch(L). td(C × Pic3(C))),

i.e. by Lemma 8.9 we obtain

ch(H) = ch(q∗L)

= q∗(ch(L).(1 − f)) = q∗((1 + 3f + γ − f.q∗(Θ)).(1 − f))

= q∗(1 + 2f + γ − f.q∗(Θ)).

By Lemma 8.13 and the projection formula we can conclude:

ch(H) = 2 − q∗(f).Θ = 2 − Θ.

Consequently we obtain for the Chern polynomial

ct(H) = e−Θt.

8.1.4 The Chern classes of G

In order to find the Chern classes of G we again use the Grothendieck-Riemann-Roch
formula:

ch(q∗(p
∗(OC(H) ⊗ L−1))). td(Pic3(C))

= q∗(ch(p∗(OC(H) ⊗ L−1)). td(C × Pic3(C))).

We obtain by Lemma 8.9, Lemma 8.13 and the projection formula
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ch(G) = ch(q∗(p
∗OC(H) ⊗ L−1))

= q∗(ch(p∗OC(H) ⊗ L−1).(1 − f))

= q∗(p
∗(ch(OC(H))). ch(L−1).(1 − f))

= q∗((1 + p∗(H)).(1 − 3f − γ − f.q∗(Θ)).(1 − f))

= q∗((1 + df).(1 − 4f − γ − f.q∗(Θ)))

= q∗(1 + (d − 4)f − γ − f.q∗(Θ))

= d − 4 − Θ.

This yields for the Chern polynomial:

ct(G) = e−Θt.

8.1.5 C3 as a P
1-bundle over Jac(C)

A fiber of u over a point [OC(D)] ∈ Pic3(C) is equal to the linear system |D| ∼= P
1.

In this way C3 is a projective line bundle over Pic3(C). That is, C3 = P(E), where E
is a bundle of rank 2 over Pic3(C). If we tensorize a vector bundle E which satisfies
P(E) ∼= C3 with a line bundle L, then we still have P(E ⊗ L) ∼= C3, but, on the other
hand, E is also unique up to isomorphism and tensorizing with a line bundle.

By Proposition (2.1)(i) in Chapter VII, §2 in [ACGH85] we may take E = q∗(L). With
E = q∗L we have in addition by Proposition (2.1)(ii), Loc. cit., the identification
OP(E)(1) = OC3(XQ).

Consequently we can also take E = u∗(OC3(XQ)).

Set x := c1(OC3(XQ)) = c1(OE(1)), let Θ be the Theta divisor on Pic3(C), as described
as ΘP,Q in Chapter 8.1, and set θ := u∗(Θ) ⊆ C3.

By [Fulton], Ex. 4.3.3, or using the fact that E can be chosen as q∗(L) and the
computations of ch(q∗L) in Section 8.1.3, we have:

c1(u
∗(E)) = −θ,

c2(u
∗(E)) =

1

2
θ2.

Remark 8.14. From Remark 3.2.4 in [Ful98] (cf. also [Har77], Appendix A) we obtain
the relation

x2 + c1(u
∗E) + c2(u

∗E) = 0.

Using our above remark this turns into

x2 − u∗(Θ) +
1

2
u∗(Θ2) = 0.

Now we come to our main aim of this chapter, namely the computation of the degree
of the third secant variety of C, Sec3(C).
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8.2 Computations of the degree of Sec3(C)

Our aim in the following sections is to compute the degree of the third secant variety
of a curve C of genus 2 and degree d ≥ 8, embedded in P

d−2,

Sec3(C) =
⋃

D∈C3

span(D),

using three different methods.
The expected dimension of Sec3(C) where C is a curve in P

d−2 is equal to min{5, d−2},
i.e. for d = 5, d = 6 and d = 7 the third secant variety is equal to the ambient space
P

d−2, consequently the degree of Sec3(C) is equal to 1 in these cases. Hence we will
now restrict ourselves to the cases when the degree of C is bigger or equal to 8.
The three different methods will be:

(I) Set E := G �OPd−2(−1) and F := H∗
�OPd−2 . These are two vector bundles on

Pic3(C) ×P
d−2 of rank d − 4 and 2 respectively.

There is a map Φ : E → F which is induced by the multiplication of fibers:

H0(OC(H − D)) ⊗ H0(OC(D)) → H0(OC(H)).

Set
X1 := X1(Φ) := {x ∈ Pic3(C) × P

d−2| rk(Φx) ≤ 1}

Consider the two projections

Pic3(C) × P
d−2

p2














p1



�����������

Pic3(C) P
d−2

and their restrictions to X1:

X1
p1|X1

����
��

��
��

�
p2|X2

����
��

��
��

�

Pic3(C) P
d−2.

We have the following:

(i) Over every point [OC(D)] ∈ Pic3(C) the fibre of p1|X1 is the 3-dimensional
rational normal scroll V|D| ⊆ [OC(D)] × P

d−2 ∼= P
d−2 associated to |D|.

(ii) The image of such a fibre under the projection p2 is thus the rational normal
scroll V|D| in P

d−2.

(iii) Thus p2(X1) is the union of all g1
3(C)-scrolls V|D| in P

d−2 which again is
equal to Sec3(C).

Set x1 to be the class of X1. From the above we have (p2)∗(x1) = [Sec3(C)]. Let
h′ ⊆ P

d−2 be a hyperplane class, and set h := (p2)
∗(h′) ⊆ Pic3(C) ×P

d−2.
Since Sec3(C) ⊆ P

d−2 has dimension 5, we obtain the degree of Sec3(C) by
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intersecting with (h′)5.
Now we have

deg(Sec3(C)) = [Sec3(C)].(h′)5 = (p2)∗(x1).(h
′)5

= (p2)∗(x1.p
∗
2(h

′)5) = (p2)∗(x1.h
5) = x1.h

5.

That is, with this approach we have to find the class x1.

(II) A second method is given by counting the number of all divisors of degree 3 on
C that impose at most two conditions on a linear system on C of degree d and
dimension 4. A very ample linear system of degree d and dimension 4 on C gives
an embedding of C into P

4 as a curve of degree d. The divisors of degree 3 that
impose dependent conditions on such a system give a trisecant line to the curve
in P

4. Thus we see that for very ample linear systems of degree d and dimension
4 this method is equivalent to the third method.

(III) The number of trisecant lines to a smooth curve of genus g and degree d in P
4 is

well-known and given by Berzolari’s formula. We show that for g = 2 and d ≥ 8
this number is equal to the degree of Sec3(C) we found with the first method and
thus justify that all the three methods yield the same number.

8.2.1 First method

Here the aim is to find the class x1 of X1(Φ).
Since X1(Φ) has expected dimension 5 = dim(Pic3(C)×P

d−2)− (d− 4− 1)(2− 1), by
Porteous’ formula (cf. [ACGH], Chapter II, (4.2)) we obtain the following:

x1 = Δ1,d−5(ct(F − E))

= det

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

c1 c2 c3 · · · cd−6 cd−5

1 c1 c2 · · · cd−7 cd−6

0 1 c1 · · · cd−8 cd−7

. . .
...

...
0 0 0 · · · c1 c2

0 0 0 · · · 1 c1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
=:Ad−5

,

where ci := ci(F − E) and ci(F − E) is defined via ct(F − E) := ct(F )
ct(E)

.
In Sections 8.1.3 and 8.1.4 we found

ct(H) = ct(G) = e−Θt.

We thus obtain
ct(F ) = ct(p

∗
1H

∗) = c−t(p
∗
1H) = ep∗1Θt.

We compute ct(E):
Let αi be the Chern roots of G and set βi := p∗1(αi). Then

ct(G) = Πd−4
i=1 (1 + αit),
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and we obtain:

ct(E) = Πd−4
i=1 (1 + (βi − h)t)

= Πd−4
i=1 (1 − ht)(1 + βi

t

1 − ht
)

= (1 − ht)d−4Πd−4
i=1 (1 + βi

t

1 − ht
)

= (1 − ht)d−4c t
1−ht

(p∗1G)

= (1 − ht)d−4e
−p∗1Θt

1−ht .

In the following we will identify Θ with p∗1(Θ), it will be clear from the context if we
mean Θ on Pic3(C) or Θ on Pic3(C) × P

d−2.
We conclude now:

ct(F − E) = eΘt(1 − ht)4−de
Θt

1−ht

= (1 − ht)4−de
2Θt−Θ.ht2

1−ht

= (1 − ht)4−d

∞∑
j=0

1

j!
(2Θt − Θ.ht2)j(1 − ht)−j

=
∞∑

j=0

(1 − ht)4−d−j 1

j!
(2Θt − Θ.ht2)j.

Since Θ3 = 0, we only get some contribution from j = 0, 1, 2, and thus obtain the
following:

ct(F − E) = (1 − ht)4−d + (1 − ht)3−d(2Θt − Θ.ht2)

+
1

2
(1 − ht)2−d(4Θ2t2 − 4Θ2.ht3 + Θ2.h2t4)

= (1 − ht)2−d((1 − ht)2 + (1 − ht)(2Θt − Θ.ht2) + 2Θ2t2 − 2Θ2.ht3)

+
1

2
(1 − ht)2−dΘ2.h2t4

=

(
1

1 − ht

)d−2

(1 + (2Θ − 2h)t + (2Θ2 − 3Θ.h + h2)t2)

+

(
1

1 − ht

)d−2

((Θ.h2 − 2Θ2.h)t3 +
1

2
Θ2.h2t4)

=

∞∑
k=0

(
d − 2 + k − 1

k

)
hktk(1 + (2Θ − 2h)t + (2Θ2 − 3Θ.h + h2)t2)

+
∞∑

k=0

(
d − 2 + k − 1

k

)
hktk((Θ.h2 − 2Θ2.h)t3 +

1

2
Θ2.h2t4)
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=

∞∑
k=0

(
d − 2 + k − 1

k

)
hktk

+

∞∑
k=0

(
d − 2 + k − 1

k

)
(2Θ.hk − 2hk+1)tk+1

+

∞∑
k=0

(
d − 2 + k − 1

k

)
(2Θ2.hk − 3Θ.hk+1 + hk+2)tk+2

+
∞∑

k=0

(
d − 2 + k − 1

k

)
(Θ.hk+2 − 2Θ2.hk+1)tk+3

+
∞∑

k=0

1

2

(
d − 2 + k − 1

k

)
Θ2.hk+2tk+4.

This implies that

ci(F − E) =

((
d − 3 + i

i

)
− 2

(
d − 4 + i

i − 1

)
+

(
d − 5 + i

i − 2

))
hi

+

(
2

(
d − 4 + i

i − 1

)
− 3

(
d − 5 + i

i − 2

)
+

(
d − 6 + i

i − 3

))
Θ.hi−1

+

(
2

(
d − 5 + i

i − 2

)
− 2

(
d − 6 + i

i − 3

)
+

1

2

(
d − 7 + i

i − 4

))
Θ2.hi−2

=

(
d − 5 + i

i

)
hi +

((
d − 5 + i

i − 1

)
+

(
d − 6 + i

i − 1

))
Θ.hi−1

+

(
2

(
d − 6 + i

i − 2

)
+

1

2

(
d − 7 + i

i − 4

))
Θ2.hi−2.

Now the last step in the computation of x1 is to find the determinant of the matrix
Ad−5:

Proposition 8.15. For d ≥ 8 the determinant of the matrix

Ad−5 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

c1 c2 c3 · · · cd−6 cd−5

1 c1 c2 · · · cd−7 cd−6

0 1 c1 · · · cd−8 cd−7

. . .
...

...
0 0 0 · · · c1 c2

0 0 0 · · · 1 c1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

is equal to

Dd−5 =

(
1

2

(
d − 2

3

)
− (d − 4)

)
Θ2.hd−7

+

((
d − 3

2

)
− 1

)
Θ.hd−6 + (d − 4)hd−5.
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Proof. For fixed d and n = 1, . . . , d − 5, k = 2, . . . , d − 6, let

dn := det

⎛
⎜⎜⎜⎜⎜⎝

c1 c2 c3 · · · cn

1 c1 c2 · · · cn−1

. . .
...

...
0 0 · · · c1 c2

0 0 · · · 1 c1

⎞
⎟⎟⎟⎟⎟⎠

and

bn,k := det

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ck ck+1 ck+2 · · · cn−1 cn

1 c1 c2 · · · cn−(k+1) cn−k

0 1 c1 · · · cn−(k+2) cn−(k+1)

. . .
...

...
0 0 0 · · · c1 c2

0 0 0 · · · 1 c1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

By expansion with respect to the first column we have for each n, k:

dn = c1dn−1 − bn,2

and

bn,k = ckdn−k − bn,k+1.

This gives us by induction:

dn =
n∑

i=1

(−1)i−1cidn−i.

Let d be fixed. We had computed that

ci =

(
d − 5 + i

i

)
hi

+

((
d − 5 + i

i − 1

)
+

(
d − 6 + i

i − 1

))
Θ.hi−1

+

(
2

(
d − 6 + i

i − 2

)
+

1

2

(
d − 7 + i

i − 4

))
Θ2.hi−2.

So we can compute di for low i:



8.2. Computations of the degree of Sec3(C) 111

d0 := 1,

d1 = c1 = (d − 4)h + 2Θ,

d2 = c2
1 − c2 =

(
d − 4

2

)
h2 + (2d − 9)Θ.h + 2Θ2,

d3 = c3
1 − 2c1c2 + c3

=

(
d − 4

3

)
h3 + (d − 5)2Θ.h2 + (2d − 10)Θ2.h.

This leads us to the following proposition:

Proposition 8.16. For n ≥ 3 we have

dn =

(
d − 4

n

)
hn +

((
d − 3

n

)
−

(
d − 5

n

))
Θ.hn−1

+

(
1

2

(
d − 2

n

)
−

(
d − 4

n

)
+

1

2

(
d − 6

n

))
Θ2.hn−2.

Proof. By induction over n:

dn =
n∑

i=1

(−1)i−1cidn−i

=
n∑

i=1

(−1)i−1

((
d − 5 + i

i

)
hi +

((
d − 6 + i

i − 1

)
+

(
d − 5 + i

i − 1

))
Θ.hi−1

+

(
2

(
d − 6 + i

i − 2

)
+

1

2

(
d − 7 + i

i − 4

))
Θ2.hi−2

)

.

((
d − 4

n − i

)
hn−i +

((
d − 3

n − i

)
−

(
d − 5

n − i

))
Θ.hn−i−1

+

(
1

2

(
d − 2

n − i

)
−

(
d − 4

n − i

)
+

1

2

(
d − 6

n − i

))
Θ2.hn−i−2

)
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=
n∑

i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 4

n − i

)
hn

+

n∑
i=1

(−1)i−1

((
d − 5 + i

i

)(
d − 3

n − i

)
−

(
d − 5 + i

i

)(
d − 5

n − i

)

+

(
d − 4

n − i

)(
d − 6 + i

i − 1

)
+

(
d − 4

n − i

)(
d − 5 + i

i − 1

))
Θ.hn−1

+

n∑
i=1

(−1)i−1

(
1

2

(
d − 5 + i

i

)(
d − 2

n − i

)
−

(
d − 5 + i

i

)(
d − 4

n − i

)

+
1

2

(
d − 5 + i

i

)(
d − 6

n − i

)
+

(
d − 6 + i

i − 1

)(
d − 3

n − i

)

−

(
d − 6 + i

i − 1

)(
d − 5

n − i

)
+

(
d − 5 + i

i − 1

)(
d − 3

n − i

)

−

(
d − 5 + i

i − 1

)(
d − 5

n − i

)
+ 2

(
d − 6 + i

i − 2

)(
d − 4

n − i

)

+
1

2

(
d − 7 + i

i − 4

)(
d − 4

n − i

))
Θ2.hn−2.

Using the binomial identities

(a) Upper negation:
(
−r

m

)
= (−1)m

(
r+m−1

m

)
for r, m ∈ N,

(b) Vandermonde’s identity:
∑r

k=0

(
m

k

)(
s

r−k

)
=
(

m+s

r

)
for m, r, s ∈ N

we obtain the following:

(1) The coefficient in front of hn is equal to

n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 4

n − i

)
=

n∑
i=1

(−1)2i−1

(
4 − d

i

)(
d − 4

n − i

)

= −

(
0

n

)
+

(
d − 4

n

)
=

(
d − 4

n

)

for n ≥ 1.

(2) The coefficient in front of Θ.hn−1 is equal to
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n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 3

n − i

)
−

n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 5

n − i

)

+
n∑

i=1

(−1)i−1

(
d − 6 + i

i − 1

)(
d − 4

n − i

)
+

n∑
i=1

(−1)i−1

(
d − 5 + i

i − 1

)(
d − 4

n − i

)

=
n∑

i=1

(−1)2i−1

(
4 − d

i

)(
d − 3

n − i

)
−

n∑
i=1

(−1)2i−1

(
4 − d

i

)(
d − 5

n − i

)

+

n∑
i=1

(−1)2i−2

(
4 − d

i − 1

)(
d − 4

n − i

)
+

n∑
i=1

(−1)2i−2

(
3 − d

i − 1

)(
d − 4

n − i

)

= −

(
1

n

)
+

(
d − 3

n

)
+

(
−1

n

)
−

(
d − 5

n

)
+

n−1∑
i=0

(
4 − d

i

)(
d − 4

n − i − 1

)

+

n−1∑
i=0

(
3 − d

i

)(
d − 4

n − i − 1

)

=

(
d − 3

n

)
+

(
−1

n

)
−

(
d − 5

n

)
+

(
0

n − 1

)
+

(
−1

n − 1

)

=

(
d − 3

n

)
−

(
d − 5

n

)
+ (−1)n + (−1)n−1

=

(
d − 3

n

)
−

(
d − 5

n

)

for n ≥ 2.

(3) The coefficient in front of Θ2.hn−2 is equal to

1

2

n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 2

n − i

)
−

n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 4

n − i

)

+
1

2

n∑
i=1

(−1)i−1

(
d − 5 + i

i

)(
d − 6

n − i

)
+

n∑
i=1

(−1)i−1

(
d − 6 + i

i − 1

)(
d − 3

n − i

)

−
n∑

i=1

(−1)i−1

(
d − 6 + i

i − 1

)(
d − 5

n − i

)
+

n∑
i=1

(−1)i−1

(
d − 5 + i

i − 1

)(
d − 3

n − i

)

−
n∑

i=1

(−1)i−1

(
d − 5 + i

i − 1

)(
d − 5

n − i

)
+ 2

n∑
i=1

(−1)i−1

(
d − 6 + i

i − 2

)(
d − 4

n − i

)

+
1

2

n∑
i=1

(−1)i−1

(
d − 7 + i

i − 4

)(
d − 4

n − i

)
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=
1

2

n∑
i=1

(−1)2i−1

(
4 − d

i

)(
d − 2

n − i

)
−

n∑
i=1

(−1)2i−1

(
4 − d

i

)(
d − 4

n − i

)

+
1

2

n∑
i=1

(−1)2i−1

(
4 − d

i

)(
d − 6

n − i

)
+

n∑
i=1

(−1)2i−2

(
4 − d

i − 1

)(
d − 3

n − i

)

−
n∑

i=1

(−1)2i−2

(
4 − d

i − 1

)(
d − 5

n − i

)
+

n∑
i=1

(−1)2i−2

(
3 − d

i − 1

)(
d − 3

n − i

)

−
n∑

i=1

(−1)2i−2

(
3 − d

i − 1

)(
d − 5

n − i

)
+ 2

n∑
i=1

(−1)2i−3

(
3 − d

i − 2

)(
d − 4

n − i

)

+
1

2

n∑
i=1

(−1)2i−5

(
2 − d

i − 4

)(
d − 4

n − i

)

= −
1

2

(
2

n

)
+

1

2

(
d − 2

n

)
+

(
0

n

)
−

(
d − 4

n

)
−

1

2

(
−2

n

)
+

1

2

(
d − 6

n

)

+
n−1∑
i=0

(
4 − d

i

)(
d − 3

n − i − 1

)
−

n−1∑
i=0

(
4 − d

i

)(
d − 5

n − i − 1

)

+
n−1∑
i=0

(
3 − d

i

)(
d − 3

n − i − 1

)
−

n−1∑
i=0

(
3 − d

i

)(
d − 5

n − i − 1

)

− 2

n−2∑
i=0

(
3 − d

i

)(
d − 4

n − i − 2

)
−

1

2

n−4∑
i=0

(
2 − d

i

)(
d − 4

n − i − 4

)

=
1

2

(
d − 2

n

)
−

(
d − 4

n

)
−

1

2

(
−2

n

)
+

1

2

(
d − 6

n

)
+

(
1

n − 1

)

−

(
−1

n − 1

)
+

(
0

n − 1

)
−

(
−2

n − 1

)
− 2

(
−1

n − 2

)
−

1

2

(
−2

n − 4

)

=
1

2

(
d − 2

n

)
−

(
d − 4

n

)
+

1

2

(
d − 6

n

)
+

1

2
(−1)n−1(n + 1) + (−1)n+2

+ (−1)nn + 2(−1)n−1 +
1

2
(−1)n−3(n − 3)

=
1

2

(
d − 2

n

)
−

(
d − 4

n

)
+

1

2

(
d − 6

n

)

for n ≥ 3.

To finish the proof of Proposition 8.15 we put n = d − 5 ≥ 3 in the above expressions
for the coefficients:
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Dd−5 = dd−5 =

(
d − 4

d − 5

)
hd−5 +

((
d − 3

d − 5

)
−

(
d − 5

d − 5

))
Θ.hd−6

+

(
1

2

(
d − 2

d − 5

)
−

(
d − 4

d − 5

)
+

1

2

(
d − 6

d − 5

))
Θ2.hd−7

= (d − 4)hd−5 +

((
d − 3

2

)
− 1

)
Θ.hd−6

+

(
1

2

(
d − 2

3

)
− (d − 4)

)
Θ2.hd−7.

Now we are able to deduce the formula for the degree of Sec3(C) where C is a curve
of genus 2 and degree d ≥ 8 in P

d−2:

Proposition 8.17. The degree of the third secant variety Sec3(C) of a curve of genus
2 and degree d ≥ 8 in P

d−2 is equal to(
d − 2

3

)
− 2(d − 4).

Proof. Since Sec3(C) has dimension 5, we have to intersect with (h′)5 where h′ is a
hyperplane class in P

d−2 in order to obtain the degree of Sec3(C). From the above
remarks we now have to find deg x1.h

5.
We have

deg x1.h
5 = degDd−5.h

5

=

(
1

2

(
d − 2

3

)
− (d − 4)

)
deg Θ2.hd−2.

Since deg Θ2.hd−2 = 2 (cf. Proposition 8.2) we finally obtain

degDd−5.h
5 = 2

(
1

2

(
d − 2

3

)
− (d − 4)

)
=

(
d − 2

3

)
− 2(d − 4).

8.2.2 Second method

Now we take a general linear system |D| of degree d and dimension 4, and we count
the number of all divisors of degree 3 on C that impose at most 2 conditions on |D|.
In the first section we introduced the map

u : C3 → Pic3(C),

D �→ OC(D).
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Let Θ be the theta divisor on Jac(C) ∼= Pic3(C) and set θ := u∗(Θ).
Moreover, fix a point Q ∈ C, and let x be the class of the divisor XQ := {D ∈ C3|Q ∈
D} on C3, and let

Y := {divisors in C3 that impose at most two conditions on |D|}.

The expected dimension of Y is equal to 0, and by Lemma 4.1 in [ACGH85], Chapter
VIII, §4, we know that the class of Y is given by

[Y ] = Δ3,1((1 + xt)d−4e
θt

1+xt ).

Before we compute the above class we observe the following:

(1 + xt)d−4e
θt

1+xt = (1 + xt)d−4

∞∑
j=0

1

j!
(1 + xt)−jθjtj

=
∞∑

j=0

1

j!
(1 + xt)d−4−jθjtj

=

∞∑
i,j=0

1

j!

(
d − 4 − j

i

)
θj.xiti+j

=
∞∑

m=0

(
m∑

j=0

1

j!

(
d − 4 − j

m − j

)
θj .xm−j

)
tm.

Now Δ3,1((1 + xt)d−4e
θt

1+xt ) is just the coefficient in front of t3, i.e.

Δ3,1((1 + xt)d−4e
θt

1+xt ) =
3∑

j=0

1

j!

(
d − 4 − j

3 − j

)
θj .x3−j

=

(
d − 4

3

)
x3 +

(
d − 5

2

)
θ.x2 +

1

2
(d − 6)θ2.x.

Our aim now is to find the degree of [Y ], i.e. we have to find deg(x3), deg(θ.x2) and
deg(θ2.x). In order to do so we need a lemma:

Lemma 8.18. We have the following pushforwards:

(1) u∗(1) = 0.

(2) u∗(x) = 1.

(3) u∗(x
2) = Θ.

(4) u∗(x
3) = 1

2
Θ2.

Proof. (1) Since u(C3) = Pic3(C) and dim(Pic3(C)) = 2 < 3 = dim(C3), we obtain
u∗(1) = u∗([C3]) = 0.
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(2) Since the dimension of XQ is equal to 2, u∗(x) will either be zero or some positive
multiple of [Pic3(C)], i.e. u∗(x) = a[Pic3(C)] for some non-negative integer a.
Using the projection formula we obtain for every point [OC(D)] ∈ Pic3(C) such
that Q is not a basepoint of |D|:
a = u∗(x).[OC(D)] = u∗(x.u∗[OC(D)]) = x.u∗[OC(D)] = x.|D| = 1.

(3) This equality we obtain by Remark 8.14: Taking the pushforward of both sides of
the equation x2 = u∗(Θ).x− 1

2
u∗(Θ2) and using the projection formula we obtain

u∗(x
2) = u∗(u

∗(Θ).x) −
1

2
u∗u

∗(Θ2)

= Θ.u∗(x) −
1

2
Θ2.u∗(1)

= Θ.

(4) Also here we use Remark 8.14: From x2 = u∗(Θ).x − 1
2
u∗(Θ2) we obtain

x3 = u∗(Θ).x2 −
1

2
u∗(Θ2).x

=
1

2
u∗(Θ2).x

and thus

u∗(x
3) =

1

2
u∗(u

∗(Θ2).x)

=
1

2
Θ2.u∗(x)

=
1

2
Θ2.

Now we can conclude the following by Lemma 8.18 and Proposition 8.2:

deg(θ2.x) = deg(u∗(θ
2.x)) = deg(u∗(u

∗(Θ2).x))

= deg(Θ2.u∗(x)) = deg(Θ2) = 2,

deg(θ.x2) = deg(u∗(θ.x
2)) = deg(u∗(u

∗(Θ).x2))

= deg(Θ.u∗(x
2)) = deg(Θ2) = 2

and

deg(x3) = deg(u∗(x
3)) = deg(

1

2
Θ2) = 1.
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Consequently, we obtain the following:

deg[Y ] = deg(x3)

(
d − 4

3

)
+ deg(θ.x2)

(
d − 5

2

)
+ deg(θ2.x)

1

2
(d − 6)

=

(
d − 4

3

)
+ 2

(
d − 5

2

)
+ (d − 6)

=

(
d − 2

3

)
−

(
d − 3

2

)
+

[(
d − 5

2

)
−

(
d − 4

2

)]
+

(
d − 5

2

)
+ (d − 6)

=

(
d − 2

3

)
−

(
d − 3

2

)
+

(
d − 5

2

)
− (d − 5) + (d − 6)

=

(
d − 2

3

)
−

[(
d − 4

2

)
+ (d − 4)

]
+

[(
d − 4

2

)
− (d − 5)

]
− 1

=

(
d − 2

3

)
− 2(d − 4).

8.2.3 Third method: Berzolari’s formula for the number of

trisecant lines to a smooth curve of genus g and degree d
in P

4

The number of trisecant lines to a smooth curve of genus g and degree d in P
4 is

well-known and given by Berzolari’s formula (cf. e.g. [BC99], §4).
This number is equal to

(
d−2
3

)
− g(d−4). In our situation g is equal to 2, and for d ≥ 8

the number Berzolari’s formula yields is exactly equal to the degree of Sec3(C), where
C is a curve of degree d and genus 2 in P

d−2, which we found in Sections 8.2.1 and
8.2.2.
Why are these two numbers equal?
Let C be a curve of degree d ≥ 8 and genus 2 embedded in P

d−2. Since the dimension
of Sec3(C) is equal to 5, in order to find the degree of Sec3(C) we have to intersect
Sec3(C) with 5 general hyperplanes. Let now V denote the intersection of 5 general
hyperplanes in P

d−2, i.e. V is a general space of codimension 5 in P
d−2.

Since dim(Sec2(C)) = 3 and codim(V ) = 5, V and Sec2(C) do not intersect. This
implies that V cannot intersect any plane in Sec3(C) in a line, since every plane in
Sec3(C) contains three lines in Sec2(C), and so if V intersects a plane in a line L, then
L intersects at least one of those lines in Sec2(C) in a point which obviously lies in
Sec2(C).
The last step is now to project from V down to P

4. Since V was chosen to be a general
space of codimension 5, V does not intersect the curve C, and thus the curve in P

4

which is the image of C under the projection from V is also a curve of degree d and
genus 2.
Moreover, the fact that V does not intersect Sec2(C) implies that the image curve is
smooth.
A trisecant plane to C ⊆ P

d−2 which intersects V in one point projects down to a
trisecant line to the image curve in P

4.
Summarizing, the number of trisecant planes to C ⊆ P

d−2 that intersect V in one point
is exactly equal to the number of trisecant lines to the image curve in P

4, and thus
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it follows that the degree of Sec3(C) is equal to the number of trisecant lines to the
image curve in P

4.

Remark 8.19. For d = 6 and d = 7 the formula for the degree of Sec3(C) does not
make sense, since for these values of d the third secant variety Sec3(C) is equal to the
ambient space P

d−2. That is the reason we restrict to the cases d ≥ 8 in our three
methods. However, Berzolari’s formula is still valid for the cases d = 6 and d = 7
since this formula counts the number of trisecant lines to curves of degree d and genus
2 in P

4. This number is equal to 0 for d = 6, since in this case C is linearly normal
embedded in P

4, and thus C ⊆ P
4 has no trisecant lines by Corollary 3.2. In the case

d = 7 this number is equal to 4, which reflects the fact that through each general point
on the curve there are 4 trisecant planes.
For a curve C ⊆ P

3 of genus 2 and degree 5 there are infinitely many trisecant lines,
since C is of type (2, 3) on a smooth quadric which is isomorphic to P

1 × P
1.
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Appendix A

Appendix to Chapter 4

In this appendix we list the matrices that give the maps in the resolution of OC as
OPd−2-module as presented in Chapter 4, for d = 7 and d = 8.

A.1 d = 7

Let

M =

(
x0 x1 x3 x4

x1 x2 x4 x5

)
and let S be the two-dimensional rational normal scroll defined by the (2 × 2)-minors
of M .
Let

q1 = x0x2 − x2
1,

q2 = x0x4 − x1x3,

q3 = x0x5 − x1x4,

q4 = x1x4 − x2x3,

q5 = x1x5 − x2x4,

q6 = x3x5 − x2
4

denote the (2×2)-minors of M , let l1, l2, l3, l4 ∈ k[x0, x1, x2, x3, x4, x5] be general linear
forms and set

Q1 = l1x0 + l2x1 + l3x3 + l4x4,

Q2 = l1x1 + l2x2 + l3x4 + l4x5.

In Section 3.5 we have seen that the ideal (q1, q2, q3, q4, q5, q6, Q1, Q2) =: IC defines a
smooth curve C of genus 2 and degree 7 with associated g1

2(C)-scroll S.
The mapping cone C1(−2) → C0 is a minimal resolution of OC as OP5-module.
That is, we consider the following complex:

0 �� O2(−6)
A2 ��

C2

��

O4(−5)
A1 ��

C1

��

O4(−3)
A0 ��

C0

��

O2(−2) ��

(−Q2,Q1)

��

IC,S
��

��

0

0 �� O3(−4)
B2 �� O8(−3)

B1 �� O6(−2)
B0 ���� O �� OS

�� 0,
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where the maps are given by multiplication with the following matrices:

A0 = M =

(
x0 x1 x3 x4

x1 x2 x4 x5

)
, A1 =

⎛
⎜⎜⎝

q4 q5 q6 0
−q2 −q3 0 q6

q1 0 −q3 −q5

0 q1 q2 q4

⎞
⎟⎟⎠ ,

A2 =

⎛
⎜⎜⎝

x4 x5

−x3 −x4

x1 x2

−x0 −x1

⎞
⎟⎟⎠ , B0 =

(
q1 q2 q3 q4 q5 q6

)
,

B1 =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 x4 x3 0 0 x5 x4

0 x4 0 −x1 0 x5 0 −x2

0 −x3 −x1 0 0 −x4 −x2 0
x4 0 0 x0 x5 0 0 x1

−x3 0 x0 0 −x4 0 x1 0
x1 x0 0 0 x2 x1 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠ ,

B2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x0 0 x1

−x1 0 −x2

x3 0 x4

−x4 0 −x5

0 x1 x0

0 −x2 −x1

0 x4 x3

0 −x5 −x4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, C0 =

⎛
⎜⎜⎜⎜⎜⎜⎝

−l2 l1 0 0
−l3 0 l1 0
−l4 0 0 l1
0 −l3 l2 0
0 −l4 0 l2
0 0 −l4 l3

⎞
⎟⎟⎟⎟⎟⎟⎠ ,

C1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

l4x1 −l3x1 l2x1 Q2 − l1x1

−l4x2 l3x2 Q2 − l2x2 l1x2

l4x4 Q2 − l3x4 l2x4 −l1x4

Q2 − l4x5 l3x5 −l2x5 l1x5

0 0 0 −Q1

0 0 −Q1 0
0 −Q1 0 0

−Q1 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, C2 =

⎛
⎝ −Q2 0

0 Q1

Q1 0

⎞
⎠ .

A.2 d = 8

Let

M =

(
x0 x1 x2 x4 x5

x1 x2 x3 x5 x6

)
,

and let S denote the rational normal scroll which ideal is generated by the (2×2)-minors
of M . Moreover, let
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q1 = x0x2 − x2
1,

q2 = x0x3 − x1x2,

q3 = x0x5 − x1x4,

q4 = x0x6 − x1x5,

q5 = x1x3 − x2
2,

q6 = x1x5 − x2x4,

q7 = x1x6 − x2x5,

q8 = x2x5 − x3x4,

q9 = x2x6 − x3x5,

q10 = x4x6 − x2
5

denote the (2×2)-minors of M , let l1, l2, l3 ∈ k[x0, x1, x2, x3, x4, x5, x6] be general linear
forms and set

Q1 = l1x0 + l2x1 + l3x4,

Q2 = l1x1 + l2x2 + l3x5,

Q3 = l1x2 + l2x3 + l3x6.

In Section 3.5 we had seen that the ideal IC := IS + (Q1, Q2, Q3) is the ideal of a
smooth curve C of genus 2 and degree 8 in P

6.

The mapping cone C2(−2) → C0 gives a resolution of OC as OP6-module, i.e. we
consider the following complex:

0 �� O2(−7)
A3 ��

C4

��

O5(−6)
A2 ��

C3

��

O10(−4)
A1 ��

C2

��

O10(−3)
A0 ��

C1

��

O3(−2) ��

C0

��

OC
�� 0

0 �� O4(−5)
B3 �� O15(−4)

B2 �� O20(−3)
B1 �� O10(−2)

B0 �� O �� OS
�� 0

The maps in the above complex are given by multiplication with the matrices we list
below. We will use the same ordering of the columns of the matrices as the computer
algebra system Macaulay 2 ([GS]).

A0 =

⎛
⎝ x0 x1 x2 x4 x5 0 0 0 0 0

x1 x2 x3 x5 x6 x0 x1 x2 x4 x5

0 0 0 0 0 x1 x2 x3 x5 x6

⎞
⎠ ,
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A1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−x1 0 −x2 0 0 −x4 0 0 0 −x5

x0 −x2 0 0 −x4 0 0 0 −x5 0
0 x1 x0 −x4 0 0 0 −x5 0 0
0 0 0 x2 x1 x0 −x5 0 0 0
0 0 0 0 0 0 x4 x2 x1 x0

−x2 0 −x3 0 0 −x5 0 0 0 −x6

x1 −x3 0 0 −x5 0 0 0 −x6 0
0 x2 x1 −x5 0 0 0 −x6 0 0
0 0 0 x3 x2 x1 −x6 0 0 0
0 0 0 0 0 0 x5 x3 x2 x1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

A2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−q8 0 0 −q10 −q9

−q3 −q10 0 0 −q4

q6 0 −q10 0 q7

−q1 −q7 −q4 0 0
q2 q9 0 −q4 0
−q5 0 q9 q7 0
0 −q5 −q2 −q1 0
0 q6 q3 0 −q1

0 −q8 0 q3 q2

0 0 −q8 −q6 −q5

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, A3 =

⎛
⎜⎜⎜⎜⎝

x6 x5

x1 x0

−x2 −x1

x3 x2

−x5 −x4

⎞
⎟⎟⎟⎟⎠ ,

B0 =
(

q1 q2 q3 q4 q5 q6 q7 q8 q9 q10

)
,
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B
1

= ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x
3

−
x

2
−

x
4

0
x

6
−

x
5

0
0

0
0

0
0

0
0

x
6

x
6

0
0

0
0

−
x

2
x

1
0

0
0

0
0

x
6

−
x

4
0

0
x

6
0

0
−

x
5

0
0

0
0

0
0

0
x

1
x

6
0

0
−

x
2

0
0

0
0

0
0

−
x

3
0

−
x

3
0

0
x

6
−

x
5

0
0

0
−

x
5

−
x

2
x

1
x

1
−

x
3

x
1

0
0

−
x

3
0

x
2

0
0

0
0

−
x

5
x

4

x
1

−
x

0
0

0
0

0
0

0
0

0
x

6
0

−
x

5
−

x
4

0
0

0
0

0
0

0
0

−
x

0
−

x
5

0
0

x
1

−
x

3
x

1
x

6
0

0
0

x
2

0
0

0
x

6
0

0
0

0
0

x
4

x
1

−
x

0
−

x
0

x
2

−
x

0
−

x
5

−
x

3
0

x
2

0
x

1
x

1
0

−
x

5
0

0
0

0
0

0
0

0
0

x
2

−
x

0
−

x
5

0
0

0
0

0
x

1
x

6
0

0
0

0
0

0
0

0
0

0
0

0
x

4
x

2
x

1
−

x
1

−
x

0
−

x
0

−
x

0
−

x
5

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
x

3
x

2
x

1
−

x
0 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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B
2

= ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−
x

6
x

4
0

0
0

0
0

x
5

0
0

0
0

0
0

0
0

0
0

0
−

x
5

0
x

6
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x
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0
0
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0
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0
x
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0

x
6

0
0

0
0
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x

6
x

5
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x

3
−

x
1
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−

x
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0

0
0
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−

x
1

−
x

0

x
3
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−

x
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0
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x
4

0
0

0
0

0
x
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x
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−

x
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−

x
3
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1
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−

x
6
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x
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−

x
5
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x
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x
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0
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x
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−

x
1

0
−

x
6

0
0
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0
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x

2
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x

5
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0
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x

1
0

0
0

x
6
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0
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0

x
2

x
0
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x

1
0
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0
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0
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0
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0
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1
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−
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0
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x

0
0
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x

5
0
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0
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0
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x

2
x
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0
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0

x
1

0
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6
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0
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0
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x
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−
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6
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−
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−
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−
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0
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0
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1

0
x
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−
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0
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0
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0

0
0

0
0

0
0

x
3

x
2

x
1 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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B3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−x5 −x4 0 0
0 −x6 −x5 0
0 −x1 −x0 0
0 0 x2 x1

0 −x6 0 x4

0 x2 0 −x0

0 −x5 −x4 0
−x6 0 x4 0
0 0 x6 x5

x1 x0 0 0
−x2 0 x0 0
x3 0 0 x0

0 −x2 −x1 0
0 x3 0 −x1

0 0 x3 x2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, C0 =
(

Q3 −Q2 Q1

)
,

C1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

l1 0 0 0 0 −l2 l1 0 0 0
l2 0 0 0 0 0 0 l1 0 0
0 0 0 0 0 −l3 0 0 l1 0
l3 0 0 0 0 0 0 0 0 l1
0 l2 −l1 0 0 0 0 l2 0 0
0 0 0 −l1 0 0 −l3 0 l2 0
0 l3 0 0 −l1 0 0 0 0 l2
0 0 0 −l2 0 0 0 −l3 0 0
0 0 l3 0 −l2 0 0 0 0 0
0 0 0 l3 0 0 0 0 0 l3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

C2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −l1 l2 0 0 0 0 0 0 0
−l2 0 l1 0 0 0 0 0 0 0
0 0 0 0 0 l1 0 0 0 0
0 0 0 0 −l3 0 −l1 0 0 0
0 0 l3 −l1 l2 0 0 0 −l1 0
0 0 0 0 l1 −l2 0 0 0 l1
−l3 0 0 0 −l1 0 0 0 0 0
0 −l3 0 −l2 0 0 0 0 0 0
0 0 0 0 0 l2 0 0 0 0
0 0 0 −l3 0 0 −l2 0 0 0
0 0 0 0 0 0 0 −l2 0 0
0 l3 0 l2 0 0 0 −l1 0 0
0 0 0 l2 0 0 0 −l1 l2 0
0 0 0 −l1 l2 0 0 0 0 0
0 0 0 l1 0 0 0 0 0 l2
0 0 −l3 0 −l2 0 0 0 0 0
0 0 0 0 0 0 0 l3 0 0
0 0 0 l3 0 0 0 0 l3 0
0 0 0 0 l3 0 0 0 0 l3
0 0 0 0 0 −l3 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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C3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −l1x4 0 0 −Q1 + l3x4

−Q2 0 −l2x6 0 0
0 −Q2 −l2x1 0 0

l3x2 0 Q3 − l1x2 l2x2 0
−Q2 + l3x5 0 −l1x5 − l2x6 l2x5 Q3

−l3x1 Q3 −l3x5 −l2x1 0
0 0 −l2x5 0 Q2

Q1 −l1x5 l2x5 0 −Q2 + l3x5

−Q3 + l3x6 0 −l1x6 l2x6 0
0 −Q1 + l1x0 0 0 −l3x0

0 Q2 − l1x1 −Q1 + l2x1 0 l3x1

l3x1 −Q3 + l1x2 l3x5 −Q1 + l2x1 −l3x2

0 0 Q2 − l2x2 0 0
−l3x2 0 −l3x6 Q2 − l2x2 0
l3x3 0 −l1x3 −Q3 + l2x3 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

C4 =

⎛
⎜⎝

−Q3 0
Q2 − l2x2 −l2x1

0 Q2

0 −Q3

⎞
⎟⎠ .
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