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Abstract

Multiple-input multiple-output (MIMO) wireless communication systems
have been studied a lot in the last ten years. They have many promising
features like array gain, diversity gain, spatial multiplexing gain, inter-
ference reduction, and improved capacity as compared to a single-input
single-output (SISO) systems. However, the increasing demand of high
data-rate in current wireless communications systems motivated us to
investigate new rate-efficient channel coding techniques. In this disser-
tation, we study differential modulation for MIMO systems. Differential
modulation is useful since it avoids the need of channel estimation by
the receiver and saves valuable bandwidth with a slight symbol error-rate
(SER) performance loss. The effect of channel correlation over differential
MIMO system has not been studied in detail so far. It has been shown in
the literature that a linear memoryless precoder can be used to improve the
performance of coherent MIMO system over correlated channels. In this
work, we implement precoded differential modulation for non-orthogonal
and orthogonal space-time blocks codes (STBCs) over arbitrarily correlated
channels. We design precoders based on pair-wise error probability (PEP)
and approximate SER for differential MIMO system.

The carrier offsets, which result because of the movement of the re-
ceiver or transmitter and/or scatterers, and mismatch between the trans-
mit and receive oscillators, are a big challenge for the differential MIMO
system. The carrier offsets make the flat fading channel behave as a time-
varying channel. Hence, the channel does not remain constant over two
consecutive STBC block transmission time-intervals, which is a basic as-
sumption for differential systems and the differential systems break down.
Double-differential coding is a key technique which could be used to avoid
the need of both carrier offset and channel estimation. In this work, we
propose a double-differential coding for full-rank and square orthogonal
space-time block codes (OSTBC) with M-PSK constellation. A suboptimal
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decoder for the double-differentially encoded OSTBC is obtained. We also
derive a simple PEP upper bound for the double-differential OSTBC. A
precoder is also designed based on the PEP upper bound for the double-
differential OSTBC to make it more robust against arbitrary MIMO channel
correlations.

Cooperative communication has several promising features to become
a main technology in future wireless communications systems. It has been
shown in the literature that the cooperative communication can avoid the
difficulties of implementing actual antenna array and convert the SISO sy-
stem into a virtual MIMO system. In this way, cooperation between the
users allows them to exploit the diversity gain and other advantages of
MIMO system at a SISO wireless network. A cooperative communication
system is difficult to implement in practice because it generally requires
that all cooperating nodes must have the perfect knowledge of the channel
gains of all the links in the network. This is infeasible in a large wire-
less network like cellular system. If the users are moving and there is
mismatch between the transmit and receive oscillators, the resulting car-
rier offset may further degrade the performance of a cooperative system.
In practice, it is very difficult to estimate the carrier offset perfectly over
SISO links. A very small residual offset error in the data may degrade the
system performance substantially. Hence, to exploit the diversity in a co-
operative system in the presence of carrier offsets is a big challenge. In
this dissertation, we propose double-differential modulation for coopera-
tive communication systems to avoid the need of the knowledge of carrier
offset and channel gain at the cooperating nodes (relays) and the desti-
nation. We derive few useful SER/bit error rate (BER) expressions for
double-differential cooperative communication systems using decode-and-
forward and amplify-and-forward protocols. Based on these SER/BER
expressions, power allocations are also proposed to further improve the
performance of these systems.
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Introduction

Digital communication using MIMO wireless link, has emerged as one
of the most significant technical breakthroughs in modern communica-
tions [1–3]. The topic has been explored so intensively by communications
engineers in the last ten years that it does not need an introduction. A
key feature of MIMO systems is the ability to turn multipath propagation,
traditionally a pitfall of wireless transmission, into a benefit for the user.
A well-designed MIMO effectively takes advantage of random fading and
when available, multipath delay spread for increasing data-rates. In this
chapter, we briefly introduce the MIMO channel, space-time coding, dif-
ferential modulation, precoding, and cooperative communications.

1 MIMO System

MIMO systems are capable of providing much better performance than
SISO system by using multiple antennas separated by such a distance
that independent channel realizations are possible. Information theoretic
investigations in the past many years [4–6] have shown that very high ca-
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Figure 1.1: Block diagram of a MIMO system.
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pacities can be obtained by employing multiple antenna elements at both
the transmitter and the receiver in a wireless system. Fig. 1.1 shows a
block diagram of a general wireless MIMO system [7]. A compressed digital
source in the form of a binary data stream is fed to a simplified transmit-
ting block encompassing the functions of error control coding and (possibly
joined with) mapping to complex modulation symbols (quaternary phase-
shift keying (QPSK), M-QAM, etc.). The latter produces several separate
symbol streams which range from independent to partially redundant to
fully redundant. Each is then mapped onto one of the multiple transmit
antennas. The mapping operation may include linear spatial weighting
called precoding of the antenna elements or linear antenna space-time
coding. After upward frequency conversion, filtering, and amplification,
the signals are launched into the wireless channel. At the receiver, the
signals are captured by possibly multiple antennas and demodulation and
demapping operations are performed to recover the message. The level of
intelligence, complexity, and a priori channel knowledge used in selecting
the coding and antenna mapping algorithms can vary a great deal depend-
ing on the application. This determines the class and performance of the
multi-antenna solution that is implemented.

1.1 System Model

Consider a MIMO system with nt transmit and nr receive antennas. Let
H be an nr×nt complex-valued baseband channel matrix and Sk be the
b×n space-time block code (STBC) matrix transmitted at time k, which
will be introduced in Section 2, and b and n are the spatial and temporal
dimensions of the STBC. The received data nr×n matrix Y k is

Y k = HFSk + Qk, (1.1)

where Qk is an nr×n matrix, containing additive white complex-valued
Gaussian noise (AWGN), whose elements are independent and identically
distributed (i.i.d.) Gaussian random variables with zero mean and vari-
ance σ2. The matrix F ∈ Cnt×b is a full memoryless precoder matrix. The
channel H is block-fading channel which is assumed to be constant over
the transmission period of Sk. In addition, H, Sk, and Qk are statistically
independent of each other.
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1.2 Model of Correlated Channels

Let us consider a flat block-fading correlated Rice-fading channel model [8]
with nt transmit and nr receive antennas. Let R be a general ntnr×ntnr pos-
itive semi-definite autocorrelation matrix for the fading part of the channel

coefficients and
√

K
(1+K)H̄ be the mean value of the channel coefficients.

The mean value corresponds to the line of sight (LOS) component of the
MIMO channels. The factor K ≥ 0 is called Ricean factor [8]. A channel
realization of the Ricean correlated MIMO channels can be given as

vec (H) =

√
K

K + 1
vec

(
H̄
)

+

√
1

K + 1
vec (HF) , (1.2)

where HF is the fading part of the MIMO channels. The matrix HF can
be expressed in terms of R as vec (HF) = R1/2vec (Hw), where R1/2 is
the unique positive semi-definite square root [9] of the correlation matrix
R = E

[
vec (HF) vecH (HF)

]
, which is assumed to be invertible, and Hw is

an nr×nt matrix consisting of complex Gaussian circularly distributed and
independent components with unit variance and zero mean. As vec (Hw) ∼
CN (0ntnr×1, Intnr), it follows that vec (H) ∼ CN

(√
K

(1+K)vec
(
H̄
)
, 1

1+K R
)
. A

correlation model for arbitrarily correlated Rayleigh fading MIMO channels
can be obtained by setting LOS component zero or letting K = 0.

Kronecker Model: A special case of the model given above is the Kro-
necker model, which can be represented as [8, Eq. (3.26)]

R = RT
t ⊗Rr, (1.3)

where Rr is the nr × nr receive correlation matrix and Rt is the nt × nt

transmit correlation matrix. Hence, the MIMO channel H following the
Kronecker model can be represented as

H =

√
K

K + 1
H̄ +

√
1

K + 1
R

1
2
r HwR

1
2
t . (1.4)

The Kronecker model is appropriate for the scenarios where only the ob-
jects surrounding the transmitter and the receiver cause the correlation of
the local antenna elements, while they have no impact on the correlation
at the other end of the link. However, the generalized model of correlation,
which takes into account the coupling between transmit and receive sides,
characterizes the realistic channels more accurately [10].
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2 Space-Time Coding

Space-time coding is a systematic transmission technique that can use
multiple transmit antennas in an optimized manner. The space-time cod-
ing can extract the total available spatial diversity in the MIMO channel
through appropriate construction of the transmitted space-time codewords
without any channel knowledge at the transmitter. The STBCs proposed
so far can be broadly divided into three categories 1) Orthogonal STBC,
2) Quasi-orthogonal STBC, and 3) Non-orthogonal STBC. Another scheme
for space-time diversity coding is delay diversity [11] which converts spa-
tial diversity into frequency diversity by transmitting the data signal from
the first antenna and a delayed replica thereof from the second antenna.
However, we will discuss only STBC schemes in this section as we used
them in our work.

2.1 Orthogonal Space-Time Block Codes

Alamouti [1] discovered a remarkable space-time block coding scheme
for transmission with two antennas. This scheme supports maximum-
likelihood (ML) detection based only on linear processing at the receiver.
Let s1 and s2 be the two symbols to be transmitted in two time intervals.
According to Alamouti’s scheme, the following data matrix is transmitted
through the two transmit antennas in two consecutive time intervals:

Sk =

[
s1 −s∗2
s2 s∗1

]
. (1.5)

It is assumed that the MIMO channel remains constant over the tra-
nsmission period of Sk. As SkS

H
k ∝ I2, ML decoding of s1 and s2 can be

done separately [1]. This reduces the decoding complexity to a large extent.
The Alamouti code was the first orthogonal space-time block code (OSTBC)
proposed. Alamouti’s scheme was generalized to higher number of trans-
mit antennas in [3, 12, 13]. There, a general technique for constructing
OSTBCs for more than two transmit antennas that provide the maximum
diversity promised by the number of transmit and receive antennas was
developed. These codes retain the simple ML decoding algorithm based on
only linear processing at the receiver [1]. It is also shown that for real sig-
nal constellations, i.e., M-PAM, OSTBCs with transmission rate one can
be constructed [3, 12, 13]. However, for general complex constellations
like M-QAM or M-PSK, it is proved in [12, Subsection V-D] that OSTBC
with transmission rate one and simple linear processing that will give the
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maximum diversity gain with more than two transmit antennas does not
exist. However, it is possible to construct OSTBCs with complex constella-
tions with rate less than one. For example, assuming that the transmitter
uses four transmit antennas, a rate 1/2 OSTBC is given by [12, Eq. (38)]
and a rate 3/4 OSTBC was proposed in [14, Eq. (41)], which interestingly
may save on power due the inclusion of some zeros in the transmission.

2.2 Quasi-Orthogonal Space-Time Block Codes

In order to gain the advantages of OSTBCs with higher data rates, Quasi-
Orthogonal Space-Time Block Codes (QSTBC) were proposed in [15–19].
QOSTBC can be used with more than two transmit antennas with pair-
wise decoding complexity. A QOSTBC code matrix for four transmit an-
tenna can be written as [16, 18]

Sk =

⎡⎢⎢⎣
s1 s∗2 s∗3 s4

s2 −s∗1 s∗4 −s3

s3 s∗4 −s∗1 −s2

s4 −s∗3 −s∗2 s1

⎤⎥⎥⎦ . (1.6)

For any quasi-orthogonal code with four transmit antennas, let us define
U = {U1,U2,U3,U4}, where Ui denotes the i-th column of the code. We can
always divide U into two pairs {Ui,Uj} and

{Ui′ ,Uj′
}
, each pair having two

distinct columns such that {Ui,Uj}∪
{Ui′ ,Uj′

}
= U and {Ui,Uj}∩

{Ui′ ,Uj′
}

= ∅.
The two subspaces, each of which is created by two columns in each pair,
are orthogonal to each other. The orthogonality of the subspaces of quasi-
orthogonal codes results in the possibility of decoding pairs of symbols
independently. As a matter of fact, this is the rationale behind all the
quasi-orthogonal codes. Therefore, quasi-orthogonal STBCs provide the
pairwise decoding complexity. We note that the rate of the QOSTBC for
four transmit antennas is one while the maximal possible rate of ortho-
gonal codes for four transmit antennas is 3/4. However, the QOSTBC
of (1.6) can provide the diversity of two only. It is shown in [20–23] that
with rotated constellations the quasi-orthogonal codes can also achieve
full diversity. As a result, rotated quasi-orthogonal codes for four transmit
antennas can achieve full diversity and full rate at the same time.

2.3 Non-Orthogonal STBC

Some examples of non-orthogonal high-rate codes are full-diversity, high-
rate STBC from division algebras [24], STBC based on Number Theory [25],
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Golden codes [26], and the perfect STBC [27]. In these STBCs, the entries
in the code matrix Sk are linear combinations of the elements of M-QAM
or M-PSK constellations. These higher order constellations are optimized
to maximize the coding gain. Therefore, the algebraic high-rate codes per-
form better than the OSTBC. We will briefly review some of the famous
high-rate STBC in this section.

2.3.1 Full-Diversity, High-Rate STBC from Division Algebras

Proposition 1: Let F be a field and z be an indeterminate (of the type ejθ).
Also, let F (z) be the rational function field over F in the indeterminate z,
i.e., it is the set of quotients of polynomials in z with entries from F. Then,
for any integer nt ≥ 1, the polynomial xnt−z is irreducible in the ring F (z)[x]

and the code matrices of the form:⎡⎢⎢⎢⎣
f0 zfnt−1 · · · zf1

f1 f0 · · · zf2
...

...
. . .

...
fnt−1 fnt−2 · · · f0

⎤⎥⎥⎥⎦ , (1.7)

where {f0, f1, .., fnt−1} ∈ F, form a set, which has the property that the dif-
ference of any two matrices in it will have full rank.

Refer [24] for a proof.

Equation (1.7) forms the basis of a full rate (rate-1) STBC for nt transmit
antennas. Next, consider the rational function Q (ωm, z) over Q (ωm) in the
indeterminate z, where ωm is the m-the root of the unity and Q is the field of
rational numbers. Let Q (ωm) denote the extension of Q using the minimal
polynomial xnt − ωm. Then, xnt − z is irreducible over Q (ωm, z) and by this
minimal polynomial we can obtain the STBC as follows:

Sk(z) =

⎡⎢⎢⎢⎣
f0 (z) zfnt−1 (z) · · · zf1 (z)

f1 (z) f0 (z) · · · zf2 (z)
...

...
. . .

...
fnt−1 (z) fnt−2 (z) · · · f0 (z)

⎤⎥⎥⎥⎦ , (1.8)

where {fi (z)} ∈ Q (ωm) [z]. In this STBC, the entries in the code matrix
Sk(z) are polynomials in z, which can be of any order and each fi (z) being
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a polynomial of the following form:

fi (z) =
R−1∑
l=0

fi,lz
l ∀fi,l ∈ Q (ωm) . (1.9)

We get a rate-R STBC.
Example 1: This example illustrates a rate-2, 2 × 2 full rank STBC over
the QPSK signal set.

Sk(z) =
1√
2

[
f0,0 + f0,1z z (f1,0 + f1,1z)

f1,0 + f1,1z f0,0 + f0,1z

]
, (1.10)

where ∀fi,k ∈ QPSK Constellation and i, j ∈ {0, 1}. The size of the code
is 256 and its bit rate is 4 bits per channel use. The scaling factor of
1/
√

2 is used to normalize the average power transmitted by each antenna.
The optimum value of z, found by computer simulation, is ej0.52 [24]. The
coding gain of this code is 0.136, which is about 2.5 times the coding gain
of rate-1 code. Apparently, this code uses the symbols {fi (z)} drawn from
an optimized 16-point non-unitary constellation. In addition, this code is
non-orthogonal since Sk(z)SH

k (z) is not proportional to I2, therefore, the
symbols cannot be decoded separately.

2.3.2 Space-Time Code Based on Number Theory

These non-orthogonal space-time codes are proposed in [25]. The con-
struction of these codes is as follows:

Sk =
1√
2

[
s1 + φs2 θ (s3 + φs4)

θ (s3 − φs4) s1 − φs2

]
∀si ∈ QAM constellation, (1.11)

where φ = ejλ and θ2 = φ. When si ∈ 4-QAM, these codes utilize the
optimized 16-point constellation similar to [24]. The 8-QAM STBC of [25]
utilizes optimized 64-point constellation.

2.3.3 Golden Codes

The other important class of non-orthogonal STBCs are the Golden codes [26].
The algebraic construction yields codewords of the Golden code of the form

Sk =
1√
5

[
(s1 + s2θ) α α (s3 + s4θ)

jᾱ
(
s3 + s4θ̄

)
ᾱ
(
s1 + s2θ̄

) ] ∀si ∈ QAM constellation, (1.12)
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Figure 1.2: Optimized 16-point constellation of Golden codes of [26].

where α = 1 + j (1− θ), ᾱ = 1 + j
(
1− θ̄

)
, θ = 1+

√
5

2 and θ̄ = 1−
√

5
2 . The

Golden codes not only improve the spectral efficiency but also achieve the
diversity-multiplexing trade-offs [28]. The optimized 16-point constellation
used by the Golden codes is shown in Fig. 1.2.

2.3.4 Comparison of Orthogonal and Non-Orthogonal STBC

Fig. 1.3 shows the SER versus SNR performance comparison of the same
rate (4 bits/sec/Hz) OSTBC [1] and the non-orthogonal STBCs of [24–26]
with two transmit and one receive antennas. It can be seen from Fig. 1.3
that the Golden code [26] provides the best symbol error rate (SER) perfor-
mance. In addition, non-orthogonal codes of [24–26] perform better than
the OSTBC. From Fig. 1.3, it is obvious that the diversity of all STBCs is
two but the coding gain is improved by the non-orthogonal codes.
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Figure 1.3: SER versus SNR performance of OSTBC − + −, STBC of [24] − � −,
STBC of [25] − ◦ −, and STBC of [26] − ∗ −.

3 Precoding for MIMO System

Precoding is a processing technique that exploits channel state informa-
tion at the transmitter (CSIT) by operating on the signal before transmission.
A linear precoder essentially functions as a multi-mode beamformer, match-
ing the data to be transmitted to the channel. It is shown in [29–31] that a
linear precoder with partial CSIT improves the capacity. Precoding design
varies depending on the types of CSIT and the performance criterion. The
following are the possible precoder design criteria:

• Maximization of the channel ergodic capacity
• Minimization of the error exponent
• Minimization of the pairwise error performance (PEP)
• Minimization of the detection mean square error (MSE)
• Minimization of the SER
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• Minimization of the BER
• Maximization of the received SNR

Precoder design by maximizing the channel ergodic capacity has been
studied extensively for various scenarios: perfect CSIT [32], mean CSIT [33–
36], transmit covariance CSIT [33, 37, 38], both transmit and receive co-
variance CSIT [39, 40], and both mean and transmit covariance CSIT [41].
Most of the earlier precoder designs focused on the perfect CSIT, by jointly
optimizing both linear precoder and linear decoder based on MSE, SNR, or
BER [42–45]. However, recently, partial CSIT is considered more relevant
for a precoder design. Precoder with mean CSIT was designed to maxi-
mize the received SNR [32], or minimize the SER [46], the MSE [47], or the
PEP [48–50]. Precoding with transmit covariance CSIT was similarly devel-
oped to minimize the PEP [51], the SER [52], or the MSE [53]. Precoding
for both mean and transmit covariance CSIT has been developed to mini-
mize the PEP [54]. Most of these previous works assume that the channel
correlation follows a Kronecker correlation model [8, Eq. (3.26)]. Precoder
design is discussed over arbitrarily correlated MIMO channels [10] for min-
imizing the PEP upper bound in [55] and the SER in [56, 57]. The point to
be noted here is that all of these works consider a coherent receiver which
has perfect knowledge of the channel gain coefficients. In [58], an eigen-
beamforming based precoder is designed for a differential multiple-input
single-output (MISO) system by considering the Kronecker model with only
transmitter correlations and no receiver correlation.

4 Differential Modulation

Differential modulation introduces memory in the transmitted data. This
memory can be utilized at the receiver to estimate the transmitted data
without knowing the channel coefficients. This property is very important
for high speed wireless system as the channel estimation requires a sig-
nificant amount of training data. Moreover, the estimates of the channel
become poor when the channel is fading fast. Hence, the differential mod-
ulation can be used for fast fading channels in order to avoid the need of
channel estimates at the receiver and to increase the data rate.

4.1 Differential Modulation for SISO Systems

Let z [n] denotes the symbol belonging to the unit-norm M-PSK constella-
tion A to be transmitted at time n. In differential modulation, the trans-
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mitted time-series p[n] is obtained from z[n] as follows:

p [n] = p [n− 1] z [n] , (1.13)

with p [0] = 1. As |z [n] | = 1 for the unit-norm M-PSK symbols, it follows
from (1.13) that |p [n] | = 1. The received data when p[n] was sent over a
channel h is

y[n] =
√

ρhp[n] + e[n], n = 0, 1, . . . , (1.14)

where ρ is the average transmitted power. The ML decoding of z[n] is per-
formed as follows [59]:

ẑ[n] = arg max
z∈A

Re {y[n]y∗[n− 1]z∗} , (1.15)

where arg denotes the argument of the complex number, max represents
maximum value, and Re{·} returns the real part of the complex quantity.
It can be seen from (1.15) that the ML decoder does not need the infor-
mation about the channel h for decoding of the transmitted data z[n] and
the decision is based on two consecutively received data samples y[n − 1]

and y[n]. Hence, by differential encoding, we can avoid the need of channel
gain estimation at the receiver if the channel stays constant for two con-
secutive channel uses. In this way, the transmission of training data can
be avoided and the overall data-rate is increased. However, the differential
system works 3 dB poorer than the coherent system with perfect channel
knowledge [59, 60].

4.2 Differential Modulation for MIMO Systems

The differential coding for MIMO systems was first reported in [61]. In [61],
a differential encoding for MIMO system employing M-PSK constellation is
suggested. The differential code is transmitted through Alamouti STBC.
It is shown in [61] that the decoding of this differential code can be done
coherently or non-coherently. However, this scheme is only applicable
to two transmit antennas. A differential modulation scheme for MIMO
systems based on a class of unitary matrices which follow group structure
is proposed in [62, 63]. A special case of a unitary group is diagonal
unitary matrices. The differential encoding is extended to MIMO systems
using OSTBC in [64, 65] as follows: Let Sk be an nt×nt OSTBC data matrix
obtained at block k from sk = [sk,1, sk,2, ..., sk,ns

]T , sk,t ∈M-PSK constellation,
ns ≤ nt, and ‖sk‖2 = 1. A differentially encoded data matrix Dk ∈ Cnt×nt
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Figure 1.4: Block diagram of a differential MIMO system.

can be obtained from Sk as shown in Fig. 1.4

Dk = Dk−1Sk. (1.16)

A maximum-likelihood decoder (MLD) which takes the decision based on
two consecutively received data matrices Y k−1 and Y k without channel
knowledge is derived as

Ŝk = argmin
Sk∈Ξ

‖Y k − Y k−1Sk‖2 , (1.17)

where Ξ is the set of all OSTBC matrices, consisting of symbols belonging
to the M-PSK constellation and ‖·‖2 denotes Frobenius norm. It is as-
sumed that the channel H remains constant over the transmission period
of Dk and Dk−1.

Differential-OSTBC with M-QAM constellation is discussed in [66–70].
Let sk,t belongs to the M-QAM constellation, then ‖sk‖2 varies from one
block to the other. Here, if we apply the differential encoding of (1.16), the
peak power will fluctuate from one differential block to the other and might
become very large. Hence, we need to modify the differential encoding for
the non-unitary constellations. This is done by sending a modified Dk at
block k as [66, 67]

Dk = Dk−1
Sk

‖sk−1‖ , (1.18)

where ‖·‖2 denotes Euclidean norm of vector. The normalization by ‖sk−1‖
in (1.18) is done for maintaining a constant average transmit power. If
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Figure 1.5: Performance of DOSTBC as compared to the coherent detector.

we use ‖sk‖ for normalization in the place of ‖sk−1‖ in (1.18), then the
instantaneous power will also become constant and the scheme will work
similar to the DOSTBC with M-PSK and looses coding gain. It can be
further noticed from (1.18) that zero cannot be put at the signal alphabet
as ‖sk−1‖ �= 0 in (1.18). The following suboptimal differential decoder is
used for decoding Sk which assumes that the previously received data
Y k−1 as an estimate of the channel [66, 67]:

Ŝk = argmin
Sk∈Ξ

∥∥∥∥Y k − Y k−1
Sk

‖sk−1‖
∥∥∥∥2

, (1.19)

where Ξ is the set of all OSTBC matrices, consisting of symbols belonging
to the finite M-QAM constellation. In [68, 69], the differential coding for
MIMO systems with unitary constellations presented in [61] is extended
to the MIMO system with with non-unitary constellations. However, this
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scheme is only applicable to two transmit antennas. Contrary to [66, 67],
a row-wise differential encoding is used in [68, 69]. The differentially en-
coded symbols are transmitted by Alamouti code. The major limitation of
this scheme is that the receiver requires the knowledge of channel power
and signal power to decode the data. The channel power is estimated by
buffering many samples (normally L ≥ 100) of the received data and then
finding the average autocorrelation of the received data sequence. These
methods introduce a delay in making decisions and the performance of
the receiver may degrade for fastly varying channels, which do not remain
constant for many symbol durations.

The SER versus SNR performance of differential MIMO system with
16-PSK signal constellation, Alamouti STBC [1], 2 transmit, and 1 receive
antennas is shown in Fig. 1.5. It can be seen from Fig. 1.5 that the dif-
ferential MIMO system works 3 dB poorer than the coherent decoder with
perfect channel knowledge.

5 Double-Differential Modulation

If there is a carrier offset due to a mismatch between the transmit and
receive oscillators or relative motion of the receiver and transmitter, the
channel does not remain stationary over two consecutive time-periods,
which is an assumption in differential coding. In such cases, the perfor-
mance of the differential scheme degrades substantially. The presence of
carrier offset is an important practical and theoretical problem for wireless
communication systems.

Double-differential (DD) modulation [59, 71–73] is a key differential
technique to remove the effect of carrier offset from the communication
system. It differs from single differential modulation in the sense that
the decoder uses three consecutively received data samples for decoding
the current symbol. Two levels of single differential modulation are em-
ployed at the transmitter as shown in Fig. 1.6 (a) and a simple heuristic
decoder [72, Eq. (15)] is used at the receiver to find the estimate of the
transmitted data as shown in Fig. 1.6 (b). It has been shown in [72, Sec-
tion III] that the heuristic decoder coincides with the maximum likelihood
decoder (MLD) under the assumption that the product of two zero-mean
white circularly symmetric Gaussian noise terms in the decision variable
is also zero-mean white circularly symmetric Gaussian. It is also assumed
that the channel and the carrier offset remain constant over at least three
consecutive time intervals.
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Figure 1.6: Double-differential (a) encoder and (b) decoder.

5.1 Double-Differential Modulation for MIMO Systems

A DD schemes for MIMO channels is presented in [74]. The double-
differential (DD) scheme of [74] utilizes diagonal unitary matrices for tra-
nsmission of data. It can be seen as an extension of the differential STBC
proposed in [62] to the double-differential case. We will briefly describe the
DD scheme of [74] here.

5.1.1 Double-Differential Encoding

Let Dk be a nt × n code matrix to be transmitted in block k, where nt is
the number of transmit antennas and n is the number of time-intervals
used for the transmission of Dk. Then Dk must satisfy the following prop-
erty [74]:

DkD
H
k = nInt , ∀k ≥ 0. (1.20)

In order to maximize the transmission rate, n is chosen such that n = nt.

Let G be any finite group of n × n unitary and diagonal matrices such
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Figure 1.7: Block diagram of a double-differential MIMO system of [74].

that

SkS
H
k = In, ∀Sk ∈ G. (1.21)

The double-differentially modulated data matrix Dk is obtained as shown
in Fig. 1.7

Dk = Dk−1Ck, ∀k ≥ 1, (1.22)

where Ck obeys the following recursion:

Ck = Ck−1Sk, ∀k ≥ 2,

C1 = In. (1.23)

In the second recursion, the data matrix Sk ∈ G conveys the information
symbols.

5.1.2 Choice of Sk

In order to implement the DD encoding of [74], Sk ∈ G must satisfy the
following properties:

• G must consist of only diagonal unitary matrices.

• Let sk ∈ A be the symbol to be transmitted at time k, where A is a
signal constellation with cardinality M . Then G must have the same
cardinality as that of A. Hence, G must consist of M different diagonal
unitary matrices.
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• Let G = {S0, S1, . . . ,SM−1} and A = {s0, s1, . . . , sM−1}, there must be
the following one-to-one (ordered) mapping between the elements of
A and G:

si ←→ Si, ∀i ∈ {0, 1, . . . , M − 1} . (1.24)

Hence, knowing or detecting Sk at the receiver, determines uniquely
sk.

5.1.3 Model for Time Varying Channel

Consider a MIMO system with nt transmit and nr receive antennas. Let
hm,n be the channel gain between m-th receive and n-th transmit antenna
and Dk be the k-th transmitted nt × nt DD encoded matrix. Let ωm ∈
[−π, π> be the random carrier offset between the transmit antennas and
the m-th receive antenna, which is independent of block k, and assumed
to be constant over the transmission period of at least three DD encoded
matrices Dk. The received data ym,k ∈ C1×nt at the m-th receiver antenna
corresponding to the Dk, k ≥ 0, is [65, Eq. (9.7.14)], [74, Eq. (7)]

ym,k = exp (jωmntk)hmDkΩm + qm,k, (1.25)

where Ωm = diag {1, exp {jωm} , . . . , exp {jωm(nt − 1)}} is a diagonal matrix
with diag {·} as diagonalization operator, hm = [hm,1, . . . , hm,nt ] is an 1× nt

row vector consisting of channel coefficients between the transmit anten-
nas and m-th receive antenna, and qm,k ∈ C1×nt contains additive white
complex-valued Gaussian noise (AWGN), whose elements are i.i.d. Gaus-
sian random variables with zero mean and variance σ2. The channel
H = [hT1 , hT2 , . . . ,hTnr

]T is assumed to be constant over the transmission
period of at least same three DD encoded matrices for which the carrier
offset remains constant.

A generalized model of flat fading channels with carrier offsets is given
in [65, Eq. (9.7.1)], where each pair of transmit and receive antenna has
different carrier offset. However, it is elaborated in [74] that if the re-
ceiver is sufficiently far away from the transmitter such that all transmit
antennas share a common angle of arrival then all channels between the
transmit antennas and a receive antenna m can be assumed to be per-
turbed by a single carrier offset ωm. Under this assumption the general-
ized model of time varying channel [65, Eq. (9.7.1)] reduces into [65, Eq.
(9.7.14)], [74, Eq. (7)]. This argument is also supported in [65].
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5.1.4 Decoding of Double-Differential Codes

The decoding of Sk at the m-the receive antenna can be performed on the
basis of three consecutively received data samples ym,k−2, ym,k−1, and ym,k.
A maximum-likelihood (ML) decoder should maximize the joint probability
distribution function (p.d.f.) of ym,k−2, ym,k−1, and ym,k. It is shown in [74,
Subsection III-A] that the ML decoder of the DD codes of [74] is not feasible
as it depends upon the value of the carrier offsets. Hence, a suboptimal
decoder (SOD) is obtained in [74, Subsection III-B] as follows:

Ŝk = arg max
S∈G

nr∑
m=1

ReTr
{{

diag
{
yHm,kym,k−1

}
diag∗

{
yHm,k−1ym,k−2

}
×diag−1

{
yHm,kym,k + 2yHm,k−1ym,k−1 + yHm,k−2ym,k−2

}
S
}}

, (1.26)

where diag {Z} returns a diagonal matrix with all off-diagonal elements of
Z set to zero. It can be seen form (1.26) that the decoding is independent
of the carrier offsets and the channel gains. However, in contrast to the
SISO case, the decoder of (1.26) is suboptimal.

5.1.5 Diagonal Unitary Group Design

The PEP of the suboptimal decoder proposed in [74] is obtained in [74,
Eq. (42)]. It is shown in [74] that the PEP of the DD code can be expressed
at high SNR as

Pr
(
S0

k → Sk

)
=
[
ΛddEb/(4σ2)

]−Lddnr
, (1.27)

where S0
k is the transmitted diagonal matrix, Sk is the decoded diagonal

matrix, Eb is the energy per bit, and Ldd is the transmit diversity advantage
defined as [74, Eq. (43)]

Ldd � rank
{(

S0
k − Sk

) (
S0

k − Sk

)H} ≤ n, (1.28)

where rank {Z} returns the rank of matrix Z, and Λdd is the coding advan-
tage defined as [74, Eq. (44)]

Λdd �
log2M

4nt
det

{(
S0

k − Sk

) (
S0

k − Sk

)H}1/nt

. (1.29)

In order to optimize the performance of the decoder, Ldd and Λdd must
be maximized. An optimized code design criteria is proposed in [74, Sec-
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Figure 1.8: Performance of DD codes of [74] for different number of transmit
antennas.

tion IV]. According to this criteria, the diagonal unitary group is specified
as [74, Eq. (46)]

G =
[
In, Z, . . . ,ZM−1

]
, (1.30)

where Z is the n× n diagonal matrix [74, Eq. (47)]

Z =

⎡⎢⎢⎢⎣
zk1
M 0 . . . 0

0 zk2
M . . . 0

...
...

. . .
...

0 0 . . . zkn

M

⎤⎥⎥⎥⎦ , (1.31)

where zM = exp (2πj/M) and k1, k2, ..., knt are positive odd integer numbers
which can be decided by optimizing the transmit diversity advantage and
the coding advantage. It can be seen that the diagonal OSTBC of (1.31)
utilizes n time intervals to transmit one M-ary symbol.
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Figure 1.9: Comparison of DD codes of [74] and trained decoder of [65, 75] with
two transmit and one receive antennas.

The performance of the DD codes of [74] for different number of trans-
mit antennas is shown in Fig. 1.8. The transmission rate is kept constant
at 1 bit/sec/Hz and the transmit power is also kept unity per time inter-
val. It can be seen from Fig. 1.8 that DD coding of [74] achieves diversity
gain of nt. However, as the number of transmit antennas increases, the
performance of these codes degrades for SNR less than 12.5 dB.

5.1.6 Comparison of Double-Differential Decoder with Trained De-
coder

A training based decoder which estimates the carrier offsets and channel
gains using the training data is proposed in [65, 75]. A comparison of
the double-differential scheme of [74] and the same rate training based
method of [65, 75] is shown in Fig. 1.9 for fast fading channels which
remain constant over three blocks of consecutively transmitted OSTBC.
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The carrier offset also varies randomly from one frame (three consecutive
blocks) to another. It can be seen from Fig. 1.9 that trained decoder per-
forms better than the double-differential scheme over fast fading channels
which remain constant for three OSTBC matrices. We have also shown
the performance of the trained decoder [65, 75] with relatively slower fad-
ing channels which remain constant for N equal to 5, 10, and 20 OSTBC
blocks. It can be seen that the training based scheme of [65, 75] losses
performance over slowly fading channels. However, the double-differential
code of [74] does not loose performance as it is independent of the block
length of the channel as long as it is constant over three blocks.

6 Cooperative Communications

In the last few of years, it has been shown that cooperative communication
is a promising technique for providing transmit diversity and improved ca-
pacity without a physical antenna array [76]. The cooperation between
the users helps them share the system resources in an optimized manner
and all of them achieve better quality of service. Cooperative commu-
nication has several promising features to become a main technology in
future wireless communications systems. It has been shown in the litera-
ture [76, 77] that the cooperative communication can avoid the difficulties
of implementing actual antenna array and convert the SISO system into a
virtual MIMO system. In this way, cooperation between the users allows
them to exploit the diversity gain and other advantages of MIMO system at
a SISO wireless network.

The basic ideas behind cooperative communications can be traced back
to the work of Cover and El Gamal [78] on the information theoretic prop-
erties of the relay channel. This work analyzes the capacity of a three-node
network consisting of a source, a destination, and a relay under the as-
sumption of additive white Gaussian noise (AWGN) broadcast channel.

6.1 Cooperative Protocols

Many cooperative protocols have been proposed in last seven years. How-
ever, there are three key protocols 1) Decode-and-Forward (DAF), 2) Amplify-
and-Forward (AAF), and 3) Coded Cooperation. We concentrated over the
cooperative systems with DAF and AAF protocols in our work.

In the DAF protocol, an user (source) is needed to select another user
who agrees to relay its data to the destination [76, 79]. The source sends
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information to the destination and relay as well. The relay decodes the
data sent by the source and retransmits the decoded data to the destina-
tion. Hence, the destination has two received replicas of the same data
and the quality of reception is expected to improve. To avoid the wrong
relaying of data, some intelligence could be included into the relay termi-
nal to make a decision about the quality of reception. The source may
apply ideal cyclic redundancy check (CRC) codes [80] over the transmit-
ted data for this. Using CRC, the relay can judge whether it has received
the signal correctly or not, hence, it can stop relaying wrong data and the
performance of the cooperative system is improved. In [81], the SER per-
formance analysis for the coherent DAF relaying protocol for M-PSK and
M-QAM modulation is performed.

To avoid the problem of error propagation, a hybrid DAF method is
proposed in [82] where, at time instance when the fading channel has
high instantaneous SNR, the users detect and forward their partners data,
however, when the channel has low SNR, users revert to a non-cooperative
mode. It is a form of selection relaying [83]. Another method to avoid the
error propagation called incremental relaying is proposed in [83], where
the destination decides whether it needs relaying or not.

In the AAF protocol, the relaying terminal acts non-regeneratively over
the received data. It amplifies the received data such that an instanta-
neous or average power constraint is satisfied and forwards toward the
destination. This protocol was proposed and analyzed in [83]. It has been
shown in [83] that for the two-user case, this method achieves diversity
order of two, which is the best possible outcome at high SNR.

The coded cooperation [84–87] integrates cooperative signaling with the
channel coding. In this protocol, an N-bit codeword transmission time
is divided into two different parts N1 and N2 called frames. The users
transmit their data in the N1 frames with CRC bits using TDMA, FDMA,
or CDMA, to the destination and their partners. If the partner decodes the
data of the user correctly, it transmits this data in the N2 frame. If partner
fails in decoding, it only transmits parity bits in the N2 frame. A detailed
performance analysis of coded cooperation is performed in [85].

It is obvious from the discussion above that for the implementation of
the coherent cooperative system, it is required that a node in the coopera-
tive network must possess the information about the channels of the other
links in the network. This requirement is difficult to satisfy in practice due
to a lot of signaling about the channel values in the system.
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Figure 1.10: Cooperative communication system.

6.2 Differential Modulation for Cooperative Communications

In a differential cooperative system, it is not required that nodes pos-
sess information about the channel of the other links. Hence, differen-
tial modulation can eliminate training and avoid the difficulty of practical
implementation of the cooperative systems with a small loss in the perfor-
mance. Differential modulation for cooperative system with single source-
destination pair with relay under DAF protocol with BPSK constellation is
proposed over Rayleigh channels in [88] and Nakagami-m channels in [89].
The maximum-likelihood (ML) decoder for differentially modulated binary
frequency shift keying (BFSK) signal transmitted through multiple regen-
erative relays is found in [90, 91]. Differential modulation with the AAF
protocol over Rayleigh fading channels is proposed in [92, 93] and over
Nakagami-m channels in [94]. In [92, 94], a limited case of BPSK modu-
lation is treated, whereas, in [93], an expression of approximate BER of
differential cooperative communications system with M-PSK constellation
is derived.

6.2.1 Differential Transmission for Cooperative System

Let us consider a basic cooperative communication system, which consists
of one source (s), one relay (r), and one destination (d) terminal as shown
in Fig. 1.10. Each of them can either transmit or receive a signal at a
time. The transmission of the data from the source to the destination ter-
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minal is furnished in two phases. In the first phase, the source broadcasts
data to the destination and the relay. The relay decodes/amplifies the re-
ceived data and retransmits it to the destination, in the second phase. To
avoid the interference, source and relay use orthogonal channels for tra-
nsmission [83]. For ease of presentation we assume that in both phases,
the source and relay transmit stream of data through TDMA. In the TDMA
scheme, the source has to remain silent in the second phase in order to
maintain the orthogonality between the transmissions. However, in the
FDMA or the CDMA schemes, the source and the relay can transmit at the
same time.

If we use differential modulation in the cooperative communications
system, the data received during the first phase at the destination is

xs,d [n] =
√

P1hs,dp [n] + es,d [n] , n = 0, 1, . . . , (1.32)

and at the relay is

xs,r [n] =
√

P1hs,rp [n] + es,r [n] , n = 0, 1, . . . , (1.33)

where P1 is the power transmitted by the source, hs,d and hs,r are the
channel gains, es,d [n] and es,r [n] are complex-valued AWGN noise on the
two links, and p[n] is differentially modulated signal obtained from z[n]

belonging to the unit-norm M-PSK constellation A and to be transmitted
at the time n, similar to (1.13).

During the second phase the source remains silent and the relay de-
modulates or amplifies/scales the received data of (1.33) and retransmits
such that the received signal by the destination in the second phase is:

xr,d [l] =
√

P2hr,dpr,d [l] + er,d [l] , l = 0, 1, . . . , (1.34)

where l is the time index which is used in the place of n to show the
difference in time of the first and second phases, pr,d [l] is the unit vari-
ance signal transmitted by the relay, hr,d is the channel gain, er,d [l] is the
complex-valued AWGN noise, and P2 is the average transmission power
during the second phase.

In the case of DAF cooperative system employing differential BPSK
modulation, i.e., z[n] = ±1, the relay first differentially decodes the trans-
mitted data similar to (1.15) based on two consecutively received data sam-
ples xs,r[n] and xs,r[n− 1] [88, 89]. Next, the decoded bits are differentially
encoded before transmission
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As |p[n]| = 1, it can be seen from (1.33), that the average power of xs,r[l]

is P1σ
2
s,r + σ2, where σ2

s,r is the variance of hs,r, and σ2 is the variance of the
AWGN noise es,r[l], hence, in the case of AAF cooperative system pr,d[l] is
given as [92–94]

pr,d[l] =
xs,r[l]√

P1σ2
s,r + σ2

. (1.35)

It can be seen from (1.35) that pr,d[l] is a unit-variance signal.

6.2.2 Differential Decoding for Cooperative System

An ML decoder for differential DAF cooperative system at the destination is
derived in [88–91]. For AAF based differential cooperative system following
linear combiner is proposed in [92–94]:

d[k] = x∗s,d[n− 1]xs,d[n] +
1 + γ̄s,r

1 + γ̄s,r + γ̄r,d
x∗r,d[l − 1]xr,d[l], (1.36)

where k = n = l, γ̄s,r = P1σ
2
s,r/σ2 is the average SNR of the link between the

source and the relay, and γ̄r,d = P2σ
2
r,d/σ2 is the average SNR of the link

between the relay and the destination. The decision is made as follows:

ẑ[n] = arg max
z∈A

Re {d[n]z∗} . (1.37)

It can be seen from (1.37) that decoding of z[n] can be done without exact
channel knowledge at the receiver.

6.2.3 Differential Modulation for Cooperative System Based on OS-
TBC

A differential scheme based on Alamouti STBC [1] for uplink DAF coop-
erative channels is proposed in [95, 96]. A simple DAF based cooperative
system consisting of two users and one destination (base-station) is con-
sidered for differential modulation. Both users act as relays for each other.
Only BPSK constellation is used for transmission. The signals of both
users are transmitted through orthogonal phases (I and Q). Let s1ands2

belong to BPSK constellation be the data of the first and the second user,
respectively. The transmission of the Alamouti code from users to the
base-station (BS) is performed in three time-slots. In first time-slot, User
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one differentially encodes s1 and broadcasts to User two and the BS. Then
User two decodes s1. In the next time interval, User two differentially en-
codes s2 and broadcasts to User one and the BS on the orthogonal phase
Q. User one decodes s2. In the third time interval, User one differentially
encode the estimated data of User two, i.e., ŝ2, keeps it on the Q phase,
and transmits a negative and conjugate version of it to the BS. In the same
time interval, User two differentially encodes ŝ1 and transmits a conjugate
version of it to the BS. A differential decoder based on the received data in
six consecutive time intervals is derived in [95, 96]. In the case of using
the DAF protocol, the BER versus SNR performance of this scheme suffers
from error floor when the direct transmission SNR is greater than the in-
teruser SNR. To avoid the problem of error floor it is assumed in [95, 96]
that each transmitted message uses CRC bits such that the relay can per-
fectly know whether it has decoded the transmitted signal correctly or not.
The performance of the differential scheme improves with CRC bits and
selection and incremental relaying [83]. A BER analysis for this scheme is
also performed in [96] assuming perfect relaying.

In [97], a generalized differential scheme based on unitary space-time
block codes is proposed assuming single source destination pair with more
than two (U > 2) relays in between. The whole transmission is divided into
two phases consisting of several time intervals. In the first phase, symbols
are transmitted using differential encoding to the relays. The relays decode
the symbols differentially. Then N relays are selected which have perfectly
decoded the transmitted symbols, where N ≤ U . The symbol vector is
mapped into an unitary space-time matrix Gk which belongs to a finite
unitary matrix group G, where k denotes the k-th block. Each of the N

relays separately encodes Gk into the corresponding row of the differential
code matrix Dk. Let Dk−1 = [dTk−1,1, d

T
k−1,2, . . . ,d

T
k−1,N ]T , then the i-th relay

obtains dk,i as dk,i = dk−1,iGk. A PEP upper bound is also obtained for
the differential cooperative system in [97]. The idea of [97] is generalized
in [98] by including direct link between the source and the relay.

7 Contribution of the Included Papers

This dissertation consists of five papers numbered with letters (A-E). In
this section, we present a brief summary of these papers.

28



Contribution of the Included Papers

7.1 Paper A

M. R. Bhatnagar, A. Hjørungnes, and L. Song, "Precoded Differential Ortho-
gonal Space-Time Modulation over Correlated Ricean MIMO Channels,"
IEEE Journal of Selected Topics in Signal Processing, in the issue "MIMO-
Optimized Transmission Systems for Delivering Data and Rich Content",
volume 2, issue 2, pages 124 - 134, April 2008.

In Paper A, we give a more comprehensive presentation of the results we
presented in [99, 100]. We study differential modulation for MIMO system
with correlated channels in this paper. The MIMO system utilizes OSTBC
with M-PSK, M-QAM, or M-PAM signal constellation. It is assumed that
the MIMO channel is arbitrarily correlated Ricean channel. The mathe-
matical model of the arbitrarily correlated Ricean MIMO channel, given
in Subsection 1.2, is followed. It is observed that the channel correla-
tion degrades the performance of the differential system. To improve the
performance of the differential system we introduce a linear memoryless
precoder matrix at the transmitter.

A major contribution of this paper is that we derive approximate SER
expressions of the differential OSTBC (DOSTBC) with a full precoder. These
SER expressions are applicable to precoded DOSTBC with M-PSK, M-
QAM, or M-PAM. It is observed by simulations that these approximate
SER expressions are able to predict the behavior of the differential system
very closely from moderate to high SNR values. These SER expressions
are approximate since we have neglected two terms in the decision vari-
able which depend upon the transmitted data. However, these terms have
diminishing effect at SNR above 6dB.

Another major contribution of this paper is that we have designed a
full memoryless precoder for the differential system employing OSTBC
using M-PSK, M-QAM, or M-PAM signal constellations. The precoder
is designed to minimize the approximate SER of the differential system.
The precoder design presented in this paper is much more generalized
than [58]. In [58], a eigen-beamforming based precoder is designed to min-
imize the Chernoff bound of the approximate SER of DOSTBC using M-
PSK signal constellation only. It is also assumed in [58] that only transmit
correlation exists in a multiple-input single-output (MISO) system which
follows the Kronecker model. However, our precoder design is applicable
to a more general system employing multiple transmit and multiple receive
antennas, M-PSK, M-QAM, and M-PAM, and non-Kronecker correlation

29



Introduction

model. The proposed precoder also provides better SER versus SNR per-
formance than [58].

7.2 Paper B

M. R. Bhatnagar, A. Hjørungnes, and L. Song, "Differential Coding for Non-
orthogonal Space-Time Block Codes with Non-Unitary Constellations in
Arbitrarily Correlated Rayleigh Channels," conditionally accepted for pub-
lication in IEEE Transactions on Wireless Communications (subject to re-
viewers’ and editors’ final approval of the revised version submitted 19-03-
2008).

This paper generalizes the idea of differential modulation for MIMO sy-
stem to the non-orthogonal space-time block coding. Initial results of
differential coding for non-orthogonal STBC were published in [101]. In
Paper B, we propose precoded differential modulation for non-orthogonal
STBC. The non-orthogonal STBC like [24–26] have generated interest since
the last seven years. These codes are important as they are generally
available for arbitrary number of transmit antennas, whereas, OSTBCs
with complex symbols are available for limited number of transmit anten-
nas only [12]. Despite of their decoding complexity, non-orthogonal codes
like Golden codes [26] are able to achieve the diversity-multiplexing trade-
off [28]. Moreover, these codes also perform better than the same rate
OSTBC as shown in Subsection 2.3.4. These codes utilize optimized non-
unitary constellations in order to maximize the coding gain. The optimized
signal constellation is drawn from regular QAM constellations through al-
gebraic structures.

We derive an ML decoder of the differential non-orthogonal STBC us-
ing optimized non-unitary signal constellations. It is shown that this ML
decoder is far more general than the suboptimal decoders used in the con-
ventional differential systems employing OSTBCs. The proposed decoder
is applicable to non-orthogonal and orthogonal STBCs with unitary and
non-unitary signal constellations. We also derived a ML decoder of OSTBC
with QAM constellation.

As another contribution, we study the effect of channel correlation
on the performance of the differential system employing non-orthogonal
STBCs. We assume an arbitrarily correlated channel model for Rayleigh
fading MIMO channels. This model can be derived from the correlation
model discussed in Subsection 1.2 with K = 0. We introduce a full mem-
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oryless precoder matrix at the transmitter to improve the performance of
the differential system. A key feature of the proposed precoding is that the
receiver does not need to know the precoder matrix for the decoding of the
data. We obtained an upper bound of the PEP for the precoded differential
system.

A full memoryless linear precoder is designed to minimize the PEP up-
per bound. We utilized the results given in [102] about the matrix deriva-
tion to find the first order derivative of the objective function. As it is
difficult to find a close form solution for precoder, we suggest an itera-
tive optimization algorithm. The precoder design proposed in this paper
performs better than the conventional precoder design [58] of differential
MIMO systems.

7.3 Paper C

M. R. Bhatnagar, A. Hjørungnes, and L. Song, "Double-Differential Ortho-
gonal Space-Time Block Codes for Arbitrarily Correlated Rayleigh Chan-
nels with Carrier Offsets," conditionally accepted for publication in IEEE
Transactions on Wireless Communications (subject to reviewers’ and edi-
tors’ final approval of the revised version under preparation).

In this paper, we consider differential modulation over flat-fading chan-
nels with carrier offsets. The carrier offsets can be present due to the
mismatch between the transmit and receive oscillators or relative move-
ment of the transmitter and the receiver. The existence of carrier offsets
makes the flat-fading channels behave as time varying channels which do
not remain stationary over two consecutively transmitted data matrices,
which is a basic assumption in differential coding. In order to implement
a pure differential system, we need to bypass the estimation of the car-
rier offset and the channel gains. This can be done by double-differential
modulation.

A model of the time varying channel given in Subsection 5.1.3 is used.
We propose double-differential encoding for MIMO systems which is ap-
plicable to square OSTBC with M-PSK constellation. This encoding is
more general than the previously proposed double-differential encoding
for MIMO system [74] since the later one is applicable for diagonal unitary
matrices only. Hence, the conventional DD code cannot utilize the space
and time dimensions fully and this results in low data rate. By using any
square OSTBC in DD encoding we are able to exploit more coding gain
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than [74].
Another contribution is that we derived a suboptimal decoder of the

proposed double-differential OSTBC (DDOSTBC) which is able to decode
the OSTBC data linearly. The decision is independent of the channel and
the carrier offset knowledge. A PEP analysis is also conducted for the
DDOSTBC and we obtain an upper bound of the PEP.

Finally, we consider the effect of channel correlation on the perfor-
mance of the DDOSTBC. In order to improve its performance over arbitrar-
ily correlated Rayleigh fading channels with carrier offsets, we introduce a
full memoryless precoder in the transmitter. The precoder is designed to
minimize an upper bound of the PEP. We have used an iterative method to
obtain the optimized precoder matrix.

Our DDOSTBC gains substantial improvement in terms of SER as com-
pared to the DD codes of [74]. In addition, our precoder also works fairly
well over correlated channels. Hence, this paper presents differential cod-
ing in a much more generalized framework than the conventional work
of [74]. Some initial results over DDOSTBC are presented in [103].

7.4 Paper D

M. R. Bhatnagar, A. Hjørungnes, and L. Song, "Cooperative Communica-
tions over Flat Fading Channels with Carrier Offsets: A Double-Differential
Modulation Approach", EURASIP Journal on Advances in Signal Processing,
in special issue on "Wireless Cooperative Networks", volume 2008, article
ID 531786, 11 pages, doi:10.1155/2008/531786.

In Paper D, we implement a cooperative system which is perturbed by ran-
dom carrier offsets. The approach presented in this paper is novel as we
consider double-differential modulation for cooperative network in order
to avoid the knowledge of channel gain and carrier offsets at each node
in the network. A cooperative network is more vulnerable to the carrier
offsets as compared to the MIMO system if the cooperation is among the
mobile users. The sources, relays, and destinations can be moving and
it is not possible to have perfect match between oscillators of two nodes
in the network. If a training based method is used, it is very deficient in
the terms of bandwidth and data rate. Moreover, exact estimation of the
carrier offsets is difficult.

It is shown by simulation in Paper D, that in the presence of the random
carrier offsets, the conventional differential scheme breaks down. We con-
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sider the AAF protocol with double-differential modulation over Nakagami-
m channels. A maximum ratio combining (MRC) based receiver is obtained
at the destination which includes instantaneous channel coefficients. As
in a pure differential system, the nodes cannot possess the exact channel
knowledge, therefore, we replace the channel gains by their variances and
propose an emulated MRC (EMRC) receiver.

In paper [73], we show that there is an analogy between the single and
double-differential modulation and SER expressions of DD modulation can
be obtained from the analytical results of single differential modulation. In
Paper D, we used the analogy between the single and double-differential
modulation to find approximate BER expressions of the double-differential
AAF (DDAAF) system. We also obtained the p.d.f. of the effective channel
of the cooperative link (source-relay-destination) for arbitrary value of m ≥
0.5. A closed-form (without integral) expression of the approximate BER of
DDAAF system with BPSK is obtained for general Nakagami-m. We also
obtain an upper bound of the BER for M-PSK signal constellation. In
addition, a numerical power allocation is suggested to minimize the upper
bound of the BER. The proposed DD cooperative system with one source-
destination pair and one relay, achieves the maximum possible diversity
of two.

7.5 Paper E

M. R. Bhatnagar, A. Hjørungnes, R. Bose, and L. Song, "Double-Differential
Decode-and-Forward Cooperative Communications over Nakagami-m Cha-
nnels with Carrier Offsets" in Proc. for Sarnoff Symposium 2008, pages
1-5, Princeton, NJ, USA, April 2008.

In paper E, we give a more comprehensive presentation of the results we
presented in paper [104]. We consider a decode-and-forward based coop-
erative system for implementation of double-differential modulation over
Nakagami-m channels in Paper E. It is assumed that ideal CRC bits are
added in each message such that the relay can know whether it has de-
coded the data correctly or not. The relay only cooperates if it decodes
the data correctly. We propose a linear combiner of the diversity branches
at the destination. A comparison is performed between the MRC and the
proposed combiner.

A major contribution of this paper is that we obtain an upper bound
of the SER of double-differential DAF (DDDAF) system with M-PSK over
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Nakagami-m channels. We have also proposed a closed-form analytical
power distribution for Rayleigh channels and a numerical power distribu-
tion for Nakagami-m channels to minimize the upper bound of SER for
DDDAF system.

8 Main Contributions of the Dissertation

The main contributions of this dissertation can be summarized as follows:

• Found approximate SER expressions for DOSTBC with unitary and
non-unitary constellations over arbitrarily correlated Ricean MIMO
channels.

• Design of a precoder based on the approximate SER to improve the
performance of DOSTBC over arbitrarily correlated Ricean channels.

• Derived a ML decoder for differentially encoded non-orthogonal STBC
with optimized non-unitary constellations which is also applicable for
OSTBC with PSK and QAM constellations.

• Designed precoder based on the PEP upper bound for improving the
performance of the differential non-orthogonal STBC over arbitrarily
correlated Rayleigh channels. The proposed precoder also works well
with differential OSTBC.

• Proposed a double-differential encoding and decoding of square OS-
TBC with M-PSK constellation.

• Found a PEP upper bound for DDOSTBC over arbitrarily correlated
Rayleigh channels.

• Designed precoder based on the PEP upper bound in order to improve
the performance of the DDOSTBC over arbitrarily correlated Rayleigh
MIMO channels.

• Implemented double-differential modulation for wireless cooperative
communication systems with random carrier offsets using the DAF
and AAF protocols.

• Derived approximate SER/BER expressions for DDDAF and DDAAF
cooperative systems.

• Obtained optimized power allocations for DDDAF and DDAAF coop-
erative systems.
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9 Suggestions for Future Research and Extensions

In this section, we will discuss some issues that can be interesting to
investigate in the future.

In this dissertation, we implement differential modulation of square
and full-rank STBC. A natural extension of this work is to implement dif-
ferential coding of arbitrary STBC. We obtained approximate SER expres-
sions for DOSTBC by ignoring two terms in the decision variables which
depend upon the original signal. However, in the future, exact SER expres-
sions for the DOSTBC with unitary and non-unitary constellations might
be possible to derive by including these two neglected terms in the analy-
sis. As an extension of our work of differential coding for non-orthogonal
STBC, one can try to find exact or approximate SER expressions for these
differential codes. In addition, the differential non-orthogonal STBC can
be implemented in cooperative networks in a distributed manner.

As an extension of our work over DDOSTBC, double-differential coding
for arbitrary STBC might be possible to implement. An important exten-
sion might be to find the ML decoder of the double-differentially modulated
OSTBC. Furthermore, the precoder designs can be obtained for differen-
tial and double-differential STBCs over correlated key-hole or Nakagami-m
channels in future.

Exact SER/BER expressions for DDDAF and DDAAF cooperative sys-
tems might be possible to derive as an extension of the work presented in
this dissertation. In our work, we have discussed the DDDAF and DDAAF
schemes for a single source-destination pair with one relay. The proposed
DD schemes might be possibly extended to a more general case of mul-
tiple source-destination pairs with multiple relay terminals in future. In
addition, closed-form solutions of optimized power allocation for DDAAF
and DDDAF schemes over general Nakagami-m fading channels might be
possibly obtained in future.

10 Journal and Conference Contributions during Ph.D.
Studies

During the Ph.D. studies, the author has contributed to the following jour-
nals and conference publications:
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List of journal publications during Ph.D.:

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Precoded Differen-
tial Orthogonal Space-Time Modulation over Correlated Ricean MIMO
Channels,” IEEE Journal of Selected Topics in Signal Processing,
in the issue "MIMO-Optimized Transmission Systems for Delivering
Data and Rich Content", volume 2, issue 2, pages 124 - 134, April
2008.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Cooperative Commu-
nications over Flat Fading Channels with Carrier Offsets: A Double-
Differential Modulation Approach,” EURASIP Journal on Advances in
Signal Processing, in special issue on "Wireless Cooperative Networks",
volume 2008, article ID 531786, 11 pages, doi:10.1155/2008/531786.

• L. Song, A. Hjørungnes, P. Yahampath, and M. R. Bhatnagar,“Transc-
eiver Design for Spatial Multiplexing Based on Pre-Whitening Detector,”
IEEE Transactions on Vehicular Technology, accepted 06.03.2008 for
publication.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Precoded DOSTBC over
Rayleigh Channels,” EURASIP Research Letters in Communications,
volume 2007, article ID 16438, 5 pages, DOI:10.1155/2007/16438.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Differential Coding for
Non-orthogonal Space-Time Block Codes with Non-Unitary Constella-
tions in Arbitrarily Correlated Rayleigh Channels,” IEEE Transactions
on Wireless Communications, conditionally accepted for publication
subject to reviewers’ and editors’ final approval of the revised version
submitted 19-03-2008.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Double-Differential
Orthogonal Space-Time Block Codes for Arbitrarily Correlated Rayleigh
Channels with Carrier Offsets,” IEEE Transactions on Wireless Com-
munications, conditionally accepted for publication subject to review-
ers’ and editors’ final approval of the revised version under prepara-
tion.

• M. R. Bhatnagar and A. Hjørungnes,“Differential Relay Strategies over
Downlink Channel in Two-User Cooperative Communication System,”
Wireless Personal Communications, Springer, submitted 17.04.2008
for publication.
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List of conference publications during Ph.D.:

• M. R. Bhatnagar, A. Hjørungnes, and R. Bose,“Precoded DDOSTBC
with Non-Unitary Constellations over Correlated Rayleigh Channels
with Carrier Offsets,” In Proc. for IEEE International Symposium on
Information Theory (ISIT 2008), Toronto, Ontario, Canada, Jul. 2008.

• L. Song, R. de Lamare, A. Hjørungnes, M. R. Bhatnagar, and A.
Burr,“Approximate ML Serial Detector Based on Tomlinson–Harashima
Pre-Equalization,” In Proc. for IEEE Vehicular Technology Conference
(VTC Spring 2008), Singapore, May 2008.

• L. Song, A. Hjørungnes, and M. R. Bhatnagar,“Pre-Equalization and
Precoding Design for Frequency-Selective Fading Channels,” In Proc.
for IEEE International Conference on Communications (ICC 2008),
Beijing, China, May 2008.

• M. R. Bhatnagar, A. Hjørungnes, R. Bose, and L. Song,“Double-Differ-
ential Decode-and-Forward Cooperative Communications over Nakaga-
mi-m Channels with Carrier Offsets,” In Proc. for IEEE Sarnoff Sym-
posium 2008, Nassau Inn in Princeton, NJ, USA, Apr. 2008.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Double-Differential
Coding for Orthogonal Space-Time Block Codes,” In Proc. for IEEE The
33rd International Conference on Acoustics, Speech, and Signal Pro-
cessing (ICASSP 2008), Las Vegas, USA, Mar.-Apr. 2008.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Amplify-and-Forward
Cooperative Communications Using Double-Differential Modulation over
Nakagami-m Channels,” In Proc. for IEEE Wireless Communications
and Networking Conference (WCNC 2008), Las Vegas, USA, Mar.-Apr.
2008.

• M. R. Bhatnagar, M.K. Arti, R. Bose, A. Hjørungnes, and L. Song,“Time
Efficient Multi-User Relay Strategy for Cooperative MIMO Networks,”
In Proc. for The 10th International Symposium on Wireless Personal
Multimedia Communications (WPMC 2007), Jaipur, India, Dec. 2007.

• L. Song, A. G. Burr, M. R. Bhatnagar, and A. Hjørungnes,“Differential
Modulation Based on Double Space Time Transmit Diversity Architec-
ture,” In Proc. for The 10th International Symposium on Wireless Per-
sonal Multimedia Communications (WPMC 2007), Jaipur, India, Dec.
2007.
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• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Precoding of Differ-
ential OSTBC in Arbitrarily Correlated MIMO Channels,” In Proc. for
Asilomar Conference on Signals, Systems, and Computers, CA , USA,
Nov. 2007.

• L. Song, A. Hjørungnes, P. Yahampath, and M. R. Bhatnagar,“Precoder
Design for V-BLAST Schemes Based on Pre-Whitening Detector,” In
Proc. for Asilomar Conference on Signals, Systems, and Computers,
CA, USA, Nov. 2007.

• M. R. Bhatnagar and A. Hjørungnes,“Double-Differential Modulation
for Decode-and-Forward Cooperative Communications,” In Proc. for
IEEE International Conference on Signal Processing and Communi-
cations (ICSPC 2007), Dubai, UAE, Nov. 2007.

• L. Song, A. Hjørungnes, and M. R. Bhatnagar,“Linear Pre-Whitening
Detector for Space-Time Block Codes over Time-Selective Fading Chan-
nels,” In Proc. for IEEE International Symposium on Wireless Com-
munication Systems 2007 (ISWCS 2007), Trondheim, Norway, IEEE,
Oct. 2007.

• M.K. Arti, R. Bose, M. R. Bhatnagar, and A. Hjørungnes,“Relay Strate-
gies for high-rate Space-Time Code in Cooperative MIMO Networks,” In
Proc. for IEEE International Symposium on Wireless Communication
Systems (ISWCS 2007), Trondheim, Norway, IEEE, Oct. 2007.

• M. R. Bhatnagar and A. Hjørungnes,“Downlink Cooperative Commu-
nication Using Differential Relaying,” In Proc. for IEEE International
Symposium on Wireless Communication Systems (ISWCS 2007), Trond-
heim, Norway, IEEE, Oct. 2007.

• L. Song, A. Hjørungnes, A. G. Burr, and M. R. Bhatnagar,“Differential
Tranceiver Design for Quasi-Orthogonal Space-Time Block Codes,” In
Proc. for IEEE International Conference on Wireless Communica-
tions, Networking and Mobile Computing (WiCOM 2007). Shanghai,
China, Sep. 2007.

• M. R. Bhatnagar and A. Hjørungnes,“SER Expressions for Double-
Differential Modulation,” In Proc. for IEEE Information Theory Work-
shop (ITW 2007), Bergen, Norway, IEEE, Jul. 2007.

• M. R. Bhatnagar, A. Hjørungnes, and L. Song,“Non-Orthogonal Dif-
ferential Space-Time Block Code with Non-Unitary Constellations,” In
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Proc. for IEEE International Workshop on Signal Processing Advances
in Wireless Communications (SPAWC 2007), Helsinki, Finland, IEEE,
Jun. 2007.
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