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Introduction

As a subject for a thesis, I wanted to work with some nice mathematics, which I thought
could be found in algebra or mathematical logic. This thesis became the result of topics
in mathematical logic suggested by my advisor Dag Normann. It consists of two chapters,
“Computable fields” and “Model theory of fields”.

In “Computable fields” we use a definition of a computable field which has been used in
litterature before. For a computable field, there is an explicit construction of its algebraic
closure. We use this construction to show that the algebraic closure of a computable field
is computable. We notice that the definition of a computable field alone is too weak,
so we add two requirements for computability of fields, where the second requirement is
stronger than the first. We show that if a computable field satisfies the first requirement,
then its computable algebraic closure also satisfies the first requirement. We show that
if a computable field satisfies the second requirement, then its computable algebraic
closure also satisfies the second requirement. But even if a field is computable, satisfying
our stronger second requirement, there may be properties of the field which are not
computable.

In “Model theory of fields” we consider model theory for (+, ·, 0, 1)–structures satisfying
the theory of fields TF. We see that in order to say as much as possible about a field, we
must use complete extensions of TF. We show that if T is a complete extension of TF
with a finite model, then all models of T are isomorphic. So a finite field has a theory
saying everything about its structure. For a complete theory extending TF without a
finite model, there are models of any infinite cardinality, by upward Löwenheim–Skolem.
Hence we consider the models with the least cardinality, cardinality ω. We show that
there is no extension of TF such that all models of cardinality ω are isomorphic. Hence
we consider the isomorphism classes of models of cardinality ω for complete theories
extending TF without a finite model. We let n(T ) be the number of isomorphism classes
of models of cardinality ω for a theory T , and ThK be the complete theory of a field K.
Algebraically closed fields are infinite, and we show that n(ThK) = ω for an algebraically
closed field K. An infinite field has characteristic 0 or prime p. For an infinite field K
with characteristic 0 and finite algebraic degree over its prime subfield, we show that
n(ThK) > ω. It is an open question whether the corresponding result holds for infinite
fields with characteristic prime p. We discuss the possibility that n(ThK) = 0 if K is
finite, n(ThK) = ω if K is infinite and algebraically closed, and n(ThK) > ω if K is
infinite and not algebraically closed. I do not have an answer to this. We end the chapter
by considering (+, ·, 0, 1,≤)–structures having a field structure, and showing that Q and
Q(c) are not elementary equivalent.

Did I work with nice mathematics? Nice mathematics for me is a simple and logically
clean theory of complex patterns. This was not the case in the first chapter. The
definition of a computable field was unnatural, it did not resemble what we were actually
looking at. This hid the actual ideas, so that the chapter became difficult to read. I
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liked the mathematics in the second chapter better. Here I could play with theory from
algebra and model theory.

I would like to thank my advisor Dag Normann for letting me write this thesis. When
we have had different interests, he has let me do things the way I wanted. He has also
helped me with theory I did not know. I would also like to thank my fellow students for
a motivating working environment and their attempts to answer my questions.

Carl Joachim Svenn
Oslo, 15 November 2011
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Notation

The natural numbers N is a set denoting the cardinalities of finite sets. We can compare
the sizes of two finite sets, this induces a relation (≤) ⊆ N×N. So we have a structure
(N,≤). The union of two finite sets is a finite set, this induces a function (+) : N×N −→
N. So we have a structure (N,+). The structures have been expanded to give structures
(N,+, ·), (Q, 0, 1,+, ·), (R, 0, 1,+, ·), (Q, 0, 1,+, ·,≤), (R, 0, 1,+, ·,≤), etc. With abuse
of notation, we may consider the set N as the structure (N,+, ·), the structure (N,+, ·)
as the set N, etc. When we enumerate elements using (N,≤), we start with the first
element 0. We let x1 . . . xn denote n elements, where n can be 0. ~x is shorthand for some
x1 . . . xn. Arguments of functions are denoted without parentheses, as in f x1 . . . xn.

If K is a field and A are symbols, let K[A] denote the formal integral domain of poly-
nominals in A over K, let K(A) denote the field of fractions of K[A]. If K is a subfield of
L and A are elements of L, then K(A) gives a subfield K(A) of L. If L : K is a field ex-
tension, we let [L : K] denote the dimension of L as a vector space over K. The algebraic
degree of L is the dimension of the algebraic elements of L over K. If a is an algebraic
element, then deg(a,K) is the dimension of the subspace K(a), deg(a,K) = [K(a) : K].
It is known that deg(a,K) is the degree of the unique irreducible monic polynominal in
K[x] corresponding to a. Finite field extension means finite–dimensional field extension,
and similar for infinite. We let Fpn denote the field with pn elements. The prime sub-
field of a field K is its least subfield, we typically denote this subfield by K. If K has
characteristic 0, its prime subfield is isomorphic to Q, if K has charactertistic prime p,
its prime subfield is isomorphic to Fp. A field extension L : K has a transcendence basis,
and every two such bases have the same cardinality. The transcendence degree of a field
K is the cardinality of a transcendence basis of K over its prime subfield K.

If A is an S–structure, we let Aut(A) denote the set of S–isomorphisms A −→ A. If A
and B are isomorphic S–structures, we write A ∼= B. We try to make formulas easier
to read by ignoring syntactic rules from time to time, as omitting parentheses. The
notation x0 means 1, xn+1 means xxn. With abuse of language, the notation 0 ·x means
0, (n+ 1) · x means x+ (n · x). The distinctions should be clear.
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Chapter 1

Computable fields

1.1 Algebraic background

A field is a (+, ·, 0, 1)–structure with properties defined by the axioms of fields. A field
extension is a triple (i,K,L) such that i : K −→ L is an injective homomorphism between
the fields K and L, and we denote this as L : K. The injective homomorphism lets us
consider K as a subfield of L. An algebraic element a of a field extension L : K is an
element in L for which there exists f ∈ K[x] such that f a = 0. If every a ∈ L is algebraic
over K, then L : K is called an algebraic field extension. Every polynominal f ∈ K[x]
has a factorization into ap1 . . . pn where a is constant and p1 . . . pn are irreducible monic
polynominals. This factorization is unique up to the ordering of the factors. If every pi
of this factorization has degree 1, we say that f splits in K. There is a special type of
fields where any polynominal splits.

Definition 1.1.1. Algebraically closed field
A field K is algebraically closed if and only if every f ∈ K[x] splits in K.

There is also a special type of algebraic field extension where the extending field is
algebraically closed. If L is an algebraic field extension of K which is algebraically
closed, then L is called an algebraic closure of K. The structure of an algebraic closure
of a field K is unique.

Theorem 1.1.2. Every field K has an algebraic closure K. If L1 and L2 are algebraic
closures of K, then L1

∼= L2.

Proof. [3, Theorem 8.2, Theorem 8.4]

The following result characterizes an algebraic closure of a field.

Theorem 1.1.3. The following are equivalent for a field extension L : K

1. L : K algebraic such that L algebraically closed
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2. L : K algebraic such that every f ∈ K[x] splits in L

3. L : K algebraic such that (L′ : L algebraic ⇒ L′ = L)

Proof. [3, Theorem 8.1]

The computable function

P x y =
1

2
((x+ y)2 + 3x+ y) (1.1)

is a bijection N×N −→ N. Since P is a computable bijection, we can for every z search
for (x, y) such that P x y = z, hence the functions π0, π1 such that P (π0 x) (π1 x) = x
for all x, are computable.

Let K be a countable field. Define K0 = K. Suppose we have defined the Kn–th field,
being countable and an extension of all previous fields. Since Kn is countable, we have
an enumeration of the non–constant polynominals in Kn[x]. We pick the (π1 n)–th non–
constant polynominal fn in K(π0 n)[x]. Since π0 n ≤ n, this makes sense. Let pn be an
irreducible factor of fn. Define the field Kn+1 = Kn[x]/(pn) which is countable and an
extension of all previous fields. We then have the fields

K0 = K

Kn+1 = Kn[x]/(pn)

each being a field extension of all previous fields. Now consider the field L constructed
by “taking the union” of all Ki. If a is an element of L then a ∈ Ki for some i, and so
a is algebraic over K. For each i and each non–constant f ∈ Ki[x] there is a Kj such
that f has a root a. So f has a factor (x− a) in Kj . Continuing this way we see that f
splits in L. By Theorem 1.1.3 we know that L is an algebraic closure of K.

1.2 Computable representation

The theory of computability in the natural numbers N is well established. To define
computability in another object O, we can let elements in N represent structure of O,
giving a subset of N. The question of whether a part of O is computable or not reduces
to whether a corresponding part in N is computable or not. We use this consideration
in our definition of a computable field. If K is a countable field, we let the elements k
of K be represented by disjoint subsets Ak of N. This gives a subset A = ∪Ak of N
representing the set of elements ofK. The two functions 0, 1 ofK induces two elements in
{Ak : k ∈ K}. The two functions (+), (·) of K induces two functions in {Ak : k ∈ K}×
{Ak : k ∈ K} −→ {Ak : k ∈ K}. If there are partial computable functions on N which
agree on these induced functions, we are able to compute the induced structure in N.
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Definition 1.2.1. Computable representation
A computable representation of a field K on A is a tuple (φ, f, g, z, w) such that

• φ : A ⊆ N −→ K surjection

• f : ”N ×N” −→ N partial computable such that (φx) + (φ y) = φ (f x y) for all
x, y ∈ A

• g : ”N ×N” −→ N partial computable such that (φx) · (φ y) = φ (g x y) for all
x, y ∈ A

• z ∈ A such that φ z = 0

• w ∈ A such that φw = 1

We define a computable field K to be a field K for which there exists a computable
representation of K on some subset A of N. This definition implies that K is countable.
An element k of K corresponds to the subset Ak = {x : φx = k} of A.

1.3 Computable algebraic closure

We now show that ifK is a computable field, then the algebraic closureK is a computable
field, by constructing a representation of K from a representation of K. Let K be a
computable field. As above, we construct a sequence {Ki : i ∈ N} of fields such that
each field is an extension of all previous fields. Then the field L constructed as “the
union” of all Ki is an algebraic closure of K. Let R0 be a representation of K0 = K on
a subset A0 of N. For a representation Rn of Kn on An, we let An+1 be the subset of
N consisting of the sequence numbers of the finite sequences of An. Then each element
in Kn[x] can be represented by an element in An+1. Since the operations on the field
Kn[x]/(pn) are computable with respect to Kn, we have a representation Rn+1 of Kn+1

on An+1. So we have representations for each Ki. Those representations can be used in
a representation of L, and thus the algebraic closure K is computable.

Proposition 1.3.1. If K is a computable field, then K is a computable field.

Proof. For each Ki we have a representation Ri on Ai. For each i, define the set

Bi =
{
pa+1
i : a ∈ Ai

}
where pi is the i–th prime. If i 6= j then Bi and Bj are disjoint subsets of N. We lift each
representation on Ai to a representation on Bi, so we have representations of the fields
Ki on disjoint subsets of N. There is now a representation of L on the set B = ∪Bi.
Since L ∼= K, we have an obvious surjection φ′ : B −→ K. Let x, y be elements in
B, say x ∈ Bi, y ∈ Bj where i ≤ j. The injection Ki −→ Kj as a function Bi −→ Bj
is computable. To compute an operation on (x, y), we put x and y in Bj and perform
the operation there. By uniformity, there are computable functions f , g on B such that
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(φ′ x) + (φ′ y) = φ′ (f x y) and (φ′ x) · (φ′ y) = φ′ (g x y). We also have elements z, w in
B such that φ′ z = 0 and φ′w = 1. So we have a representation of K.

1.4 Equality

In a computable representation (φ, f, g, z, w) of a field K on A, the functions f , g sends
representatives of two elements to a representative for the result, in a computable way.
They do not necessarily care about the actual element in K of a representative. The
equality relation on K corresponds to the equivalence relation

x ∼ y ⇐⇒ φx = φ y

on A. The elements in K corresponds to the equivalence classes on A induced by this
equivalence relation. Without any computional requirement on these equivalence classes,
a computable representation is uninteresting, as the following example shows.

Let K be a countable field. Then there is a set X ⊆ N with a bijection X −→ K. Define
the following disjoint subsets of N

Pi =
{
pn+1
i : n ∈ N

}
each being a copy of N. Then PX0 = {px0 : x ∈ X} ⊆ P0. Set H 0 = 1. From H n ele-
ments we have (H n)(H n) pairs. Two copies of (H n)(H n) elements gives 2(H n)(H n)
elements. Set H (n + 1) = (H n) + 2(H n)(H n). There are then computable functions
F , G such that for all n

i < H n and j < H n ⇒ H n ≤ F i j < H (n+ 1)

i < H n and j < H n ⇒ H n ≤ Gi j < H (n+ 1)

and more important, F , G are injective functions N×N −→ N with disjoint images.

F

G

︸ ︷︷ ︸
H n

︸ ︷︷ ︸
(H n)(H n)

︸ ︷︷ ︸
(H n)(H n)

0

This gives partial computable functions

f (px+1
i ) (py+1

j ) = p
(P x y)+1
F i j

g (px+1
i ) (py+1

j ) = p
(P x y)+1
Gi j

sending an element in Pi × Pj to an element in PF i j and PGi j respectively (P x y is
the computable bijection (1.1), on page 9). Starting with the set PX0 , these computable
functions will give a representation of K on some set A ⊆ N. This type of construction
works for structures with a signature consisting of a finite number of function symbols.
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1.4.1 Equality computably enumerable

A computable requirement on the equivalence classes may be that the equivalence re-
lation is computably enumerable. We say that K is a computable field with computably
enumerable equality relation if and only if there exists a computable representation of
K with computably enumerable equivalence relation. Below is a characterization of a
computably enumerable equivalence relation.

Lemma 1.4.1. Let (φ, f, g, z, w) be a computable representation of a field K on A. The
equivalence relation is computably enumerable if and only if A and the set {x : φx = 0}
are computably enumerable.

Proof. Let A and {x : φx = 0} be computably enumerable. There is an element a in A
such that φa = (−1), so we can compute “x − y” of two representatives by f x (g a y).
Since x ∼ y ⇐⇒ φx = φ y, we have x ∼ y ⇐⇒ φ (f x (g a y)) = 0, so the set of pairs
in the equivalence relation is computably enumerable.

Let the set of pairs in the equivalence relation be computably enumerable. Since the
equivalence relation (∼) also is reflexive, that is x ∼ x for all x, the set A is computably
enumerable. Since φ z = 0, we have φx = 0 ⇐⇒ x ∼ z, so the set {x : φx = 0} is
computably enumerable.

1.4.2 Equality computable

A computable requirement on the equivalence classes may be that the equivalence rela-
tion is computable. This is a stronger requirement than the previous. We say that K is a
computable field with computable equality relation if and only if there exists a computable
representation of K with computable equivalence relation. Below is a characterization
of a computable equivalence relation.

Lemma 1.4.2. Let (φ, f, g, z, w) be a computable representation of a field K on A.
The equivalence relation is computable if and only if A and the set {x : φx = 0} are
computable.

Proof. Let A and {x : φx = 0} be computable. There is an element a in A such that
φa = (−1), so we can compute “x − y” of two representatives by f x (g a y). Since
x ∼ y ⇐⇒ φx = φ y, we have x ∼ y ⇐⇒ φ (f x (g a y)) = 0, so the set of pairs in the
equivalence relation is computable.

Let the set of pairs in the equivalence relation be computable. Since the equivalence
relation (∼) also is reflexive, the set A is computable. Since φ z = 0, we have φx =
0 ⇐⇒ x ∼ z, so the set {x : φx = 0} is computable.

We could have defined a computable representation of K on A as a tuple (φ, f, g, z, w)
such that φ : K −→ A is a bijection, φ (x+ y) = f (φx) (φ y) and φ (x · y) = g (φx) (φ y)
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for all x, y in K with f, g partial computable, φ 0 = z and φ 1 = w, and A a computable
set. Call this an alternative–representation. Then there is an alternative–representation
on A if and only if there is a representation on A with equality relation computable. For
if R is a representation on A with equality relation computable, let φ′ : K −→ A be the
bijection sending an element to its representative with lowest value. The functions f ′, g′

are the functions f, g modified to give the representative with lowest value. Since the
equality relation is computable, the functions f ′, g′ are computable. Conversely, if R′

is an alternative–representation on A we can let φ : A −→ K be the inverse of φ′, and
since A is computable the equality relation is trivially computable.

1.5 Algebraic closure with computably enumerable equal-
ity

Suppose K is a computable field with computably enumerable equality relation. We can
then construct a representation K on B from a representation of K on A, as described in
Proposition 1.3.1. We show that we can construct the representation of K in a way that
the equivalence relation on B will be computably enumerable, so if K is a computable
field with computably enumerable equality relation, then K is a computable field with
computably enumerable equality relation.

We will construct representations of Ki on Ai such that Ai and {x : φi x = 0} are com-
putably enumerable, and then construct a representation of K from these. When we
construct a representation Rn+1 of Kn+1 on An+1, we need to find a representative
in An+1 of a non–constant polynominal in Kn[x]. This implies that we need to know
whether an element in An does not represent 0. By the assumtion that {x : φn x = 0} is
computably enumerable, we can tell if an element in An represent 0. But we know that

x 6= 0 ⇐⇒ ∃y x · y = 1

so we can also tell if an element of An does not represent 0. Hence we are able to find a
representative of a i–th non–constant polynominal in Kn[x] for any i.

Proposition 1.5.1. If K is a computable field with computably enumerable equality
relation, then K is a computable field with computably enumerable equality relation.

Proof. We have a representation R0 of K0 on A0 such that the set A0 and {x : φ0 x = 0}
are computably enumerable. Suppose R0, . . . , Rn are such that each Ri is representa-
tion of Ki on Ai with Ai computably enumerable. Suppose the set {x : φn x = 0} in
An is computably enumerable. Since An is computably enumerable, the set An+1 is
computably enumerable. We now show that the subset {x : φn+1 x = 0} of An+1 is
computably enumerable.

Since all Ai are computably enumerable, we can pick a representative of the (π1 n)–th
non–constant polynominal fn in K(π0 n)[x] as an element in An+1. Starting with g0 = fn,
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we can search for a factorization of gi into two non–constant factors, and if such found,
continue this process with the first factor as gi+1. If gi+1 is a factor of gi and gi+2 is
a factor of gi+1, then gi+2 is a factor of gi. So this process gives smaller and smaller
factors of fn, eventually giving an irreducible factor pn of fn. The set {x : φn+1 x = 0}
is the set of elements in An+1 representing polynominals with the factor pn. If x is an
element in An+1 representing some polynominal h, we can search for a factorization of
h having a factor gi, by searching after the factors gi of fn at the same time. We will
find a factor gi of h if and only if φn+1 x = 0.

Let R′ be the representation of K on B constructed from the representations Ri. By
uniformity, the set B is computably enumerable. By uniformity, the set {x : φ′ x = 0} is
computably enumerable. So we have a representation of K with computably enumerable
equivalence relation, by Lemma 1.4.1.

1.6 Algebraic closure with computable equality

Suppose K is a computable field with computable equality relation. From Proposi-
tion 1.5.1 we have a representation of K with computably enumerable equality relation.
We show that in fact this equality relation is computable.

Proposition 1.6.1. If K is a computable field with computable equality relation, then
K is a computable field with computable equality relation.

Proof. We have a representation R of K on A. By Lemma 1.4.2, the sets A and
{x : φx = 0} are computable. By Lemma 1.4.2, it suffices to show that the sets B
and {x : φ′ x = 0} in the representation of K are computable. Since A is computable,
the set B is computable by its construction. By Proposition 1.5.1, the set {x : φ′ x = 0}
is computably enumerable, so we only need to show that its complement in N is com-
putably enumerable.

Let a 6= 0 be an element in the fieldK. SinceK is algebraic overK, there is an irreducible
f in K[x] such that f a = 0. Also, a 6= 0 so x is not a factor of the polynominal f .
Hence f 0 6= 0. Conversely, if f a = 0 and f 0 6= 0 for f in K[x], then a 6= 0. So for all
a ∈ K we have

a 6= 0 ⇐⇒ there is f in K[x] such that f a = 0 and f 0 6= 0

Consider an element in the complement of {x : φ′ x = 0}. If the element is not in B we
can tell this, since B is computable. Otherwise, let x be an element in B representing
an element a 6= 0 of the field K. By the construction of the representation of K, we can
consider the subset B0 of B as the subfield K of K. Since the sets B0 and {x : φ′ x = 0}
are computably enumerable, we can search for elements b0 . . . bn in B0 such that

(φ′ x)n+1 + (φ′ bn)(φ′ x)n + · · ·+ (φ′ b0) = 0
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And since the set {x : φ0 x = 0} of B0 is computable, we can also verify that b0 . . . bn
represent a polynominal f for which f 0 6= 0. Thus, the complement of {x : φ′ x = 0}
is computably enumerable, so the equivalence relation is computable. So we have a
computable representation of K with computable equivalence relation.

1.7 Non–computable properties

With computability theory, it is pretty easy to show that even if a field is computable by
our definition, there are properties of the field which do not need to be computable. Let
X be a computably enumerable, non–computable subset of N. By [4, 5.Theorem VI] such
a set exists. We show that there is a field K with a property which can not be computed
from any representation of K. Let {pi : i ∈ N} be the set of primes ordered by value.

Let K be the subfield of Q generated by 1 and q
1/2
i for each i ∈ X. Then the predicate

(∃y y2 = x) on K can not be computable. For if this predicate is computable, there will
exist a representation of K on some A such that

{
a : ∃y y2 = φa

}
is a computable set,

by definition. Suppose R is one such representation. We have a representative of 1, so for
each i we can compute a representative for pi. If i ∈ X then pi

1/2 ∈ K. Suppose i 6∈ X
and pi

1/2 ∈ K. Then pi
1/2 ∈ Q(q1

1/2 . . . qn
1/2) for some primes q1 . . . qn corresponding

to elements of X, which is a contradiction by the following lemma.

Lemma 1.7.1. Let q1 . . . qn be integers such that gcd(qi,qj) = 1 for all i 6= j and
qi

1/2 6∈ Q for all i.
[Q(q1

1/2 . . . qn
1/2) : Q] = 2n

Proof. If n = 0 then [Q : Q] = 1 = 20, so the result holds. If n = 1 then [Q(q1
1/2) :

Q] = 2 = 21 by assumption, so the result holds. Suppose the result holds for n
and n + 1. Let q1 . . . qnqn+1qn+2 be integers satisfying the assumption. Set Qn =
Q(q1

1/2 . . . qn
1/2) and Qn+1 = Q(q1

1/2 . . . qn
1/2qn+1

1/2). Since qn+2
1/2 is a root of

x2 − qn+2, deg(qn+2
1/2,Qn+1) ≤ 2. Suppose the degree is not 2, then qn+2

1/2 ∈ Qn+1,
so qn+2

1/2 = a0 + a1qn+1
1/2 for a0, a1 in Qn.

Suppose a0 = 0. Then qn+2
1/2 = a1qn+1

1/2 is an element in Qn+1. Since also qn+1
1/2 ∈

Qn+1, qn+2
1/2qn+1

1/2 = a1qn+1
1/2qn+1

1/2 = a1qn+1 is an element in Qn. So Qn contains
the roots of x2 − qn+2qn+1, and so [Qn((qn+2qn+1)

1/2) : Q] = [Qn : Q] = 2n. But the
n+ 1 integers q1 . . . qn(qn+2qn+1) satisfy the conditions, so the dimension is 2n+1 which
is a contradiction.

Suppose a1 = 0. Then qn+2
1/2 = a0 is an element in Qn, so [Qn(qn+2

1/2) : Q] = [Qn :
Q] = 2n. But the n+ 1 integers q1 . . . qnqn+2 satisfy the conditions, so the dimension is
2n+1, which is a contradiction.

Suppose a0 6= 0, a1 6= 0. Then qn+2
1/2 = a0 + a1qn+1

1/2 is an element in Qn+1, and so
also qn+2 = a20 + 2a0a1qn+1

1/2 + a21qn+1. So qn+1
1/2 = (2a0a1)

−1(qn+2 − a20 − a21qn+1)
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is an element in Qn, so [Qn(qn+1
1/2) : Q] = [Qn : Q] = 2n. But the n + 1 integers

q1 . . . qnqn+1 satisfy the conditions, so the dimension is 2n+1, which is a contradiction.

Then deg(qn+2
1/2,Qn+1) = 2, so [Qn+1(qn+2

1/2) : Q] = [Qn+1(qn+2
1/2) : Qn+1][Qn+1 :

Q] = 2 · 2n+1 = 2n+2.

Hence i ∈ X if and only if pi
1/2 ∈ K. But then the setX is computable, as

{
a : ∃y y2 = φa

}
is a computable set.

We should also show that there is a representation of K with equivalence relation com-
putable, in order to show that we have a representation of K with our strongest com-
putable requirement on the equivalence classes. Since X is computably enumerable, we
have a computable bijection I : N −→ X. Let qi be the (I i)–th prime. Then i 7→ qi is
a computable function. Define fields

K0 = Q

Kn+1 = Kn(qn
1/2)

There is a representation R0 of K0 on A0 with computable equivalence relation. Sup-
pose Rn is a representation of Kn on An with computable equivalence relation. By
Lemma 1.7.1, the polynominal x2−qn is irreducible over Kn and so Kn+1

∼= Kn[x]/(x2−
qn). Let An+1 be the set of sequence numbers of the finite sequences of An. There is
a representation of Kn[x]/(x2 − qn) on An+1. Since x2 − qn is irreducible over Kn, and
the equivalence relation of Rn is computable, and the function i 7→ qi is computable,
we can use the division algorithm in Kn[x] to compute the subset {a : φn+1 a = 0} of
An+1. Hence there is a representation Rn+1 of Kn+1 on An+1 with computable equiva-
lence relation. As before we lift the representations Ri to representations of Ki on Bi,
to create a representation R′ of K on the disjoint union B = ∪Bi. By uniformity and
the fact that X is computably enumerable, the equivalence relation of R′ is computable.
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Chapter 2

Model theory of fields

2.1 Model theory

In model theory we are interested in the structures satisfied by theories in first order
languages. The signature of a structure is the set of relation symbols and function sym-
bols of the structure. For each signature, there is a corresponding first order language.
If A is a structure with signature S and X ⊆ A, we can create the structure (A, a)a∈X
with signature S′, where S′ is the disjoint union of the symbols in S and symbols a for
each a ∈ X. The notation A |= F ~a means (A, a)a∈A |= F ~a. If T is a consistent theory,
then T has a model.

A complete theory T is a consistent theory such that for all sentences F in the language,
either T ` F or T ` ¬F . Let T be a complete theory, and let Xx1...xn be the set of
formulas in the language with free variables among x1 . . . xn. A formula F in Xx1...xn is
said to be consistent with T if (T ` ∃x1 . . . ∃xn F x1 . . . xn), a subset M of Xx1...xn is
said to be consistent with T if any finite conjuction of members in M is consistent with
T . A n–type of T is a maximal consistent with T subset of some Xx1...xn . Let Sn(T )
denote the set of maximal consistent with T subsets of Xx1...xn . The syntactic notion
Sn(T ) can be used in various ways to say something about the models of a complete
theory T .

Lemma 2.1.1. Let T be a complete theory of a countable signature. If T has uncount-
able many n–types for some n, then T has uncountable many non–isomorphic countable
models.

Proof. Suppose the set of non–isomorphic countable models of T is countable. By the
proof of [1, Proposition 2.2.7], we know that every n–type is realized in some countable
model of T . Since each countable model of T realizes countable many n–types, the set of
n–types is a countable union of countable sets. But then the set of n–types is countable,
which is false.
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Let A be a structure with signature S. If S′ ⊆ S, we can consider A as a structure
A′ with signature S′. But then we decrease the structural properties, so it is easier for
two S′–structures to be isomorphic. In the other direction, if we add more structural
properties we will have more possibilities of different structures, so it is more difficult
for two structures to be isomorphic. If a new property is already given by the theory,
the new property will not give us any more possibilities of different structures, as the
following lemma shows.

Lemma 2.1.2. Let S′ be a subset of a signature S. Let T be a theory in the language
of S such that for each relation symbol R of S

T ` R~x←→ FR ~x

for some S′–formula FR, and for every function symbol f of S

T ` f ~x = y ←→ Ff ~x y

for some S′–formula Ff . Let A0, A1 be models of T , and let A′0, A′1 be the respective
S′–structures. If φ : A′0 −→ A′1 is an S′–isomorphism, then φ : A0 −→ A1 is an
S–isomorphism.

Proof. Suppose φ : A′0 −→ A′1 is an S′–isomorphism. Let R be a relation symbol of S.
Then

A0 |= R~a ⇐⇒ A0 |= FR ~a

⇐⇒ A1 |= FR φ~a

⇐⇒ A1 |= Rφ~a

for all ~a of A0. Let f be a function symbol of S. Then

A0 |= f ~a = b ⇐⇒ A0 |= Ff ~a b

⇐⇒ A1 |= Ff (φ~a) (φ b)

⇐⇒ A1 |= f φ~a = φ b

for all ~a of A0, and so φ(f ~a) = f (φ~a).
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2.2 Theory of fields

The theory of fields TF is the following theory of (+, ·, 0, 1)–structures:

0 6= 1

∀x∀y x+ y = y + x

∀x x+ 0 = x

∀x∃y x+ y = 0

∀x∀y∀z (x+ y) + z = x+ (y + z)

∀x∀y x · y = y · x
∀x x · 1 = x

∀x (x 6= 0 −→ ∃y x · y = 1)

∀x∀y∀z (x · y) · z = x · (y · z)
∀x∀y∀z x · (y + z) = x · y + x · z

We want to use our language to express as much as possible of the structural properties
of a given field. One such structural property of fields we are able to express is the
characteristic. Let Ci be the sentence

Ci = 1 + · · ·+ 1︸ ︷︷ ︸
i

= 0

Note that if p is prime, then K |= Cp implies K 6|= Ci for 1 ≤ i < p, so for p prime we
have K |= Cp if and only if K has characteristic p. A field with characteristic 0 is a field
where Ci is false for all i ≥ 1. Let Char0 be the set consisting of ¬Ci for all i ≥ 1. Let
Charp be the set consisting of Cp and ¬Ci for all 1 ≤ i < p.

Another structural property we are able to express with our language is that all poly-
nominals of a given degree has a root in the field. This property holds in particular for
algebraically closed fields. The theory ACF of algebraically closed fields is TF extended
with

∀a0 . . . ∀an ∃x xn+1 + anx
n + · · ·+ a0 = 0

for all n. It is shown that ACF ∪ Charx is a complete theory for x = 0 or x prime ( [7,
Corollary 3.2.3] ).

If we want to describe the structural properties of a given field, we can add to TF the
properties of the field we are able to express in our language. For example, if K is a
field where every element has a square root, then TF ∪ {∀x∃y x = y2} is a theory for
K. In order to say as much as possible about the structural properties of a field, we are
interested in theories T extending TF.
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2.2.1 Categoricity

A categorical theory T is a theory where any two models of T are isomorphic. A
categorical theory T is surely complete, for if F is a sentence such that neither T ` F
nor T ` ¬F , we can create models A and B such that A |= T ∪{F} and B |= T ∪{¬F},
and so A and B are non–isomorphic models of T . Given a field K, the theory saying
as much as possible about the structural properties of K is the theory of all sentences
true in K, ThK, which is a complete theory. The following result shows that if T is
a complete theory extending TF with a finite model, then any two models of T are
isomorphic, and so T is a categorical theory. The result is a special case of the fact that
a complete theory from any signature with a finite model is a categorical theory.

Proposition 2.2.1. Let T be a complete theory extending TF with a finite model.

A |= T and B |= T ⇒ A ∼= B

Proof. Let A be a finite model of T with n elements. Since T is complete we know that
T ` F if and only if A |= F for all F in the language. Let N be the formula

N x1 . . . xn = x1 6= x2 ∧ . . . ∧ x1 6= xn ∧
...

xn 6= x1 ∧ . . . ∧ xn 6= xn−1 ∧
∀x (x = x1 ∨ . . . ∨ x = xn)

characterizing n elements. Choose a bijection φ : {x1 . . . xn} −→ A. Let F(+) be the
following formula defining the result of (+) for all the n2 pairs of elements in A:

F(+) x1 . . . xn = (x1 + x1 = x(1,1)) ∧ . . . ∧ (xn + xn = x(n,n))

where x(i,j) is the result of xi+xj induced from the bijection φ. Let F(·) be the following
formula defining the result of (·) for all the n2 pairs of elements in A:

F(·) x1 . . . xn = (x1 · x1 = x(1,1)) ∧ . . . ∧ (xn · xn = x(n,n))

where x(i,j) is the result of xi · xj induced from the bijection φ. The formula

G = ∃x1 . . . ∃xn
(N x1 . . . xn ∧ F(+) x1 . . . xn ∧ F(·) x1 . . . xn)

is true in A, so T ` G. If B is a model of T , then B |= G, so B has n elements with its
graphs defined by G. Hence A ∼= B.

Let T be a complete theory extending TF without a finite model. By upward Löwenheim–
Skolem, there is a model of T of any infinite cardinality. Hence T is not categorical.
Also, by downward Löwenheim–Skolem, if A is a model of T , there is a model B of T
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of cardinality ω. Hence, for a complete theory T extending TF without a finite model,
we are interested in the models of T of cardinality ω. An ω–categorical theory T is a
theory with a model of cardinality ω and where any two models of T with cardinality
ω are isomorphic. Suppose T is an ω–categorical theory of a countable signature. If
T is not complete there are non–isomorphic models A and B of T with cardinality ω,
which is a contradiction. If T has a finite model then all models of T are finite, which is
a contradiction. Hence an ω–categorical theory of a countable signature is a complete
theory without a finite model. In the following results, found in [5], we show that there
is no extension T of TF such that T is ω–categorical.

Theorem 2.2.2. Let T be a complete theory of a countable signature without a finite
model. The following are equivalent:

• T is ω–categorical

• Sn(T ) is finite for all n

• If A is a countable model of T , then the number of orbits from Aut(A) on n–tuples
of elements in A is finite, for all n

Proof. This is proven in [5, Theorem 7.3.1].

Theorem 2.2.3. Let T be an ω–categorical theory of a countable signature. Let A be
a model of T . If A′ is any finitely generated substructure of A, then A′ is finite. More
specific, for each n there is a least number m such that every substructure of A generated
by n elements has size less than or equal to m.

Proof. Suppose T is ω–categorical. Then T is a complete theory without a finite model.
Let ~a be generators for a substructure A′, and b, c be different elements in that substruc-
ture. We look at the (n+ 1)–types satisfied by ~a b and ~a c:

Nb ~x y = {F ~x y : A |= F ~a b}
Nc ~x y = {F ~x y : A |= F ~a c}

We now show that these types are different. Since b and c are generated by ~a, there are
terms such that b = tb~a and c = tc~a. Hence

(y = tb ~x) ∈ Nb

(y = tc ~x) ∈ Nc

Since b and c are different elements we have

T ` ∃x1 . . . ∃xn (tb ~x 6= tc ~x)

and so

(y = tc ~x) 6∈ Nb
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since Nb is a consistent set by definition. Thus, Nb and Nc are different types. Since A
is ω–categorical, the set of (n + 1)–types is finite (Theorem 2.2.2), and so A′ is a finite
set. Hence every finitely generated substructure of A is finite.

We now show that for each n, there is a least number m such that every substructure
generated by n elements has size less than or equal to m. By Theorem 2.2.2, the set
of orbits of Aut(A) on n–tuples is finite. These orbits are the equivalence classes of the
equivalence relation

~x ∼ ~y ⇐⇒ there is an isomorphism in Aut(A) sending ~x to ~y

Let ~a1 . . . ~ar be tuples representing each equivalence class, and let A′1 . . . A
′
r be the sub-

structures generated by ~a1 . . . ~ar respectively. As proven above, each A′i is finite, say

|Ai| = mi. Let B be any substructure generated by n elements ~b. Then ~b is equivalent
to some ~ai, so we have an isomorphism A −→ A sending ~b to ~ai. Thus, the substructure
generated by ~b has size mi. Then m = max(m1 . . .mr) is a least number such that every
substructure of A generated by n elements has size less than or equal to m.

Theorem 2.2.4. There is no ω–categorical extension of TF.

Proof. Suppose T is an extension of TF such that T is ω–categorical. Then T is complete.
LetA be a countable model of T . By Theorem 2.2.3, every substructureA′ ofA generated
by one element is finite with size less than or equal to m. Let x be a non–zero element
of A. Since the substructure generated by x is finite with size less than or equal to m,
there are xi and xj from the m + 1 terms x1 . . . xm+1 such that xi = xj and i < j.
Hence xj−i = 1 with j − i ≤ m. This means that every non–zero element of A satisfy
xm! − 1 = 0. But A is assumed to be infinite, so xm! − 1 will then have infinitely many
roots, which is not possible.

2.3 The number of isomorphism classes

We are interested in the models of cardinality ω for a complete theory T extending TF. As
two isomorphic structures are “the same” structure, we will consider the isomorphism
classes of models of T . A natural question about the isomorphism classes is “how
many?”. We try to answer this for the case with cardinality ω. We let n(T ) be the
number of isomorphism classes of models of cardinality ω of T .

Let T be a complete theory extending TF with a finite model. Then n(T ) = 0, since T
has no model of cardinality ω. Let T be a complete theory extending TF without a finite
model. Since T is complete, there is at least one model of cardinality ω, so n(T ) 6= 0.
Since T is not ω–categorical, n(T ) 6= 1. By a classical proof in model theory, n(T ) 6= 2
( [8, Corollary 21.5] ). An algebraically closed field is infinite. We can use algebraic
arguments to show that if K is an algebraically closed field, then n(ThK) = ω.
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Proposition 2.3.1. Let K be an algebraically closed field.

n(ThK) = ω

Proof. Let A and B be algebraically closed fields of the same characteristic. If A ∼= B
then the transcendence degrees of A and B are equal. Suppose A and B have the same
transcendence degree. Let KA and KB be the prime subfields of A and B respectively.
Then XA and XB are transcendence bases of A and B respectively, with a bijection
XA −→ XB. Then

KA ≤ KA(XA) ≤ KA(XA) ≤ A

KB ≤ KB(XB) ≤ KB(XB) ≤ B

since A and B are algebraically closed (using [3, Corollary 8.1]). By the assumption
that KA

∼= KB and XA −→ XB is a bijection, KA(XA) ∼= KB(XB). Since XA is
a transcendence basis for A, A is an algebraic extension of KA(XA). Since XB is a
transcendence basis for B, B is an algebraic extension of KB(XB). But then KA(XA) =
A and KB(XB) = B, since KA(XA) and KB(XB) are algebraically closed, so A ∼= B.

A model of ThK of cardinality ω has either finite or countable infinite transcendence
degree over its prime subfield K. So the number of isomorphism classes of models of
cardinality ω is at most ω. On the other side, ACF∪Charx is a complete theory for fixed
characteristic x, and thus equal to ThK for some x. Then K(x1 . . . xn) is a model of
ThK of cardinality ω for each n, so the number of isomorphism classes of models of
cardinality ω is at least ω.

Infinite fields may have characteristic 0 or prime p. If an infinite field K is algebraically
closed, then n(ThK) = ω, regardless of the characteristic. We now consider n(ThK) for
an infinite field K in the two cases characteristic 0 and characteristic prime p.

2.3.1 Characteristic 0

Let K be a field of characteristic 0. Then K is an infinite field. Also, the least substruc-
ture of K is isomorphic to Q. For the field Q, the number of isomorphism classes of
models of cardinality ω is not countable.

Proposition 2.3.2.
n(ThQ) > ω

Proof. Let {pi : i ∈ N} be the set of primes. Let T be the complete theory of the
(+, ·, 0, 1)–structure Q. We extend the signature S = (+, ·, 0, 1) to S′ by adding a new
constant symbol c. For each subset X ⊆ N we show that there is an S′–structure Q′X
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satisfying

T ∪ { (∃x xpi = c) : i ∈ X}
∪ {¬(∃x xpi = c) : i 6∈ X}

Let

(∃x xq1 = c) . . . (∃x xqm = c)

¬(∃x xr1 = c) . . . ¬(∃x xrn = c)

be a finite subset of these formulas. Define the S′–structure Q′ by setting c = 2q1...qm in
Q. We then have

Q′ |= (∃x xqi = c)

for all qi. Conversely, if (a/b)r = 2q1...qm for some prime r and a, b have no common
factor, then ar = 2q1...qmbr, so b = 1, and then ar = 2q1...qm . Since 2 is prime we have
a = 2s, 2sr = 2q1...qm , so r = qi for some i. Hence

Q′ |= ¬(∃x xri = c)

for all ri. By the compactness theorem there exists such a structure Q′X . Let c be the
element c of Q′X , and consider Q′X as a (+, ·, 0, 1)–structure QX . Let NX be the 1–type
of T realized by the element c in QX :

NX = {F y : QX |= F c}

If X0 6= X1, say i ∈ X0, i 6∈ X1, then

(∃x xpi = y) ∈ NX0

¬(∃x xpi = y) ∈ NX1

and so NX0 6= NX1 . Thus, T has uncountable many 1–types, and by Lemma 2.1.1,
n(ThQ) > ω.

The proof of Proposition 2.3.2 can actually be generalized such that it holds for fields
of characteristic 0 where the algebraic elements over their prime subfields have bounded
degree. Let K be a field of characteristic 0 with prime subfield K. If K has finite
algebraic degree over K, then the algebraic elements over K have bounded degree. If K
has infinite algebraic degree over K, there are finite–dimensional algebraic extensions Ln
of K inside K of arbitrary high degrees, and since K has characteristic 0, Ln = K(an)
for some an ∈ K, by [2, 51.16 Corollary]. Hence the algebraic elements over K of K
do not have bounded degree. So for a field K with characteristic 0 we have that the
algebraic elements of K over its prime subfield have bounded degree if and only if K has
finite algebraic degree over its prime subfield. Instead of speaking about fields where the
algebraic elements over their prime subfields have bounded degree, we speak about fields
with finite algebraic degree over their prime subfields. Below we prove that if K is a field
of characteristic 0 with finite algebraic degree over its prime subfield, then n(ThK) > ω.
We need the following lemma.
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Lemma 2.3.3. For distinct primes r, q1, . . . , qn, the polynominal

xr − pq1...qn

is irreducible over Q for any prime p.

Proof. This is shown in [9, Beispiele. 1., page 81], using a generalization of Eisenstein
criterion by G. Dumas.

Proposition 2.3.4. Let K be a field of characteristic 0 where the algebraic elements
over its prime subfield have bounded degree.

n(ThK) > ω

Proof. Let L be the subfield of K consisting of the elements algebraic over its prime
subfield K, K ≤ L ≤ K. By assumption, there is a number d such that if a is an
element of L, then deg(a,K) ≤ d. Let {si : i ∈ N} be the set of primes strictly greater
than d. Let T be the complete theory of the (+, ·, 0, 1)–structure K. We extend the
signature S = (+, ·, 0, 1) to S′ by adding a constant symbol c. For each subset X ⊆ N
we show that there is an S′–structure K ′X satisfying

T ∪ { (∃x xsi = c) : i ∈ X}
∪ {¬(∃x xsi = c) : i 6∈ X}

Let

(∃x xq1 = c) . . . (∃x xqm = c)

¬(∃x xr1 = c) . . . ¬(∃x xrn = c)

be a finite subset of these formulas. Define the S′–structure K ′ by setting c = 2q1...qm in
K. We then have

K ′ |= (∃x xqi = c)

for all qi. Suppose yri = 2q1...qm for some y in K. Then y is algebraic over K, so y ∈ L.
By Lemma 2.3.3, xri − 2q1...qm is irreducible over Q, so deg(y,K) = ri. But this is a
contradiction, since d < ri. Hence

K ′ |= ¬(∃x xri = c)

for all ri. By the compactness theorem there exists such a structure K ′X . Let c be the
element c of K ′X and consider K ′X as a (+, ·, 0, 1)–structure KX . Let NX be the 1–type
of T realized by the element c in KX :

NX = {F y : KX |= F c}

If X0 6= X1, say i ∈ X0, i 6∈ X1, then

(∃x xsi = y) ∈ NX0

¬(∃x xsi = y) ∈ NX1

and so NX0 6= NX1 . Thus, T has uncountable many 1–types, and by Lemma 2.1.1,
n(ThK) > ω.
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2.3.2 Characteristic prime p

Let K be a field of characteristic prime p with prime subfield K. If K has finite algebraic
degree over K, then the algebraic elements over K have bounded degree. If K has infinite
algebraic degree over K, there are finite–dimensional algebraic extensions Ln of K inside
K of arbitrary high degrees, and since K is a finite field, Ln = K(an) for some an ∈ K,
by [2, 33.6 Corollary]. Hence the algebraic elements over K of K do not have bounded
degree. So for a field K with characteristic prime p we have that the algebraic elements
of K over its prime subfield have bounded degree if and only if K has finite algebraic
degree over its prime subfield. Instead of speaking about fields where the algebraic
elements over their prime subfields have bounded degree, we speak about fields with
finite algebraic degree over their prime subfields.

For an infinite field K of characteristic 0 with finite algebraic degree over its prime
subfield K, we proved that n(ThK) > ω. This might be true for characteristic prime
p. An analogous proof to Proposition 2.3.4 will not work, since the subfield of algebraic
elements over K is then a finite-dimensional extension of K, and so a finite field, since K
is a finite field. So an infinite field of characteristic prime p with finite algebraic degree
over its prime subfield K contains an element transcendental over K.

2.3.3 Further work

Suppose K is a field with infinite algebraic degree over its prime subfield. Is necessarily
n(ThK) > ω? The answer to this is negative, we showed in Proposition 2.3.1 that
n(ThQ) = ω.

Suppose K is a field with infinite algebraic degree over its prime subfield. Is necessarily
n(ThK) = ω? The answer to this is negative, in the next section we show that there is
a field R of cardinality ω having characteristic 0, with infinite algebraic degree over its
prime subfield and n(ThR) > ω.

Suppose K is a field with infinite algebraic degree over its prime subfield and K is a
finite extension of K. Is necessarily n(ThK) = ω? The answer to this is negative, in
the next section we show that there is a field R of cardinality ω having characteristic 0,
with infinite algebraic degree over its prime subfield, [R : R] = 2, and n(ThR) > ω.

We proved that n(ThK) = 0 for a finite field K. For infinite fields we proved that if
K is algebraically closed, then n(ThK) = ω. For other infinite fields K we observed
that n(ThK) > ω. Since mathematics is the study of patterns, we are interested in
the following possibility: “If K is an infinite field which is not algebraically closed, then
n(ThK) > ω”. At least for the case with characteristic 0. In Proposition 2.3.4, the
assumption “finite algebraic degree over its prime subfield” implies a field which is not
algebraically closed.

For a complete theory T extending TF, we asked the question “how many?” about the
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isomorphism classes of models of cardinality ω. Another natural question about the
isomorphism classes is “how do they relate?”.

2.4 Ordered fields

The theory of ordered fields TOF is a theory of (+, ·, 0, 1,≤)–structures extending TF
with

∀x∀y (x ≤ y ∨ y ≤ x)

∀x∀y (x ≤ y ∧ y ≤ x −→ x = y)

∀x∀y∀z (x ≤ y ∧ y ≤ z −→ x ≤ z)
∀x∀y∀z (x ≤ y −→ x+ z ≤ y + z)

∀x∀y (0 ≤ x ∧ 0 ≤ y −→ 0 ≤ x · y)

An ordered field is a (+, ·, 0, 1,≤)–structure satisfying TOF. The set P = {x : 0 ≤ x} is
the set of positive elements. By (∀x∀y∀z (x ≤ y −→ x + z ≤ y + z)), we deduce that
0 ≤ x implies (−x) ≤ 0, so either 0 ≤ x or 0 ≤ (−x) for an element x. If 0 ≤ x, then
0 ≤ x · x = x2. If 0 ≤ (−x), then 0 ≤ (−x) · (−x) = x2. So squares are positive in an
ordered field. In particular, 1 is a square, so

TOF ` 0 ≤ 1

Suppose 0 ≤ x and 0 ≤ y. Then 0 + y ≤ x+ y and so 0 ≤ x+ y. Hence a sum of positive
elements is positive,

TOF ` ∀x∀y (0 ≤ x ∧ 0 ≤ y −→ 0 ≤ x+ y)

Suppose (−1) is a sum of squares, (x1
2+ · · ·+xn

2)+1 = 0. Since x1
2+ · · ·+xn

2 is a sum
of positive elements, (−1) is positive which is a contradiction. Hence (−1) is not a sum
of squares in an ordered field. In particular, (1 + · · ·+ 1) + 1 6= 0 for i+ 1 summands, so

TOF ` ¬Ci+1

for all i. Hence an ordered field has characteristic 0.

Let K be a (+, ·, 0, 1)–structure satisfying TF. K is called real if (−1) is not a sum of
squares. K is called real closed if for any algebraic extension L of K with L real we have
L = K. Let K be a real field. By [6, Theorem XI.2.2] there exists a real closure R of K.
By [6, Theorem XI.2.2] any real closed field R can be equipped with an ordering making
it an ordered field, in a unique way. Since K is a subfield of R, there is at least one
ordering on K making it an ordered field. Hence a (+, ·, 0, 1)–structure K satisfying TF
can be ordered if and only if (−1) is not a sum of squares. In particular, an algebraically
closed field can not be ordered.
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Proposition 2.4.1. Let A be an ordered field.

n(ThA) > ω

Proof. Define the following sets of formulas by

Mr x = {(m · 1) < x(n · 1) : m/n < r}∪
{x(n · 1) ≤ (m · 1) : r ≤ m/n}

for each real number r ∈ [0, 1). Since A has characteristic 0, Q is a substructure of A,
so for each finite subset M of Mr there is an element in A realizing M . Since Mr is a
consistent set, there is a 1–type Nr of ThA containing Mr. If r0 6= r1 then Mr0 6= Mr1

since Q is dense in A, and so Nr0 6= Nr1 . Hence ThA has uncountable many 1–types,
and so by Lemma 2.1.1, n(ThA) is not countable.

Since ordered fields have more structural properties than fields, there are more pos-
sibilities of different structures. So we will have a richer set of isomorphism classes
when considering an ordered field as a (+, ·, 0, 1,≤)–structure rather than a (+, ·, 0, 1)–
structure. From Lemma 2.1.2 we know that if we can express the properties of (≤) in
the language of (+, ·, 0, 1), the two sets of isomorphism classes will be “equal”. This fact
is used in the two results below. The first one is an alternative proof to Proposition 2.3.2
that n(ThQ) > ω. The second is a proof that n(ThR) > ω.

Proposition 2.4.2. For the (+, ·, 0, 1)–structure Q we have

n(ThQ) > ω

Proof. Let (Q,≤) be the (+, ·, 0, 1,≤)–structure of the rational numbers. Let P be the
predicate

P x = ∃a1∃a2∃a3∃a4∃b1∃b2∃b3∃b4 (2.1)

(a1
2 + a2

2 + a3
2 + a4

2) = x(b1
2 + b2

2 + b3
2 + b4

2)

If P x holds then x is positive, since both sums a1
2+a2

2+a3
2+a4

2 and b1
2+b2

2+b3
2+b4

2

are positive. Conversely, let x by a positive element. Then x = m/n for positive integers
m and n. By Lagrange’s theorem, every positive integer r can be written as a sum
r1

2 + r2
2 + r3

2 + r4
2 where ri are positive integers. Hence P x holds. We notice that

(Q,≤) |= x ≤ y ←→ ∀z (x+ z = y −→ P z)

so the relation (≤) can be defined in the language given by the signature (+, ·, 0, 1).
By Proposition 2.4.1, there are uncountable many (+, ·, 0, 1,≤)–isomorphism classes of
Th (Q,≤), and by Lemma 2.1.2 these are “the same” as the (+, ·, 0, 1)–isomorphism
classes of ThQ. So n(ThQ) is uncountable for the (+, ·, 0, 1)–structure Q.
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Proposition 2.4.3. For the (+, ·, 0, 1)–structure R we have

n(ThR) > ω

Proof. Let (R,≤) be the (+, ·, 0, 1,≤)–structure of the real numbers. We notice that

(R,≤) |= x ≤ y ←→ ∃z x+ z2 = y

so the relation (≤) can be defined in the language given by the signature (+, ·, 0, 1).
By Proposition 2.4.1, there are uncountable many (+, ·, 0, 1,≤)–isomorphism classes of
Th (R,≤), and by Lemma 2.1.2 these are “the same” as the (+, ·, 0, 1)–isomorphism
classes of ThR. So n(ThR) is uncountable for the (+, ·, 0, 1)–structure R.

2.4.1 A countable field R

We now show that there is a field R of cardinality ω having characteristic 0, such that R
has infinite algebraic degree over its prime subfield K, [R : R] = 2, and n(ThR) > ω. Let
R be a model of R of cardinality ω (downward Löwenheim–Skolem). Then n(ThR) > ω
as proven above. For each prime p, the polynominal xp − 2 is irreducible over Q by
Lemma 2.3.3. Since R |= ∃x xp = (1 + 1) and R is a model of ThR, there are elements
in R of algebraic degree p over K for any prime p. Hence R has infinite algebraic degree
over its prime subfield. Let R(i) be R extended with a root of x2 + 1. We now show
that R(i) is the algebraic closure of R, and so [R : R] = 2.

Lemma 2.4.4. Let R be a model of ThR. Every element in R(i) has a square root.

Proof. Let a+ ib be an element of R(i). For all x, y in R there are elements

z =

√
x+

√
x2 + y2

2

w =

√
−x+

√
x2 + y2

2

in R with the indicated properties. Therefore, since R is a model of ThR, there are
elements

c =

√
a+
√
a2 + b2

2
(2.2)

d =

√
−a+

√
a2 + b2

2
(2.3)
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in R with the indicated properties. By computing

(2cd)2 = 4c2d2

= 4

(
a+
√
a2 + b2

2

)(
−a+

√
a2 + b2

2

)
= (a+

√
a2 + b2)(−a+

√
a2 + b2)

= −a2 + (a2 + b2)

= b2

we see that either 2cd = b or (−2cd) = b. If (−2cd) = b, we can set c to (−c). So there
are elements c, d in R having properties (2.2), (2.3) and 2cd = b. We then have

(c+ id)2 = (c2 − d2) + i(2cd)

and so

2cd = b

and

c2 − d2 =
a+
√
a2 + b2

2
− −a+

√
a2 + b2

2

=
2a

2
= a

The following algebraic proof of the fundamental theorem of algebra, found in [10], shows
that R(i) is algebraically closed:

Theorem 2.4.5. Let R be a model of ThR.

R = R(i)

Proof. Let R be a model of ThR. We show that there is no proper finite algebraic
extension of R(i). Let K : R(i) be a finite extension, then K : R is a finite extension
and by [3, Corollary 9.2] there is a field extension K ′ : K : R such that K ′ is a finite
normal extension of R. R has characteristic 0, so K ′ : R is also separable, and we can
then form the Galois group G = Gal(K ′ : R), which has finite order. Let H be a Sylow
2–group of G. Then the order of H is a power of 2, and the index of H in G is odd.
By Galois theory, there is a subextension K ′ : L : R such that Gal(K ′ : L) = H. Since
[L : R] = [G : H] is odd and every polynominal in R of odd degree has a root, [L : R] = 1,
so [K ′ : R] = [K ′ : L][L : R] = [K ′ : L] = |H|. Since also [K ′ : R] = [K ′ : R(i)][R(i) : R],
the degree of K ′ over R(i) must be a power of 2. So the Galois group G′ = Gal(K ′ : R(i))
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has order a power of 2. Since every element in R(i) has a square root by Lemma 2.4.4,
every polynominal of degree 2 in R(i) splits by using the quadratic formula. Hence there
is no extension of R(i) of degree 2. Suppose G′ is not trivial. Then by Sylow theorems,
the group Gal(K ′ : R(i)) contains a subgroup of order 2. But then K ′ is an extension of
R(i) of degree 2, which is a contradiction. Hence G′ is trivial, so K ′ = R(i), and also
K = R(i).

2.5 Elementary equivalence

Let A, B be structures with signature S. If for all sentences F in the language we have

A |= F ⇐⇒ B |= F

then A and B are said to be elementary equivalent, and we write A ≡ B. An equivalent
condition is ThA = ThB. If A and B are isomorphic, then they surely are elementary
equivalent. But the converse, if A and B are elementary equivalent they are isomorphic,
is not true. Let T be a complete theory. If A and B are models of T , they are elementary
equivalent.

Let K be a field. We are only able to express algebraic statements about elements in
K with our language. This is obvious, since we consider a (+, ·, 0, 1)–structure K. One
might therefore think that extending a field K with a transcendental element c, giving a
field K(c), gives us an elementary equivalent field. This is not true, since we can describe
algebraic properties between elements, and these elements can be transcendental, as the
following example shows.

Example 2.5.1. With K = F2 we have

K |= ∀x∃y y2 = x

K(c) 6|= ∀x∃y y2 = x

since there is no element y in F2(c) such that y2 = c.

Consider the field Q. Are Q and Q(c) elementary equivalent? Suppose they are iso-
morphic, so φ : Q −→ Q(c) is an isomorphism. Since φ is a (+, ·, 0, 1)–homomorphism
between fields, we have φ 1 = 1 and so also φ (m/n) = m/n for all m/n. Hence φ is not
a surjection, which is a contradiction. The following can be said about elements in the
extension Q(c) of Q:

Proposition 2.5.2. Every element in Q(c) which is not in Q is transcendental over Q.

Proof. Let x be an element in Q(c), x = (p cq c ) for some p, q in Q[c] with no common
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factor of non–zero degree. Suppose for some a0 . . . an in Q we have(
p c

q c

)n+1

+ an

(
p c

q c

)n
+ · · ·+ a0 =

(p c)n+1 + an(q c)(p c)n + · · ·+ a0(q c)
n+1

(q c)n+1

= 0

This gives

(p c)n+1 + an(q c)(p c)n + · · ·+ a0(q c)
n+1 = 0

and so

(−an)(q c)(p c)n + · · ·+ (−a0)(q c)n+1 = (p c)n+1

Now (q c) divides (p c)n+1, so (q c) has zero degree, (q c) = b for some b ∈ Q. This means
that

(p c)n+1 + (anb)(p c)
n + · · ·+ (a0b) = 0

and since c is transcendental over Q, (p c) must have zero degree, (p c) = d for some
d ∈ Q. So x = d/b is an element of Q.

We now show that Q and Q(c) are not elementary equivalent, we find a sentence F such
that Q |= F and Q(c) 6|= F . Recall the predicate P defined in (2.1) on page 29. We
know that the predicate P x holds in Q if and only if 0 ≤ x. So the sentence

F = ∀x (P x ∨ ∀y (x+ y = 0 −→ P y))

saying that for any element x of Q, either x or (−x) is positive, holds in Q. But the
sentence F does however not hold in Q(c).

Proposition 2.5.3.

Q(c) 6|= ∀x (P x ∨ ∀y (x+ y = 0 −→ P y))

Proof. Suppose P c is true in Q(c), then(
p1 c

q1 c

)2

+

(
p2 c

q2 c

)2

+

(
p3 c

q3 c

)2

+

(
p4 c

q4 c

)2

=

c

((
r1 c

s1 c

)2

+

(
r2 c

s2 c

)2

+

(
r3 c

s3 c

)2

+

(
r4 c

s4 c

)2
)
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for polynominals in Q[c]. Hence

(p1 c)
2

(q1 c)2
+

(p2 c)
2

(q2 c)2
+

(p3 c)
2

(q3 c)2
+

(p4 c)
2

(q4 c)2
=

c

(
(r1 c)

2

(s1 c)2
+

(r2 c)
2

(s2 c)2
+

(r3 c)
2

(s3 c)2
+

(r4 c)
2

(s4 c)2

)
and multiplying out we get

(p1 c)
2(q2 c)

2(q3 c)
2(q4 c)

2(s1 c)
2(s2 c)

2(s3 c)
2(s4 c)

2+

(p2 c)
2(q1 c)

2(q3 c)
2(q4 c)

2(s1 c)
2(s2 c)

2(s3 c)
2(s4 c)

2+

(p3 c)
2(q1 c)

2(q2 c)
2(q4 c)

2(s1 c)
2(s2 c)

2(s3 c)
2(s4 c)

2+

(p4 c)
2(q1 c)

2(q2 c)
2(q3 c)

2(s1 c)
2(s2 c)

2(s3 c)
2(s4 c)

2 =

c ( (r1 c)
2(s2 c)

2(s3 c)
2(s4 c)

2(q1 c)
2(q2 c)

2(q3 c)
2(q4 c)

2+

(r2 c)
2(s1 c)

2(s3 c)
2(s4 c)

2(q1 c)
2(q2 c)

2(q3 c)
2(q4 c)

2+

(r3 c)
2(s1 c)

2(s2 c)
2(s4 c)

2(q1 c)
2(q2 c)

2(q3 c)
2(q4 c)

2+

(r4 c)
2(s1 c)

2(s2 c)
2(s3 c)

2(q1 c)
2(q2 c)

2(q3 c)
2(q4 c)

2 )

Consider the two sums of products of squared polynominals. The leading coefficient of
a squared polynominal is positive, and its degree is even. Multiplying two polynominals
of even degree with positive leading coefficients, gives a polynominal of even degree with
positive leading coefficient. Hence the two sums of products of squared polynominals do
both have even degree. But now the left side has even degree and the right side has odd
degree, which is a contradiction. The same argument goes for P (−c). Hence neither P c
nor P (−c) is true, so the sentence F is false in Q(c).
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