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Abstract

The analysis of the Multi point flux approximation (MPFA) method
has so far relied on the possibility of seeing it as a mixed finite element
method for which the convergence is then established. This type of anal-
ysis has been successfully applied to triangles and quadrilaterals, lately
also in the case of rough meshes.

Another well known conservative method, the mimetic finite difference
method, has also traditionally relied on the analogy with a mixed finite
element method to establish convergence. Recently however a new type
of analysis proposed by Brezzi, Lipnikov and Shashkov (2005), permits to
show convergence of the mimetic method on a general polyhedral mesh.

We propose to formulate the MPFA O-method in a mimetic finite
difference framework, in order to extend the proof of convergence to poly-
hedral meshes. The formulation is useful to see the close relationship
between the two different methods and to see how the differences lead to
different strenghts. We pay special attention to the assumption needed for
proving convergence by examining various cases in the section dedicated
to numerical tests.

1 Introduction

Control volume methods are frequently used in reservoir simulation in order to
solve the elliptic pressure equation derived from Darcy’s law. This family of
methods conserve mass locally, which is important since the elliptic equation
is coupled with a hyperbolic conservation law describing the saturation in mul-
tiphase flow. The layers and fractures in the geological domain as well as the
interaction between different phases lead to anisotropies and heterogeneities in
the permeability tensor K, which can be challenging for the method. Another
factor to consider is the complex geometry and its coupling with wells which
lead to the use of grids that can be rough also upon refinement. Finally, if
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the method provides local explicit fluxes we have the possibility of solving the
coupled saturation equation implicitly.

When examining control volume methods it is useful to classify them into
and K~!- and K-methods as is done by Klausen and Russell[18]. In the former
category we find methods that calculate the pressure gradients in terms of the
fluxes, that is Vp = K ~!u, like the mixed finite element method and the mimetic
finite difference method. The K-methods calculate the fluxes in terms of the
pressure gradients, that is v = KVp, and amongst these methods we find the
multi-point flux approximation (MPFA) methods and the more traditional two-
point flux approximation (TPFA) method.

The MPFA methods are a generalization of the TPFA method which is often
used by the oil industry to discretize the pressure equation. While the MPFA
methods are more costly in terms of computations, they are designed to be exact
for linear pressure fields also when the principal axes of the permeability are not
aligned with the grid. This is not the case for the TPFA method, as shown by
Aavastmark [4]. As the TPFA method, the MPFA methods provide local explicit
fluxes with respect to the pressure. Additionally then, the MPFA methods
perform well even on rough grids and on grids that are not K-orthogonal. The
formulation of the MPFA method usually leads to a non-symmetric method.

The first MPFA methods were presented in 1994 by Aavatsmark, Barkve,
Bge and Mannseth [5] and by Edwards and Rogers [9]. Subsequent develope-
ments include amongst others [1], [2], [15]. Several different stencils have been
proposed, most notably the generalization of the original O-method, the 8 meth-
ods (see for instance [26] and [17]), and the L-method [12]. Numerical tests have
examined convergence and robustness on various types of grids and with a dis-
continuous and/or anisotropic permeability tensor, see for instance the work by
Eigestad og Klausen [10].

Considering the theoretical convergence analysis, initial attempts sought how
to reconstru’ct an interior vector field compatible with the fluxes which would
recast the MPFA method as a mixed finite element method. An example of how
the standard MPFA O-method is recast as a MFE method on triangulations
can be found in [22]. In [19, 23], examining quadrilaterals, an MPFA method
which is derived from a mapping onto an orthogonal reference cell is analyzed.
However, the analysis requires asymptotic h2—parallelogram meshes, or so called
smooth meshes. In a successive paper convergence is proved for the O-method
on rough grids [20]. In both of these papers the analysis is confined to the
2D case. On triangulations symmetric MPFA methods are available without
similar asymptotic mesh-restrictions, and convergence can be showed, cf. [17].
A limitation in the convergence study based on the analogy with mixed finite
elements is thus its limitation to triangles and quadrilaterals and the difficulty
of extending the proof to three dimensional space.

A new proof of convergence of the MPFA O-method on general grids has been
presented recently by Agelas and Masson [14]. Here they show weak convergence
of the gradient, but do not provide rate of convergence of the fluxes. Their
proof is however valid on heterogeneous permeability fields and is not based on
similarities with the MFE methods.



While the mixed FE method defines a continuous vector velocity field, the
mimetic finite difference method uses a velocity field which is only defined on el-
ement interfaces. Another property in common with the MPFA methods is that
the MFD method is designed to be exact for linear pressure fields. The mimetic
finite difference method has been successfully applied to diffusion problems with
strong heterogeneities, see for instance [25] and [24], but does not in general
allow for the definition of an explicit flux as a function of local pressure values.
The symmetry of the method makes it particularly robust when dealing with
anisotropies. While earlier proves of convergence relied on a comparison with
the MFE method, the paper of Brezzi, Lipnikov and Shashkov [7] provides a
rigorous proof of convergence for the MFD method for general polyhedra, where
the need for element interpolation is eliminated. In their following paper [8] the
proof is also extended to curved interfaces.

In this paper we show that the MPFA O-method in 2D and 3D can be written
as a MFD method by using the quadrature rule presented in [20]. The 2D case
was earlier presented in [11]. This formulation also coincides with the Local
Flux Mimetic Finite difference method as presented by Lipnikov, Shashkov and
Yotov [13], with the exception that the MPFA method uses fluxes and not a
discrete normal velocity field as the unknown. When the interface is plane this
is just a difference in scale. We do not propose to solve the MPFA method in
this manner, but rather use the reformulation to prove convergence and better
understand the working of the method. The non-symmetry of the method means
that the convergence proof presented by Brezzi, Lipnikov and Shashkov for the
MFED method [7] must be slightly modified.

An important aspect is however on what grids and with what anisotropies
the convergence proof is valid, and whether the proof is sharp. We therefore
examine the convergence of the pressure and of the flux using a comparable norm
on a grid where the assumption necessary for the convergence proof is no longer
satisfied. Other numerical tests showing the convergence of the method have not
been carried out as these can be found in other papers (see previous references
and the references therein). We do not consider heterogeneous permeability
fields.

The paper is organized as follows: Paragraf 2 presents the model prob-
lem and setting. Paragraf 3 provides the convergence proof, while paragraf 4
presents numerical tests which provide the basis for discussing the validity of
the convergence proof.

2 Model problem and setting

2.1 Continuous problem

For simplicity of exposition we will limit our discussion to Dirichlet boundary
conditions. Let © be a domain in R? d € {2,3}, with polygonal boundary
09). We consider the following elliptic equation with homogeneous Dirichlet



boundary conditions:
—V-(KVp)=f in Q, (1)
p=20 on 0f).

Viewing (1) as the prototype for the pressure equation in porous medium flow,
we can identify p as the pressure, K as the permeability tensor and f as a source
term.

The mixed formulation of (1) is obtained by introducing the unknown Darcy
velocity u = — K Vp as a new variable. We seek (u, p) € H(div, ) x L?(£2) such
that

e 2 ©)
‘u, Q>O,Q - (f7 Q>O,Q Vq el (Q)a

{(Klu, Voo — (1, VV)oe =0, VYve H(div,Q),
supplied by boundary conditions, where f € L2(2) and K is a symmetric,
positive definite field in [W1 (2)]?? whose smallest eigenvalue is bounded from
below by a positive constant. The subscript 0, denotes the L2-scalar product
on €. Similarly, the subscript 0, R indicates the the L?-scalar product and its
associated norm on a subset R C Q. For s > 1, a norm (semi-norm) with the
subscript s, R designates the usual norm (semi-norm) in H*(R).

2.2 Discrete setting and interpolation

Regarding notation, a tilde will indicate an integrated quantity, such as fluxes
or a normal integrated over the corresponding (partial) face. The subscript h
indicates a member of the discrete space, while bolds will indicate a vector. Let
{Pr}nr>0 be a shape-regular family of affine polyhedral meshes of the domain
Q). Let each polyhedron be such that a maximum of d faces meet in a vertex
(node). This is always the case in 2D. A generic element in P, is denoted
by E, hg denotes the diameter of £ and n” its outward unit normal. Set
h = maxgep, hp. Let k be the index of the nodes of the polyhedron E, while ¢
is the index of the polygons which constitute the faces of the polyhedron. The
nodes of the element form the set A%, while the nodes of the face F; form the
set NP, Let xF identify the barycenter of the face F;, xZ the midpoint of
an edge e, while x5 designates the barycenter of the polyhedral element. The
barycenter of the element will also be used as the local origin. We partition the
polyhedron into sub-cells Fy, one for each vertex k of the element, by using the
barycenters X7, xF xF and the vertexes k. An external face of a sub-cell will
be a subset of an element face and delimited by: the vertex k, the barycenter
of the face X and the midpoints xZ and %%, where el and €2 are the edges of
7 that meet in vertex k. We will denote these partial faces by F;;. In 3D, Fy
are quadrilaterals and Ej are hexahedra. In 2D, Fj; are line-segments, while
Ej, are quadrilaterals. For each couple of faces i1, ¢2 that share an edge e we
construct a (bilinear) internal face by connecting X2, x5 %% and x{’. To each
of the faces Fj (subsets of F;) we associate the normal n;; which is niE (the



Nomenclature in 2D

normal of F;) integrated over the external partial face Fj. An illustration for
the 2D case is found in Figure 2.2, where n;; has the dimension of a length.

We consider the space X of discrete pressures that are constant on each
element F, that is,

Xy, = {qn € L*(Q);YE € P, qn|e € Po}.

where Py indicates polynomials of degree 0. Our velocity space V}, consists of
discrete velocity vectors defined only on the partial faces Fj (edges in 2D) of
the element and are aligned with the average normal of the partial face. To each
face F; of the element E we thus associate m; = #ME unknowns, where #/\/;-E
is the number of vertexes of the face i. These unknowns are the (scalar) partial
fluxes f)ﬁ;, keNF. The discrete velocity field is thus defined by its components
that are piecewise constant on a face and equal to

1 5.
v = m“ﬁc zElJc (3)
where
Tl [Ful

is the unit average normal vector on the partial face Fj;. In addition, conserva-
tion of flux is imposed directly on the partial fluxes. This imposes continuity of
the normal component of the velocity field. As fluxes aligned with the outward
normal are defined as positive, on a partial side shared by two elements the sum
of the corresponding partial fluxes must be equal to zero. We also define the
flux v; over the face F; equal to the sum of the corresponding partial fluxes, i.e.

o= U (4)

keNE



The superscript £ will henceforward be omitted if there is no ambiguity in order
to facilitate reading. The partial side fluxes are regrouped into the vector v,
while the restriction of v to the d partial fluxes on the faces Fj; that share a
vertex k is indicated by vy.

To comply with the mimetic finite difference setting, we define the discrete
divergence of vj € V}, as an operator Vy, : V3, — X} such that on each E € Py,

Vivile = ﬁ Z Z Z Ui (5)

F,€0F F €OE keNF

Finally we define the interpolation operator Z of any vector-valued function
v € H(div,Q) so that vI € V}, and

1 .
vHa = W(v-nf, o, 0ix VE € Py, VFi € F. (6)
1,
The interpolation thus gives a piece-wise constant velocity vector directed in the
average normal direction of the sub-face Fj, given by the average flux divided
by the area. An important property of this interpolation is that the flux over

each sub-face Fj; (and thus over each face F; € OF) is preserved, i.e.

(vVH)irnf Dopy = (VF)ip g = 2] (v-n}, 1)o,p,, Rig Dk

sz |
= (V ) niEv ]‘>01Filc (7)
It immediately follows that the discrete divergence (defined in (5)) of the inter-

polation function is equal to the L? projection on E of the divergence of the
continuous function. That is, using (7),

Vivilg = Z > ((vHienf Do r, = ﬁ > (vaf p,

F €OE keNF F;c0E

|E| (V-v,1)o.E (8)

In particular, by setting u = —KVp we see that

1

1
_(v'(_KvP)al)O,E = E(fal)QE’ (9)

Vh-u% =
|E|

a result which will be used in the convergence proof.

2.3 Reformulation of MPFA

The mimetic method defines a quadrature for each element with a quadrature
matrix that is in general full, though symmetric. Only one unknown is specified
for each face. The MPFA method is designed to give explicit local fluxes, a
property that requires that the number of unknowns be expanded. However,



the resulting quadrature A matrix is sparse, with non-zero elements only if the
partial fluxes share a vertex. The quadrature over the element E can therefore
be decomposed into the sum of local quadratures with matrices that are of size
d x d, i.e, for up, vy € Vj:

[wh, vale = Vi AP @, =Y ¥, Arin (10)
k

where the quadrature matrix A¥ depends on the permeability and the mesh
geometry. We set K&’ equal to the constant permeability tensor on E such that

|K — K|\ pes) She  VE € P (11)

The MPFA quadrature matrix Ay for the O-method is then defined for each
partial volume Ej as

Ay = Ri(Kq) Q" (12)

Indicating by 41,42, i3 the three partial sides that share the vertex k (in 2D any
reference to 43 is simply eliminated), the two matrices Ry and @y are defined,
as

)

_ _E - _E _ _Ent LB ~FE =~
Ry, = (szl — xg,xiE2 — xg,xiE3 — xg) and Qr = (niEl,nEQ,ng) . (13)
We define the scalar product on X}, as

(Pran)x, = Y (Proan)os Ypn,an € X,
Ee€Pn

The discrete version of (2) using the MPFA quadrature is then: find (up,pp) €
(Vi, X3) such that
ZEePh [un, vilE — (Pn; vh'vh>Xh =0 Yvi € Vi, (14)
(Viun,an)x, = (f,qn)o0 Van € X

This formulation coincides with the MPFA formulation presented for instance in
[3, 1, 20]. It is important to note that the most efficient way to solve a problem
using the MPFA method is to use the standard formulation on the dual grid,
which is also how one obtains the local explicit fluxes. By using the quadrature
formulation (14) on the (original) grid one obtains a K ~! method (that is, the
gradient is expressed in terms of the fluxes) with a higher number of unknowns
with respect to a standard mimetic finite difference method. The quadrature
formulation is however useful to analyse the convergence of the method, as we
shall see.

2.4 Energy norm and assumption

We note that while the term [uy, v ] g is a scalar product when the mimetic finite
difference method is used, this is in general not the case for the MPFA method,



as Ay can be non-symmetric. However, the matrix A can be decomposed into
its symmetric and skew-symmetric parts

AP =L(A+A)+3(A-A) =As+As (15)
and similarly Ax = (Ag)i + (Aa)r. We define the following scalar product on
Vi:

(ap, va)v, = Z (Un, Vi) As(B); (Whs Vi) ag () = Vi AsTs.
EePy,

For this scalar product to be valid, As must be positive definite. We make
the following assumptions on Ag: there exist two positive constants ¢ and ¢
independent of hg and E such that Vv € V}, and VE € Py,

et Y0 D T < viasie Seambhs ¢ Y Y The (16)
F.€0F heN'P F.€0E heN'P

The validation and implication of this assumption is discussed in the last section.

We also assume that
[(Aa)ll L= (E,)
CA(E) = Max (W ; (17)

is finite, where A\ denotes the eigenvalues of (Ag)g.
We can now define the following norms based on the scalar products:

IVall¥, = (Vi V)i, IVill%, 2y = (Vi Va)as(m) Vvp €V (18)

lanllX, = (an:an)x, lanll%, (z) = (@, an)o. Van € Xn. (19)

3 Theoretical results

The MPFA quadrature [-, ] can be seen as an approximation of the integral
(K=1- )0, which, using the divergence theorem on the element E for ¢ €
HY(Q) and v € H(div, ) is equal to

(K™'KVq,v)or = —(q,VV)o.g + (¢,v-n")g o

=—(¢,V-v)og+ Y [F|7N (g, v-nf|E|)or
F,€0F

where we have rewritten the border integral to more easily see the analogy with
the discrete fluxes. A similar relation is thus sought for the MPFA method,
indication that the MPFA quadrature is exact on linear fields.

Lemma 1. For any linear field q the MPFA method satisfies the following

discrete divergence theorem:

(K§Va,vile = —(¢. Vavi)or+ > IFI7 ¢, )or  Yvi € Vi (20)
F;e0F



Proof. Observe that the integral (g, Vi-vp)o g is zero since the divergence is
constant on the element F and the barycenter of the element is the local origin.
Set ¢ = x; with 1 < j < d. The partial fluxes of KFVq on the external faces
of B, are equal to QL KFVq, as Kf'Vq is constant and each column of the
matrix @y corresponds to the integral of the normal vector on Fj;. Using the
quadrature of the MPFA method (see (10) and (12)), the left-hand side of (20)

1S

[K§Va.vale =Y ViMQLKyVa; =Y ViRL(K) Q' QLK Va,
k k
= ViRiVa;. (21)
k

Regarding the right-hand side of (20) we first note that
|F‘i|71(q7 ]‘)Oqu = (ii - XOE)|IJ"

We rewrite the border integral as

SR g v)or = D>, (D 00 & — %), =Y ViRVz;  (22)
k

F,€0F F;€0F keNiE
which proves that (22) is equal to (21) for all v, and thus (20) is satisfied for
all vy, € Vj,. O
3.1 Well-posedness of the problem

To show the well-posedness of the problem, we will use the mesh dependent
norms

vl = D IVilldivh.s Vil e = IVall$, 5y + PENVa-vald &
EcPy,
(23)
VIZn = D Vi ne V1T e = VIG5 +hEIVE & (24)
EePy,

in addition to the norms defined by means of the scalar products, (18) and (19).

The saddle-point problem (14) is well defined when the bilinear form a(vp,, wy) =
B P [Vh, Wr]E is continuous and also coercive on the divergence-free sub-
space, while the inf-sup condition

Vi Vi, qn)x
Bllanlx, < sup LHVm )X,

Van € X, (25)
VrEVR thHdivh

must be satisfied with 5 > 0.
The assumption (17) ensures the continuity of the bilinear form, since VE €
P,

[un, vile = (un, Vi)ase) + Vihatn < (1+ ca)llunllv, e IVallv. s (26)



with cy(g) finite and thus
a(vi,wi) = Y [an,vale < (1 +maxcam)unllv [vallvi-
EcPy

The coercivity at the subspace
Zy ={vh € Vi : (Vava,qn)x, =0, Vaqn € X} (27)
is evident since for any v, € Zp,

Vi llGive = IVall¥, = alva, va). (28)

The inf-sup condition can be proved as in [7] by first showing that for any
qn € Xp there exists vy, € Vj, such that Vj-vy = gp. By solving the Laplace
equation with homogeneous Dirichlet boundary conditions and g; as the source
term, that is Ay = g, and setting v € H(div, Q) = V4, the stability of the
solution ensures that

Iviln S (T4 h)llgllx, - (29)
I

Setting v;, = v using the interpolation operator defined in (6) gives the sought
for solution since

1 1
Vivile = Vvl e = —(V-v,D)op = —(qn, Vo.r = @lE

|E| |E|

Then the inf-sup condition (25) reads

ViV, llgnll3
Sup(hhiqh)xh = sup X1 > Blarllx,  Van € Xn,
Ivellaivh vl divh
that is
lanllx, > Blvallaivn  Yan € X (30)

In Lemma 2 we prove that

IVillaive S (VI 1,h

which together with (29) gives
[vallaivn < (1+h)llgllx, (31)

which is the necessary inf-sup condition (30).
In the following Lemma needed to prove the inf-sup condition we will make
use of the trace inequality valid on sufficiently shape regular domains:

IVElS 5, < cr(hg'IVEld p) + helvell g (32)
and the following hypothesis on mesh conformity:

cprhf P < |F| < cpahG (33)

10



Lemma 2. There exists a positive constant (3 such that Vv € [H'(E)]? we have

BlIv laion < IVIlLn (34)
Proof. The assumption (16) applied to the interpolation of v states that
V' oV s Seamhy D > @))% (35)

Fi€0F keNF

Using the interpolation property (7), and the assumption on the mesh (33),

gives
Z ()% = Z (v, 1)§ g, < Z V(I3 | Fik |
keNE keNE keNE
< D IVIGe, Do 1ERl < (IVIGA)IE
keNE keNE

< cpahig |1V

2
0,F;
Inserting this result into (35) and using the interpolation result (32) we obtain
V' Vs < eamhbe Y, cpllvIg g
Fi€0F
<enmhe Y cper(hg' VG e + helv]i g)

F;€0F

A Y. crer(|VIR g+ hEIVE 5)
F;,€0F

< Belvline (36)

IN
ol

with
BE = eam) Z Cracr)

F,€dE

Furthermore, since
(Vav!, 1o = (V-v,1)o.e = (Ho(V-v),1)o,s
we have
IVev! 3.6 = ITo(V-V)55 < VY3 e < dvig (37)
Combining (36) and (37) we obtain
IV ivne < B + DIVIT e

and thus (34), with

~ 1

B=( Z (Be+d))" 2

EcPy,

11



3.2 Convergence

Before presenting the convergence result, we look at some approximation prop-
erties and results for the II; projection on F, i.e. the Lo-projection of degree 1
on F. We will make use of the poincaré type inequalities

Ip — Wipllo,e < cphlpll2.o- (38)
IV(p —ip)llo,e < cphellplle,e- (39)

and apply the trace inequality (32) so that

Ip = pl2 g, < cp(hp'lp — Mip|3 5 + help — Mipll g)
< crephIpll g (40)

We will also use
IVILp)[[5 & < ephMpl3 5 (41)

balid on shape regular domains. From (39) and the definition of the mesh-
dependent norms (23) and (24), we then obtain

1
Lhe < (IV(p —hp)|§ g + b3V (p — hp)[ )2

1
< 1+ ) 2hpllplz.E. (42)

[V(p—ILip)|

Theorem 3. Let (p,U) be the solution of the continuous problem (2), and
let (pn,uy) be the solution of the discrete problem (14). Let ul € Vj, be the
interpolant of U defined by (6). Then, if p € H?(),

[u —unllv, < hllplaeo)-

Proof. We note that Vuy € V4,

[y, = > W un)age = Y [un, wile.

EePy, EePy,

Then, using the discrete problem (14),

[u” — w3, = Z [u? —up,u? — g = Z [u?,u? —ulp — Z [up, u? —up)g

EcPy EcPy EcPy,
= Z [u,u® —wylp — (pr, Vi-(u” —wp))x,
EePy

where the second term on the right-hand side is zero due to (9) and (14). Adding
and subtracting equal terms we obtain

12



Ju® — uhH\Q/h = Z [’ u” —uplp

EcPy

= Z [(-KVp)" + (KVILp)",u” — uy)g
E€Py,

+ > [(-EVILp)* + (KEVILp) o — wilp + > (—E{VILp) o —wle
EePy, EePy,

=L+ L+1s (43)

For the first term we use (26) to obtain

I = Z [(—KVp)" + (KVILp)T, u” —ue
EePn

< Y A+ ear)lEV(p —p) v, &) [u? = wnllv, (m)-
EePy,

From (36) we have

1
KV (p = T6p) i) < BEIE Y (p = T11p) |10,

Using the approximation result (42) we then obtain

1 1
1BV (p — Thp)) v, 5y < BENK |51+ ) Zhg|pll2.z
and thus

u’ — v, (m)- (44)

Ee€Pn

For the second term we first use (26) and the assumption on the permeability
tensor (11) to obtain

L= Y [((-K + KF)VILp)" ,u? —wylp

EcPy
< Y K = K&l ) (1 + ea)[[(VITp) v, ey a” = wn v, ()
EePy,
A
S Y hel(VILp) v, ) l0” = wnllv, (-
EcPy

From (36) and adding and subtracting the function p we have

(p —I1p)

B)
(45)

1 1
1(VIp) v,y < BEIVILpl1ne < BE(
1
2
E

B (1 + CphE)

13



Applying (42), the second term of (43) is controlled by

LS S he(+ cph)plzslu® - unllv, s)- (46)
EcPy

For the third term we note that (KfVHlp)I = (KFVIH;p) and apply the
discrete divergence theorem (20) to obtain

13 = Z [(7KOEVH1p)IauZ - uh]E = - Z [K(J)EVHlp,uZ — uh]E
E€Ph EEP,,
= — Z Z |Fi|71 (Hlpa Z (aiﬁv — ﬂh7ik))0 .
E€Py F;€0FE keENE i
== > > BT Mp Do Y (@ — k)
EcPy, F;€0FE kGNiE

where ﬂﬁ and 4y indicate the partial side fluxes of respectively the interpo-
lated exact solution and the approximated solution. Note that on a partial side
shared by two elements the sum of the corresponding partial fluxes is equal to
zero. Since we are applying homogeneous boundary conditions and the exact
pressure solution p is continuous over an interface we obtain

Iy = Z Z |E5| ™! (p — Iip, 1)o, Z (Uh, — i 1)

FEeP), F;€0F kGNiE
-1 T~
< > > IRl - Wpllor Y lah — anl
FEeP), F;€0F kGNiE
Noting that
1
L 2
D ladh =l <m2 | D g — anal
keNE keNE

we then apply the trace inequality (40), the mesh conformity (33) and assump-
tion (16) to obtain

< Y helplle.elu® = wnllv, ).
EePy,

Summing I, Is and I3 and simplifying we obtain Theorem 3. O

Theorem 4. Let (p, U) be the solution of the continuous problem (2), and let
(pn,up) be the solution of the discrete problem (14). Let Igp indicate the L?
projection of p on each element E. Then, if p € H?(Q),

P = Topllx, < Rllpll20 + [1£]1.0)

14



Proof. The proof is based on the well-posedness of the dual problem

{V(KW) = Ilop — pn in O (47)
Y=0 on 99).
which for convex domains implies the stability result
[¥ll2,0 < [Mop — pallx,- (48)
We first observe that V-(KV1)) is a constant on each element F, so that
(p — Hop, V-(K'V))o,z = 0. (49)

Using the dual problem (47) in its weak form and subtracting the zero term
(49), we obtain

Ipn = Topl%, = (pn — Hop, V-(KV))x,, — > (p—Top, V-(KV¢))o i
EePy,

I
= (on, Vi (KVY) ) x, = (0, V-(KVY))o.0 (50)
where we may use property (8) of the interpolation operator since py, is constant
over each element.

We now use the MPFA formulation (14) of the problem, and integrate by
parts the second term on the right hand side of (50)

lpn — Topl%, = > [un, (KVY) g + (KVp, Vib)o.o
EePy,

= > [un, (KVE) e + (f. ¥)o0

EcPn

Adding and subtracting equal terms, we split the equation into four terms

lpn — Topll%, = > [un, (KV@ — ) e+ Y [, (K — K¥)V (L) s

EecPy, EePy,
E T
+ 3 [, KEVILY) e + (f,v)oo =1 + L+ s+ i (51)
EePy,

which we examine separately, as in the proof of Theorem 3.
For the first term on the right-hand side of (51) we use (26), (36) and (42)
to obtain

L= [un, (KV@ - ) s < Y 1+ eam) Ko@) IV = he) v,z lunllv, z)
EecPy, EePy,

S D heldllzsllanlly, e
EePy
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Proceeding as in the proof of Theorem 3, using (26), (11) and (45), the second
term is controlled by

L= [, (K- KP)V(ILe) e < > VALY v, sllwn] v, )
EcPy EecPy

S Y0 he(l+ cphp) ¢z ellunlv, )
EePy,

For the third term we can no longer use the discrete divergence theorem as
the quadrature is not symmetric. However, we can use (26) to obtain

L= [un (KEVALW)) e = Y [un, KEV(IL )]k
EePy, EePy,
< 3 (0 + eam)IEL Lp= o lunllvi ) IV L @) v ()-
EcPy

Applying the assumption (16) and the trace inequality (32) leads to

IV AL ) ) < Eamy Y, crecr VIG5
F;,€0F

We will now make use of (41). We also note that

M l3 6 = (. tp)o,.e < [Yllo, T ]ok.

since by definition for all ¢ linear on E we have (II1¢, q)o.5 = (¥, ¢)o,5. We
may therefore conclude that

IV AL @I, gy < eam( Y craer)eph®|[9]5 5
F;€0F

and thus

I3 < Z he|lYl2,ellunllv, z)-
EcPy

For the last term, noting that (1,II14)o, g = 0 and using (38), we obtain

I4 = (fa ,(/J)O,Q = (faw - le)O,Q + (f - HOfa le)
< > hplflosldlee+ Y chelflleldle.e.

EePy, EePy,

From the triangle inequality, Theorem 3 and (36)

Jan v, <l —wpllv, + [0y, < blplaz@) + IKVDlin
S hlpllaz) + 1K Vplloa + helKVplia S Pl a2@)

Summing the various terms and simplifying (51) we then obtain the final result.
O
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4 Numerical examples

This section contains some numerical examples and a discussion of the conver-
gence behavior with particular emphasis on the influence of the limitation given
in the analysis. A fundamental part of the convergence analysis in the previous
section is the assumption regarding the symmetric matrix Ag, namely (16), re-
quired to establish coercivity and convergence of the method. This condition is
linked to the definition of the MPFA dual mesh and the permeability tensor K.
To fulfill the lower bound of (16), the eigenvalues of (As)k, cf. eq (12), for all k
of E and all E € P}, have to be strictly positive. To ensure this, the determinant
of Ag must be positive, that is det(Ag) > Ao > 0.

4.1 Polyhedral 2D mesh

In 2D it can easily be shown by dividing A” into a symmetric and a skew-
symmetric part, cf. (15), that

det A® = det(Ag) + det(Aa).

Furthermore we note that

det R
det Ay = det Ry, det(KZ) ™' det Q" = —— -k det(KE)~2.
det Qk
The determinant of det Ry can be visualised as the area spanned by the two

vectors x5 — % and x5 — xF. Similarly, det Qy, is the area spanned by fi;; and

n;;. We denote the respective areas Ar and Ag. On sub-cell k£ we then have

1 A
~det KF Ag

1 _ _ _ _ _ _ _ _
— (8 = <) () (= %5) — (x5 — <) (K 8) 7 (xcf — x5
Q

det((As)k)

where x;, indicates the coordinate of the node £, and xj, —X;; is a vector perpen-
dicular to n;;. For K-orthogonal meshes the last term vanishes, the method is
symmetric and the lower bound is always fulfilled. For other quadrilateral and
general polyhedral meshes the criteria in equation (16) will be the dominant
mesh restrictions. For triangulations this restriction can be avoided, since there
exists a symmetric MPFA with satisfactory qualities, as shown by Klausen in
[17].

In our first test we look at a uniform pentagram with edge length equal to h.
The pentagram is deformed by pulling two vertices uniformly out to the right,
as indicated in Figure 1. The two vertices marked with a cross are fixed, while
the last vertex is kept at the the axis of symmetry. For K = I the criteria (16)
breaks down for at least one subcell when we have pulled the vertices out by
2.6h. Here h denotes the original edge length. This indicates that the allowed
deformation is unfortunately quite small.

17
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Figure 1: The cell is fized in vertices marked with a cross, while the vertices
marked with full circles are pulled out until the criteria (16) is violated.

Figure 2: The vertex marked with a full circle are pulled out in all direction of
the adjacent plane.

For our next test regarding the limitation of criteria (16) we look at a unit
square with the upper right vertex placed at the origin of the plane. This
vertex is then displaced in the directions contained in a half plane, as indicated
in Figure 2. We set the permeability K = I, and number the subcells from 1
through 4 as shown. For each subcell we investigate the deformation needed
for one of the eigenvalues of (Ag), to approach zero. The result is presented
in Figure 3. Each line indicates the deformation allowed in the horizontal and
vertical directions before the criteria (16) breaks down. To the left of the line
the criteria holds. Note that for subcell 3, the criteria (16) is satisfied for the
displacements shown.

Finally we repeat the previous test, but now we use an anisotropic perme-
ability tensor whose principal axes are aligned with the z- and the y-direction,
namely K = diag((,1) with g € {1,10,100,500}. For each value of § the line
in the half-plane for which the criteria (16) breaks down for at least one sub-
cell is drawn. The result is shown in Figure 4, where the area containing the
origin indicates the deformations permitted. We see that as the diffusion in the
a-direction is increased (increasing (), the deformation permitted in the same
direction is increased as well, while the deformation in the y-direction becomes
more limited. This indicates the reason why the MPFA method is more sensi-
tive regarding strong anisotropies compared with the mimetic finite difference
method.

4.2 Hexahedral 3D mesh

We have tested different deformations of hexahedral 3D cells, starting from
a uniform h-sized cube and pulling out one, two, or more vertices. We note
limitations similar to the 2D situation, and the criteria mainly holds until we
have stretched the edges by a factor between 2 and 4 with K = I. One specific
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Deformation of a square: one vertex is pulled out from (0,0)
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Figure 3: Limitations of the criteria (16) regarding the deformation of a square
when the upper right vertex, originally placed in the origin of a plane, is displaced
in directions as illustrated in Figure 2.

example is the saddle-roof box, shown in Figure 5. Starting with the uniform
box of size hxhxh we deform the upper face. Two vertices situated opposite
each other on the same face are pulled upwards creating a bilinear saddle surface
on top of the box. The criteria (16) breaks down for at least one of the sub-cells
when the original h-sized edge are stretched to 3.45h. Another example is the
truncated pyramid, where the upper square is of size h x h while the bottom is
stretch out to an ah x ah - square, cf. Figure 5. In this case the criteria (16)
breaks down for at least one of the sub-cells when « reach 2.75.

4.3 Convergence examples

Since A¥ depends on both the cell shape and K (see (12)), the criteria (16) is
put to the test both by deforming the mesh and by varying the permeability.
In Table 4.3 and 4.3 we show a numerical example in 2D with K = diag(g3, 1)
where 3 is increased from 1 to 1000. The mesh is shown in Figure 6, where
refinement is a replication of the shown 4x4 mesh. The data is chosen so that
p(x,y) = cos(2mx) cos(2my) is the exact solution on the domain which is the
unit square. To test the behaviour of the flux calculated by the MPFA-method
when Ag has negative eigenvalues we must modify the norm. In Table 4.3 the
convergence of the flux is measured in the following norm:

Vil = D Vi Vidviseys (Vs Va)viwe) = B (Vs Vadoe Wi € Vi
EePy,
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Deformation of a square: one vertex is pulled out from (0,0)
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Figure 4: Limitation of the criteria (16) regarding the deformation of a square
when different values of K = diag(83,1) are considered.

T

Figure 5: The cells are stretched from a uniform boz, to a saddle roof box and
a truncated pyramid, until the criteria (16) is no longer fulfilled.

For the error in the pressure we use the Xj-norm as previously defined. The
convergence results and the percentage of sub-cells for which criteria (16) breaks
down are found in Table 4.3 for the pressure and Table 4.3 for the flux. In the
chosen norms the flux converges with optimal first order, while the pressure
converges with second order. It seems then that the criteria (16) is not sharp
in the sense that convergence can be obtained in comparable norms when the
criteria is not fulfilled.
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