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D e sig n o f C a p a c ity - O p tim a l H ig h - R a n k

L in e - o f - S ig h t M I M O C h a n n e ls

F r o d e B ø h a g e n , P å l O r te n , a n d G e ir E . Ø ie n

Abstract

T h is p a p e r d e sc r ib e s a te c h n iq u e f o r r e a liz in g a h ig h - r a n k c h a n n e l m a tr ix in a line-of-sight

( L O S ) m u ltip le-inp u t m u ltip le-ou tp u t ( M I M O ) tr a n sm issio n sc e n a r io . T h is is b e n e fi c ia l f o r sy ste m s

w h ic h a r e u n a b le to m a k e u se o f th e o r ig in a lly d e r iv e d M I M O g a in g iv e n b y ind ep end ent a nd

id entic a lly d istr ib u ted ( i.i.d .) fl a t R a y le ig h fa d in g c h a n n e ls. T y p ic a l a p p lic a tio n s a r e fi x ed w ireless

a c c ess ( F W A ) a n d r a d io r e la y sy ste m s. T h e te c h n iq u e is b a se d o n o p tim iz a tio n o f a n te n n a p la c e m e n t

in u n if o r m lin e a r a r r a y s w ith r e sp e c t to m u tu a l infor m a tion ( M I ) f o r p u r e L O S c h a n n e ls. B o th th e

c a se w h e r e th e c h a n n e l is o n ly k n o w n a t th e r e c e iv e r a n d th e c a se w h e r e th e c h a n n e l is k n o w n a t

th e tr a n sm itte r a n d r e c e iv e r a r e tr e a te d . B y in tr o d u c in g a n e w a n d m o r e g e n e r a l 3 - D g e o m e tr ic a l

m o d e l th a n th a t a p p lie d in e a r lie r w o r k s, a d d itio n a l in sig h t in to th e o p tim a l d e sig n p a r a m e te rs is

g a in e d . W e a lso p e r f o r m a n o v e l a n a ly sis o f th e se n sitiv ity o f th e o p tim a l d e sig n p a r a m e te rs, a n d

d e r iv e a n a ly tic a l e x p r e ssio n s f o r th e e ig e n v a lu e s in th e p u r e L O S c h a n n e l c a se , w h ic h a r e v a lid a lso

w h e n a llo w in g f o r n o n - o p tim a l d e sig n . F u r th e r m o r e , w e in v e stig a te th e a p p r o x im a tio n s in tr o d u c e d

in th e d e r iv a tio n s, in o r d e r to r e v e a l w h e n th e r e su lts a r e a p p lic a b le , w h ic h tu r n s o u t to b e f o r m o st

p r a c tic a l situ a tio n s. T h e L O S tr a n sm issio n m a tr ix is u se d in a R ic e a n fa d in g c h a n n e l m o d e l w h ic h

in c o r p o r a te s sp a tia l c o r r e la tio n b e tw e e n th e n o n - L O S c o m p o n e n ts, a n d p e r f o r m a n c e is e v a lu a te d

w ith r e sp e c t to th e a v e r a g e M I a n d th e M I c u m u la tiv e d istr ib u tio n f u n c tio n . O u r r e su lts sh o w th a t

e v e n w ith so m e d e v ia tio n f r o m th e o p tim a l d e sig n , th e L O S M I M O sc e n a r io o u tp e r f o r m s th e i.i.d .

R a y le ig h sc e n a r io in te r m s o f M I .

I . I N T R O D U C T I O N

S in c e th e p io n e e r in g w o r k o f F o sc h in i a n d G a n s [1] a n d T e la ta r [ 2 ] , m u ltip le-inp u t m u ltip le-

ou tp u t ( M I M O ) sy ste m s h a v e e v o lv e d in to o n e o f th e m o st p r o m isin g e n a b lin g te c h n o lo g ie s

f o r r e so lv in g th e p r o b le m o f c o n tin u e d d e m a n d f o r in c r e a se d b a n d w id th in w ir e le ss c o m m u -

n ic a tio n s, a n d th e te c h n o lo g y is a lr e a d y h ittin g th e m a r k e t [ 3 ] , [ 4 ] . T h e w ir e le ss fr e q u e n c y
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spectrum is a very limited resource which must be utilized efficiently. MIMO systems can

facilitate efficient frequency utilization by, among other things, smart signal processing at

the transmitter (Tx) and receiv er (Rx). An excellent tutorial report on progress in the area

of wireless MIMO systems is presented in [5 ].

Most research efforts in the field of MIMO communications exploit the fading given by a

multipath environment. Best performance for such a transmission scenario is assumed to be

achieved for channels exhibiting independent and identically distributed (i.i.d.) frequency-flat

Rayleigh fading between all Tx and Rx antennas [2]. In this paper we present a transmission

scheme resulting in high MIMO gain also for channels which are not subject to severe

multipath. Some work on this topic has also been performed by other authors. In [6 ] the

possibility of enhancing performance by considering the array geometry when a strong LOS

component is present is discussed. Furthermore, expressions for optimal placement of the

antennas in parallel uniform linear arrays (ULAs) are introduced in [7 ], [8 ], [9 ], while some

numerical investigations are presented in [10 ] and [11].

In this paper we give a more comprehensive presentation of the results we first presented

in [12] and [13], where we propose a 3 -D geometrical model for the line-of-sight (LOS)

component to be employed when applying ULAs at Tx and Rx. This model is used to find

the optimal antenna separation with regard to mutual information (MI) for LOS channels,

valid both when the channel is only known at the Rx, and when it is known at the Tx and Rx.

The present paper extends work done by other authors on the topic by i) allowing the arrays

to have arbitrary orientation in space1, ii) characterizing how non-optimal design effects the

system parameters, iii) giving analytical expressions for the eigenvalues of the pure LOS

matrix, and iv) giving an analysis of the approximation required to get the analytical results.

In contrast to the models used earlier ([7 ], [8 ], [9 ]), our model does not require the Tx and

Rx arrays to be parallel. This results in additional insight into the optimal design parameters.

As in [6 ], we will show that our scheme actually performs better for pure LOS channels

than for i.i.d. Rayleigh channels. The theoretical results derived in this paper are supported

by real world measurements reported in [11], [14], [15 ], [16 ], [17 ]. The solution will apply

1After we first presented our results on ULAs with arbitrary orientation in March 20 0 5 [13], the same results have been
reported by another research group in August 20 0 6 [14].
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nicely to fixed wireless access (FWA) (studied in [18]) and radio relay systems, as the optimal

antenna spacing turns out to be a simple function of the Tx– Rx separation (which is fixed for

such schemes), and since these systems often require a strong LOS component to function

properly.

Furthermore, we introduce a deviation factor to perform an analysis of the sensitivity to

non-optimal design, and derive analytical expressions for the eigenvalues for the pure LOS

channel case as a function of this deviation factor. Moreover, we investigate the approxima-

tions introduced in the derivations, in order to reveal the scenarios to which the results are

applicable. The performance of the transmission scheme is analyzed with respect to both the

average MI and the MI cumulative distribution function (CDF), for different Ricean fading

channels.

The remainder of the paper is organized as follows. Section II presents the MIMO system to

be analysed, and discusses MI for MIMO channels. In Section III, MIMO channel models for

the LOS and non-L O S (NLOS) cases are presented. Simulation and results for the presented

scheme are given in Section IV , while conclusions are drawn in Section V .

II. THE MIMO SY STEM

A wireless MIMO transmission system employs several Tx and Rx antennas when trans-

mitting data over a channel. We denote the number of Tx antennas by N , while the number

of Rx antennas is denoted M . Assuming slowly varying and frequency-flat fading channels,

it is common to model the MIMO transmission in complex baseband as [5]

r =
√

χ · Hs + n, (1)

where r ∈ C
M×1 is the received signal vector, s ∈ C

N×1 is the transmitted signal vector,

H ∈ C
M×N is the channel matrix, χ is the common power attenuation over the subchannels,

and n ∈ C
M×1 is the additive white G aussian noise (AWGN) vector. The elements of

the channel matrix link the Rx antennas (m ∈ { 0, 1, . . . , M − 1}) with the Tx antennas

(n ∈ { 0, 1, . . . , N−1}). The additive noise vector contains i.i.d. circularly symmetric complex
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Gaussian elements with zero mean and variance σ2
n, i.e. n ∼ CN (0M×1, σ

2
n · IM)2, where IM

is the M × M identity matrix.

We assume that all the Rx antennas receive the same total average power from the desired

signals, and that H is the normalized channel matrix, which implies that each element in H

has unit average power. By introducing this normalization we make the average signal-to-

noise ratio (SNR) independent of H. We denote the total average received SNR at one Rx

antenna γ̄ = P ·χ

σ2
n

, where P is the total Tx power. For such a system, the MI of the MIMO

transmission described by (1) can be expressed as [2]3

I =
U

∑

i= 1

lo g 2 (1 + γ̄iµi) bit/s/Hz, (2)

where U = m in (M, N) and µi is the ith eigenvalue of W defined as

W =







HH
H , M ≤ N

H
H
H, M > N,

(3)

where (·)H is the Hermitian transpose operator. γ̄i can be viewed as a power allocation factor

which also contains the path loss and noise (‘SNR allocation factor’), and is subject to the

constraint

γ̄ =
N

∑

i= 1

γ̄i. (4)

The transmission scheme employed is dependent on the available channel information. If

the channel is only known at the Rx, we employ eq ual power (EP) transmission at Tx, i.e.

γ̄i = γ̄

N
. In the case where the channel is known at both the Tx and the Rx, we employ the

optimal power allocation scheme (capacity achieving) which follows the waterfilling (WF)

principle [2], leading to the SNR expression

γ̄i =

(

ξ − 1

µi

)

+

, (5)

where (x)+

∆
= m a x (0, x), and ξ is chosen to satisfy the constraint in (4).

2
CN (x,Y) denotes a circularly symmetric complex Gaussian distributed random vector, with mean vector x and

covariance matrix Y.

3Even though the derivation is different for the two transmission schemes investigated, i.e. EP allocation and WF power
allocation, the MI for both cases can be expressed as in (2).
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From (2) we see that the MI of a MIMO system can be viewed as the MI of U parallel

single-input single-output (SISO) channels, where each channel has gain µi (given by the

characteristics of H) compared to a traditional SISO system with average SNR γ̄i.

III. MIMO CHANNEL MODEL

One way to model the channel matrix is as a sum of two components, a LOS component

and a NLOS component. The ratio between the power of the two components gives the

Ricean K-factor [19, p.52]. As discussed in Section II we want H to be normalized, and we

can express the normalized channel matrix in terms of K as

H =

√

K

1 + K
· HLOS +

√

1

1 + K
· HNLOS, (6)

with the requirement (cov(vec(HLOS)))i,i = (cov(vec(HNLOS)))i,i = 1 ∀ i ∈ {1, . . . , MN}.

Here vec(·) and cov(·) are the matrix vectorization (stacking the columns on top of each

other) and covariance operator respectively, while (·)i,j is used to specify the element in

row i and column j in the matrix. The entries in the matrices are discussed in detail in the

following two subsections.

A . LOS channel: R ay tracing

Here we concentrate on the pure LOS channel, and only the direct components between the

Tx and Rx antennas. In [6], [7], [8], [9], [10], [11] it was shown that by placing the antennas

in a MIMO system in a certain way, the pure LOS channel matrix actually becomes high

rank4, which corresponds to many non-zero eigenvalues µi, and thus high MI (cf. (2)). In

this work we describe the geometry of the transmission scenario in a new and more general

way, using two ULAs with arbitrary spatial orientation (not restricted to be parallel).

1 ) Optimal inter-antenna distance: Figure 1 illustrates the system to be analyzed. Due to

the ULA assumption, the inter-antenna distances dt and dr, at the Tx and the Rx respectively,

are constant over the arrays. dt and dr can however of course take different values. In the

figure, the x-axis is taken to be in the direction from the lower end of the Tx array, which is

4The rank of a matrix is equal to the number of linearly independent rows (or columns) of the matrix, or equivalently
the number of non-zero eigenvalues.
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φr

z

origo

T x

θt

x

R

z′

θr

R x

y′

x′
(N − 1 ) · dt

(M − 1 ) · dr

Fig. 1. A general MIMO system with ULAs at both the Tx and Rx. The Tx array is in the xz-plane with origo at the
lower end, and the x-axis is from the lower end of the Tx array to the lower end of the Rx array.

origo, to the lower end of the Rx array. The Tx array is placed in the xz-plane. Furthermore,

R represents the distance between the lower end of the arrays, (N − 1) · dt and (M − 1) · dr

denote the total array lengths, and θt, θr, and φr are the angles of the local spherical coordinate

system at the Tx and Rx. The figure can describe any MIMO system employing ULAs with

arbitrary orientation.

The technique employed to model HLOS is referred to as ray-tracing [6]. In this context,

ray-tracing is based on finding the path length from each of the Tx antennas to each of the

Rx antennas, and employing these path lengths to find the corresponding received phases.

Consequently, the LOS channel is modeled by taking the true spherical nature of the wave

propagation into account, i.e. no plane wave approximation. Only the direct component is

considered (no reflections). We shall see later how these path lengths characterize HLOS, and

thus its rank and MI.

First we need to define the vector a
t
n from origo to Tx antenna n, and the vector a

r
m from

origo to Rx antenna m (the elements are ordered from element zero at the lower end of the

arrays). Based on the parameters in Figure 1, we calculate the Euclidean norm of the vector

difference between a
t
n and a

r
m, to reveal the path length rmn between Tx antenna n and Rx
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antenna m:

rmn =
∥

∥a
r
m − a

t
n

∥

∥

=
[

(R + mdr sin θr cos φr − ndt sin θt)
2 + (mdr sin θr sin φr)

2

+(mdr cos θr − ndt cos θt)
2
]1/2

(7)

≈ R + mdr sin θr cos φr − ndt sin θt

+
(mdr sin θr sin φr)

2 + (mdr cos θr − ndt cos θt)
2

2R
(8)

In the last step above we made a Maclaurin series expansion [20, p.189] to the first order

of the square root expression, i.e. (1 + ∆)1/2 ≈ 1 + ∆
2

. This is a good approximation when

∆ � 1. We also approximated the denominator of the fraction in (8) by removing the terms

representing the array lengths in the x-direction, which is valid when R is much larger than

these lengths. Both approximations are thus valid simultaneously if the Tx–Rx distance R is

much larger than the array dimensions at both the Tx and Rx.

We discuss the approximations, and their effect on the evaluation of the system performance

in more detail in Appendix I. The main conclusion is that the approximations have little impact

on the predicted MI as long as the angles θt and θr are small enough compared to the ratio

between the array sizes and the Tx–Rx distance.

The symbols transmitted from Tx antenna n will be received at M different Rx antennas.

The different path lengths over the Rx array corresponds to an inter-antenna phase difference.

The channel response vector from Tx antenna n on the M Rx antennas can be written as

hn =

[

exp

(

j2π

λ
r0n

)

, . . . , exp

(

j2π

λ
r(M−1)n

)] T

, (9)

where λ is the wavelength, each element is normalized as discussed earlier, and (·)T de-

notes the vector transpose operator. The LOS channel matrix is thus given by HLOS =

[h0,h1, . . . ,hN−1].

We will now derive the optimal antenna separation, with regard to MI, for a pure LOS

channel. In Appendix II we show that optimal values for µi, for both transmission scenarios,

are obtained when all eigenvalues are equal, i.e. µi = V ∀ i, where V = max(M, N). One
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realization of W which fulfills this requirement of equal eigenvalues is

W = V · IU . ( 1 0 )

F rom the d efinition of W in (3 ) , we see that (1 0 ) is fulfilled when HL O S has orthogonal

columns for M > N , or orthogonal rows for N ≥ M .

W e will start b y investigating the case where M > N , and generaliz ations to any comb i-

nation of M and N will b e mad e b ased on this result. O rthogonality b etween the d ifferent

columns in HL O S is ob tained if the inner p rod uct b etween two channel resp onse vectors from

two d ifferent T x antennas is equal to z ero, i.e. 〈hn1
,hn2

〉 = 0 ∀ n1 6= n2. E mp loy ing the

ex p ression for hn from (9 ) and rmn found in (8 ) , the inner p rod uct can b e ex p ressed as

〈hn1
,hn2

〉 =
M−1
∑

m= 0

e x p

(

j2π

λ
(rmn2

− rmn1
)

)

= K (1)
n1,n2

·

M−1
∑

m= 0

e x p

(

j2π
dtdr c o s θr c o s θt

λR
(n1 − n2) m

)

, ( 1 1 )

where

K (1)
n1,n2

= ex p

(

j2π

λ

(

dt sin θt(n1 − n2) + d2
t c o s2 θt(n

2
2 − n2

1)
)

)

. ( 1 2 )

T o simp lify ( 1 1 ) , we emp loy the ex p ression for a finite geometric series [2 0 , p .1 9 2 ] and

trigonometric relations [2 0 , p .1 2 7 ] , and ob tain the following orthogonality equation

〈hn1
,hn2

〉 = K (1)
n1,n2

· K (2)
n1,n2

·
sin

(

π dtdr

λ R
c o s θr c o s θt(n1 − n2)M

)

sin
(

π dtdr

λ R
c o s θr c o s θt(n1 − n2)

) = 0 , ( 1 3 )

where

K (2)
n1,n2

= ex p

(

jπ
dtdr c o s θr c o s θt

λR
(n1 − n2) (M − 1 )

)

. ( 1 4 )

S ince |K
(1)
n1,n2

· K
(2)
n1,n2

| = 1 , it d oes not contrib ute to the solution of (1 3 ) . T he solution is

found when the sin (·) in the numerator is z ero without the sin (·) in the d enominator b eing

z ero, which can b e ex p ressed mathematically as

dtdr ∈

{

λR

M c o s θr c o s θt

· υ1

}

\

{

λR

c o s θr c o s θt

·
υ2

n1 − n2

}

, ( 1 5 )
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where υ1, υ2 ∈ Z, and “ \” is the set difference operator5. In (15), we have chosen the

k ey design parameter to be the product between dt and dr, from now on referred to as the

antenna separation product (A SP ). The optimal A SP in (15) depends on the wavelength,

Tx– R x distance, the number of R x antennas, θt and θr. Furthermore, we see that optimal

design is achieved when υ1 is chosen to satisfy the relation
υ1(n1−n2)

M
/∈ Z.

The above result can easily be generalized to any combination of M and N , by realizing

that a similar result can be obtained for N ≥ M . In this case the rows of HLOS must be

orthogonal to fulfill (10). The derivation follows a similar procedure, and the only difference

in the result is that M becomes N in (15), i.e., the general solution is found by swapping

M with V in (15). The solution corresponding to the smallest A SP is probably the most

interesting from a practical design point of view, because it requires the shortest antenna

arrays. This solution is given by choosing υ1 = 1, which always is optimal because V > 1

and thus
υ1(n1−n2)

V
/∈ Z (remember that (n1 − n2) ∈ { ±1, . . . ,±(V − 1)}). The optimal A SP

with respect to M I for U LA s therefore becomes

dtdr =
λR

V cos θt cos θr

. (16)

In practical scenarios, λ, V , and R may be given, whereas the system designer may jointly

optimize values of dt, dr, θt, and θr. C omparing (16) to what was found in [7, Eq. (4)]

and [8, Eq. (5)], which are valid only for parallel antenna arrays, we see that if we have θt

= 0◦ and θr = 0◦ (parallel arrays) the same result is obtained. Equation (16) is thus a more

general result which supports any orientation of the Tx and R x arrays. A nother important

new insight from the general model is that the optimal A SP is independent of the rotation

angle, φr, from Figure 1.

A n interesting observation is that if we project the antenna arrays along the local z-axes

at the Tx and R x sides in Figure 1, and use the new antenna separation distances dt cos θt

and dr cos θr for the parallel array solutions in [7] and [8], we actually get the same result

as in (16)6. I t is easy to verify that this projection model is not exact. H owever, from (16) it

is clear that the result is the same, and thus this equivalence must simply be a consequence

5x ∈ A \ B is defined as {x ∈ A and x /∈ B}

6A ctually, this was the procedure we employed to derive (16) in [12].
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of the approximations performed in our derivations.

B y inspection of (16) it can be observed that LOS MIMO systems are best suited for

applications where the transmission distance is constant, such as for example FWA and radio

relay systems. Further, we see that the optimal ASP is proportional to λR, thus to prevent

too large antenna arrays, the scheme is best suited for short range communications and/or

high frequency applications. As an example, a 2×2 MIMO system, operating at 40 G Hz with

Tx–Rx distance 500 m and parallel arrays, achieves optimal design if dtdr = 1.8 7 5 m2, e.g.

if both arrays have length 1.37 m. However, for FWA systems it would probably be more

practical to have a larger antenna separation at the base station than the subscriber unit, i.e.

dt 6= dr.

2) Sensitivity to non-optimal design: A natural question to ask is, what happens if the

parameters deviate from the optimal relation given in (16)? In the analysis to follow we

investigate how sensitive the performance of ULA based LOS MIMO is to such deviations.

For this purpose we introduce a deviation factor, denoted η, defined as the ratio between the

optimal ASP, i.e. RHS of (16), and the actual ASP,

η
∆
=

ASPopt

ASP
=

λR

dtdrV cos θt cos θr

. (17)

From this definition we see that if η is larger than unity, the actual ASP is too small compared

to the optimal, while an η smaller than one indicates that the actual ASP is too large.

The infl uence of non-optimal design on W, is that the eigenvalues start to deviate from

optimal. In Appendix III we describe a procedure to find these eigenvalues. The procedure

is based on the approximate path length from (8). The eigenvalues for U = 2 as a function

of η, are given by

µa
1 = V +

sin
(

π
η

)

sin
(

π
V η

) and µa
2 = V −

sin
(

π
η

)

sin
(

π
V η

) , (18)

where µa
i denotes the eigenvalues found by applying the approximate path length. For U = 3 ,
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Fig. 2. {µi} for a 3×3 MIMO system as a function of η in dB when H = HLOS.

we get the eigenvalues

µa
1

= V +

sin

(

2π
η

)

+ 2 sin

(

π
η

)

√

c o s2

(

π
η

)

+ 8 co s2

(

π
ηV

)

2 sin

(

2π
ηV

) , (19)

µa
2

= V −
sin

(

2π
η

)

sin

(

2π
ηV

) , a n d (2 0 )

µa
3

= V +

sin

(

2π
η

)

− 2 sin

(

π
η

)

√

c o s2

(

π
η

)

+ 8 co s2

(

π
ηV

)

2 sin

(

2π
ηV

) . (2 1)

B y in s p e c tio n w e s e e , in b o th c a s e s , th a t a ll e ig e n v a lu e s a r e e q u a l to V w h e n η = 1 f o r

th e s e M I M O s y s te m s . T h is a g r e e s w e ll w ith w h a t is s ta te d in A p p e n d ix I I :
∑

i µi = U ·V , a n d

o p tim a l p e r f o r m a n c e is a c h ie v e d w h e n {µi}
U
i= 1

= V . T h e o p tim a l p o w e r a llo c a tio n s c h e m e

w ith r e s p e c t to M I is E P in th is c a s e , a n d f r o m (2 ) w e o b s e r v e th a t th e M I b e c o m e s g r e a te r

th a n o r e q u a l to U tim e s th e S I S O M I w ith th e s a m e P .

A s a n e x a m p le o f th e e ig e n v a lu e s p r e a d , w e h a v e p lo tte d th e e ig e n v a lu e s {µa
i }

3

i= 1
a s a

f u n c tio n o f η f o r a 3 ×3 p u r e L O S c h a n n e l in F ig u r e 2 , i.e . (19)– (2 1) w ith V = 3 . T h e fi g u r e
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shows that the optimum (i.e., µi = 3) is obtained for η = 0 dB, and periodically for smaller

η. The explanation for this periodic behavior is that (15 ) has more than one solution, as

discussed earlier. As already stated we concentrate on the solution corresponding to η = 0

dB because this gives the smallest ASP, implying smallest array siz es. By examining Figure 2

together with (2) we get an intuitive picture on how the deviation from optimal design values

infl uences the MI for a pure LOS 3×3 MIMO system. This relation will be studied in more

detail in Section IV .

3) Some comments on the deviation factor: There can be several reasons for η to deviate

from 0 dB. For example, the optimal ASP may be too large for practical systems so that a

compromise is needed, or the parameters in (16 ) may be difficult to determine with sufficient

accuracy. A third reason might be wavelength dependency. A communication system always

occupies a non-z ero bandwidth, while the antenna distance can only be optimal for one

single frequency. As an example consider the 10.5 G H z licensed band (10.000 - 10.6 8 0 G H z

[21]). If we design a system for the center frequency, the deviation for the lower frequency

yields λlow/λdesign = fdesign/flow = 10 .34 0 /10 .0 0 0 = 1.0 34 = 0 .14 5 dB. Thus for the 3×3

system, this has only a small contribution to η, and thus little impact on the performance

(see Figure 2).

B . N L O S channel

The N LOS channel matrix in the R ice model from (6 ) is a result of refl ections, diffraction,

and scattering from the transmission environment. This component is stochastic, and can

be described by statistical models. In the analysis we want to include the effect of spatial

correlation between the antenna elements, which often is due to insufficient antenna spacing,

existence of a few dominant scatterers and small ang le-of-arrival spreading. Spatial corre-

lation usually results in rank deficiency, and thus reduces the MI. W e model HN LOS by the

K roneck er model as [5 ]

HN LOS = (Rr)
1/2

Hw(Rt)
1/2, (22)

where vec(Hw) ∼ C N (0MN×1, IMN), and Rr ∈ C
M×M and Rt ∈ C

N×N are the lo-

cal correlation matrices at the R x and Tx respectively. For the model in (22) we have

cov(vec(HN LOS)) = Rr ⊗ Rt, where ⊗ is the K roneck er product [5 ] .
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We further model the correlation as exponential [22], i.e. the correlation decays exponen-

tially with the antenna separation, which is a physically realistic model for U LAs [23]. The

elements of the Rx correlation matrix is then given by

(Rr)i,j =







ρj−i
r i ≤ j

(ρ∗

r)
i−j i > j

|ρr| ≤ 1, i, j ∈ {1, . . . , M }, (23)

where x∗ is the complex conjugate of x, and ρr is the correlation coefficient between two

neighboring Rx antennas (Rt is given in a similar way).

We can identify some connections between the optimal design parameters in (16) for

LOS channels and the severity of the spatial NLOS correlation quantified by ρ. First of all

an increase in the antenna separation dt or dr is usually beneficial with regards to spatial

correlation, because the correlation function is typically a decreasing function with distance

[19, p.67 ]. Further, when the transmission frequency increases (i.e. decreasing λ) the multipath

usually decreases, resulting in increased spatial correlation. This is due to the fact that the

path loss increases, which reduces the number of significant multipath components received.

Of course there are also other parameters that influence the correlation which is not part

of (16), as e.g. the number of scatterers in the transmission environment and the properties

of the antennas employed. We observe that if ρ = 0 (no correlation), we get Rt = IN and

Rr = IM , thus HNLOS becomes an i.i.d. Rayleigh channel in this case.

IV. SIMU LATIONS AND RESU LTS

When the channel is stochastic, as in the case of K 6= ∞ dB, the MI given by (2) in Section

II becomes a random variable. We employ the average MI and the MI C D F to characterize

this random behavior. Average MI is the mean MI over all channel realizations for a specific

average SNR, i.e. Ī = E[I(γ̄)], where E[ · ] is the expectation operator. Further, the MI

C D F is given by FI(ν) = P r[I ≤ ν].

The example system analyzed in this section is a 3×3 MIMO system. When investigating

the performance of this system it may be convenient to look at the extremal points, since in

practice we will lie somewhere in between these points. For instance, from (6) we see that

K = −∞ dB gives a NLOS channel matrix, while K = ∞ dB gives a pure LOS channel.

Likewise, η = 0 dB gives optimal ASP, while η = 30 dB approximates a total antenna
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Fig. 3. FI(ν) for a 3×3 EP allocation MIMO system with γ̄ = 2 0 dB, different deviation factors η, no NLOS correlation,

and different values of the Ricean K-factor.

separation mismatch (rank(HLOS) = 1, cf. Figure 2). It is important to note that when we

use the term optimal design in this paper it is the relation given in (16), which is optimal

for the pure LOS channel and not necessarily the general Ricean channel. If nothing else is

mentioned, no NLOS correlation is assumed, i.e. ρt = ρr = 0.

Figure 3 shows FI(ν) for the system when employing EP transmission. Two different

scenarios are illustrated, optimal design and total design mismatch. We observe how FI(ν)

for the two situations become equal when the Ricean K-factor decrease and the channel

matrix approaches a pure Rayleigh matrix. This is as expected because when K = −∞

dB, the channel is independent of HLOS. When K increases, the MI increases towards its

maximum, U · log
2
(1 + γ̄

N
V ), for η = 0 dB. However, it decreases for η = 30 dB towards

log
2
(1 + Mγ̄). This shows that LOS channels with optimal ASP is superior in terms of

FI(ν) compared to MIMO systems based on i.i.d. Rayleigh channels. From the figure we

see that the MI has some remaining stochastic behavior for K = 20 dB (FI(ν) is not a

perfect step function). This figure is similar to one of the figures given in [6], where only
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Fig. 4. Ī for a 3×3 MIMO system both for EP allocation and WF power allocation as a function of η, with γ̄ = 10 dB,

no NLOS correlation, and different Ricean K-factors.

the extreme cases were investigated (rank(HLOS) = 1 and rank(HLOS) = 3). In what follows

we will investigate how sensitive the MI for this system is to deviations from optimal ASP,

by allowing η to have values between its extremal values.

In Figure 4 we have plotted Ī for the system for both EP allocation and WF power

allocation as a function of η. This is done for different values of the Ricean K-factor to see

how Ī is influenced by these variables. In both cases the figure shows that as K increases

the system becomes increasingly dependent on η. When K = −∞ dB, Ī is independent

of η as expected. It is also interesting to note that for EP transmission, at η ≈ 3 dB, Ī is

almost independent of K, while for WF power allocation the same situation occurs for η ≈ 4

dB. Additional investigation shows that this point seems to be relatively fixed for different

values of γ̄. For higher channel matrix dimensions however, the point will not be as well

defined (the crossings of K = −∞ dB are more spread). The figure also illustrates nicely

the difference between the EP allocation and the WF power allocation scheme. In the case

of equal eigenvalues, i.e. η = 0 dB and K = ∞ dB, the performance is equal for the two
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s c h e m e s an d E P alloc ation is op tim al, b u t as th e e ig e n v alu e s s p re ad w e g e t in c re as in g b e n e fi t

from u tiliz in g th e W F s c h e m e .

F ig u re 5 s h ow s Ī for th e s y s te m u n d e r in v e s tig ation w ith E P tran s m is s ion as a fu n c tion of

γ̄. T h e fi g u re illu s trate s h ow Ī d e c re as e s as η in c re as e s for p u re L O S c h an n e ls . T h is fi g u re

als o c on fi rm s th at th e s e c h an n e ls p e rform b e tte r th an i.i.d . R ay le ig h c h an n e ls w ith re s p e c t to

M I w h e n d oin g op tim al an te n n a s p ac in g . W e c an als o v e rify th at w h e n η ≈ 3 d B for K = ∞

d B , w e g e t alm os t th e s am e p e rform an c e as for i.i.d . R ay le ig h c h an n e ls .

T h e e ffe c t of s p atial c orre lation b e tw e e n th e N L O S c om p on e n ts on Ī is illu s trate d in

F ig u re 6 . T h e m ain c on trib u tion of th e c orre lation is th at it re d u c e s th e av e rag e M I for s tron g

N L O S c h an n e ls . F or s tron g L O S c h an n e ls , i.e . larg e K-fac tors , th e M I is in d e p e n d e n t of th e

N L O S c orre lation . C on s e q u e n tly , th e M I g ap b e tw e e n op tim al d e s ig n p u re L O S c h an n e ls an d

p u re N L O S c h an n e ls in c re as e s w h e n th e c orre lation in c re as e s . F or th e op tim al d e s ig n c as e ,

w e s e e th at it is fi rs t w h e n th e K < 0 d B th at th e c orre lation h as an y n otic e ab le in fl u e n c e

on th e M I , w h ile for η = 30 d B th is oc c u rs for m u c h larg e r K-fac tors .
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Fig. 6. Ī for a 3×3 EP transmission MIMO system for different array design and correlation situations, with γ̄ = 2 0 dB.

In Figure 7 we have illustrated the MI gain by employing WF power allocation (instead of

EP allocation), for the system transmitting over a pure LOS channel. From the figure we see

that the gain increases as η increases as ex pected, because it results in a larger eigenvalue

spread. The stepwise increase in relative MI gain is due to the fact that in the WF case Ī

decreases with η in a stepwise manner, each step starts when the number of active channels

is reduced by one. Since we are investigating a 3×3 system we get two such steps. Further,

in accordance with [5], WF power allocation gives the highest MI gain when γ̄ is small. The

ex tra complex ity introduced by employing WF power allocation results in insignificant MI

gain when η is below 0 .5 dB, 1 dB, 4 dB, and 6 dB, for γ̄ equal to 5 dB, 10 dB, 2 0 dB,

and 30 dB respectively.

V . CONCLU SIONS

We have presented and optimized performance results for a general 3-D geometrical model

for LOS MIMO channels, allowing for arbitrary orientation of the Tx and Rx arrays. The

new model is utilized to derive the optimal antenna separation product ( A SP) for uniform
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linear arrays (ULAs) with respect to MI for this pure LOS channel. Both the case where

the channel is only k nown at the Rx, and when it is k nown both at the Tx and the Rx are

treated. The ASP becomes a simple function of Tx– Rx separation, wavelength, dimension

of the MIMO system, and the spherical angles at the local coordinate systems at the Tx and

Rx. Another important result of the optimal design is the independence with respect to the

rotation angle. The result is useful both for system designers when designing MIMO systems

that are subject to strong LOS components, and when investigating the performance of such

systems.

When we use optimal ASP, the MIMO transmission system performs better in terms of

MI for pure LOS channels than for i.i.d. Rayleigh channels. When including spatial NLOS

correlation, this MI gap between pure LOS and pure NLOS channels increases further. For

the 3×3 system investigated in Section IV, we can tolerate an ASP of half the optimal

value before the average MI degrades to that of the i.i.d. Rayleigh case. Investigating the

approximations performed, we found that the results presented in this paper are applicable
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when the spherical angels θt and θr are small enough compared to the ratio between the

antenna array sizes and the distance between the Tx and Rx.

APPENDIX I

EVALUATION OF TH E APPROX IMATION ERROR

Introducing the distance approximations in (8) makes it possible to derive an expression

for the optimal ASP in Section III-A.1, and analytical expressions for the eigenvalues in the

pure LOS case in Appendix III. In itself, this distance approximation is good if the distance

between the lower end of the arrays is much larger than the array dimensions at both sides of

the radio link. But, the distance approximation error will carry over to the later expressions,

and eventually affect the LOS channel matrix characteristics. A framework for analyzing the

MI error introduced by this approximations is presented here.

Both for the exact and the approximate path length in (7) and (8) respectively, it is

straightforward to reformulate the phase expressions in (9) (the arguments of the exponential

functions) as functions of the parameters λ

R
, dt

R
, dr

R
, θt, θr, and φr. By using these parameters in

the following inspection we make the results more general. Since η is an important parameter

in this work we also want to include it in this investigation. This is achieved by rewriting

(17) as

λ

R
= ηV

dt

R

dr

R
c o s θt c o s θr, (24)

which is employed in (7) and (8) to exchange λ

R
with η.

The error measure used is the relative MI error, which we define as the absolute value of

the difference between the MI given by employing exact eigenvalues (found numerically),

Ie, and the MI predicted with the approximations, Ia, divided by Ie, i.e.

ε =

∣

∣

∣

∣

Ie − Ia

Ie

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

1 −

∑

U

i=1
lo g

2
(1 + γ̄iµ

a

i
)

∑

U

i=1
lo g

2
(1 + γ̄iµ

e

i
)

∣

∣

∣

∣

∣

, (25)

where µe

i
is the exact eigenvalues. For U = 2 and U = 3, {µa

i
}U

i=1
are given in Section

III-A.2.

The framework for analyzing the approximation error described here includes many free

variables, and a simple answer to when the approximation is valid is difficult to find.
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Fig. 8. Maximum ε (over φr) as a function of α for a 3×3 MIMO system with η = 0 dB, γ̄ = 1 0 dB, and different β.

Nevertheless, some general tendencies are possible to identify, and they will be explained

through an example. For simplicity we define the quantities α = (N−1)dt

R
= (M−1)dr

R
, which

is the total array lengths relative to the Tx–Rx distance, and β = θt = θr.

In Figure 8, ε is plotted for a 3×3 MIMO system with γ̄ = 10 dB, as a function of α for

different β and with η = 0 dB. ε is maximized over all values of φr. The figure indicates that

an increase in α increases ε. This can be attributed to the fact that it increases the array sizes

relative to the distance between them, which is negative with respect to the approximation

accuracy as described earlier. Furthermore, an increase in β also increases ε. The explanation

for this lies in the fact that when β increases, it decreases λ

R
in (24), which increases the

sensitivity to distance errors with respect to phase errors in (9).

In Figure 9 we have plotted ε maximized with respect to φr as a function of γ̄ for optimal

design (η = 0 dB), both for the EP transmission case and the WF power allocation case. An

intuitive explanation for the smaller ε in the WF case, is that the MI becomes less sensitive

to the eigenvalues when we can adapt {γ̄i}. For large γ̄, the ε for the two cases approach

each other because the WF case approaches the EP transmission case.
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APPENDIX II

OPTIMAL EIG ENVALUES WITH RESPECT TO MI

From linear algebra theory we know that trace(W) =
∑U

i=1 µi [20, p.92]. Because of the

normalization of the channel matrix, the trace of W for the pure LOS case can easily be

shown to be N · M = V · U , consequently

∑U

i=1
µi = UV. (26)

When employing EP transmission, we need to maximize (2) using γ̄i = γ̄

N
with respect

to {µi}, fulfilling the constraint given in (26). To do this we apply the method of Lagrange

multipliers [20, p.228], and form the Lagrangian

L1 =
U
∑

i=1

ln
(

1 +
γ̄

N
µi

)

+ κ

(

U
∑

i=1

µi − UV

)

. (27)

From ∂L1

∂µ i

= 0 and (26), we have U + 1 equations with U + 1 unknowns. It can be shown
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that ∂L1

∂µi

= 0 gives

µi = −κN + γ̄

κγ̄
. (28)

Using this in (26) we get

κ = − γ̄

N + V γ̄
, (29)

which we re-insert into (28) to obtain µi = V . Thus, optimality is achieved when all

eigenvalues are equal to V .

Next we investigate the case where the channel is known at the Tx as well, thus both µi

and γ̄i can be optimized. In this situation we maximize the MI from (2), both over {µi} and

{γ̄i}, with the constraints given in (4) and (26). By looking at (2) it is obvious that when

N > U , {γ̄i}N
i=U + 1 = 0, thus we can write the constraint in (4) as a sum from 1 to U . The

Lagrangian then becomes

L2 =
U
∑

i=1

ln (1 + γ̄iµi) + κ1

(

U
∑

i=1

µi − UV

)

+ κ2

(

U
∑

i=1

γ̄i − γ̄

)

. (30)

The 2U + 2 equations with the 2U + 2 unknowns are thus ∂L2

∂γ̄i

= 0, ∂L2

∂µi

= 0, (4) and (26).

Following a similar procedure as in the previous case we start with

∂L2

∂γ̄i

= 0 ⇒ γ̄i = −κ2 + µi

κ2µi

and
∂L2

∂µi

= 0 ⇒ µi = −κ1 + γ̄i

κ1γ̄i

.

Combining these two equations we obtain

γ̄i =
−1 ±

√
1 − 4κ1κ2

2κ2

and (31)

µi =
−1 ±

√
1 − 4κ2κ1

2κ1

. (32)

Using these expressions in the constraints in (4) and (26), gives κ2 = −V (V κ1 + 1) and

κ1 = − γ̄

U

(

γ̄

U
κ2 + 1

)

, which we can combine to get

κ2 = − V

1 + V γ̄

U

and (33)

κ1 = −
γ̄

U

1 + V γ̄

U

. (34)

By investigating (31) and (32) together with the constraints, we find that the “ + ” sign in front
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of the square root in these expressions gives a valid solution w hen V γ̄/N < 1, w hile the “ - ”

sign gives a valid solution w hen V γ̄/N > 1. U tiliz ing this fac t and (3 3 ) and (3 4 ) in (3 1 )

and (3 2 ), w e reveal the result γ̄i = γ̄

U
and µi = V . T hus, as for the c ase of E P transm ission,

optim ality w ith respec t to the M I is ac hieved w hen all eigenvalues are equal to V .

AP P E N D I X I I I

CAL CU L AT I O N O F L O S E I G E N V AL U E S

T he eigenvalues of the W m atrix, in the pure L O S c ase, c an b e found b ased on the

geom etric al m odel presented in the b eginning of S ec tion II I -A. W e use H = HL O S (K → ∞)

in (3 ), and the relation [2 0 , p.9 9 ]

d e t (W − IU · µ) = 0 , (3 5 )

w here d e t(·) is the m atrix determ inant operator, to fi nd the eigenvalues {µi}
U
i= 1

. T he authors

have not b een ab le to fi nd analy tic al expressions for the eigenvalues in the c ase of exac t path

length from (7 ), therefore the approxim ate path length from (8 ) is used. T he elem ents of W,

denoted (W)k ,l, are inner produc ts b etw een the row s (M ≤ N ) or c olum ns (M > N ) of H,

tak ing the form (c f. (1 3 ))

(W)k ,l =
sin

(

π
η
(k − l)

)

sin
(

π
V η

(k − l)
) e x p [j ζ1(k − l)] e x p

[

j ζ2((k − 1)2 − (l − 1)2)
]

k, l ∈ {1, . . . , U }, (3 6 )

w here ζ1 and ζ2 are different c onstants in the tw o c ases (M ≤ N and M > N ). T he relation

in (3 5 ) c an b e sim plifi ed b y realiz ing that it c an b e w ritten as

d e t
(

BŴB
H − IU · µ

)

= 0 , (3 7 )

w here B is a unitary diagonal m atrix w ith diagonal elem ents

(B)k ,k = ex p (j ζ1k) e x p
(

j ζ2(k − 1)2
)

k ∈ {1, . . . , U }.
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B y multiplying (37) from the left with B
H , and from the right with B, we obtain an equivalent

expression for the same eigenvalues, det
(

Ŵ − IU · µ
)

= 0. Thus, the eigenvalues of the

H ermitian matrix W are the same as for the symmetric Toeplitz matrix Ŵ, with elements

(Ŵ)k,l =
sin

(

π
η
(k − l)

)

sin
(

π
V η

(k − l)
) k, l ∈ {1, . . . , U}. (38)

The eigenvalues can be calculated by a mathematical application such as e.g. Mathematica,

but the expressions becomes long for large values of U . The eigenvalues for U = 2 and U = 3

are given in (18) and (19)-(21) respectively, calculated by using the E ig en v alu es command

in Mathematica, and simplified by trigonometric relations [20, pp.127-128].
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