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Abstract— Big Data has drawn huge attention from

researchers in information sciences, decision makers in
governments and enterprises. However, there is a lot of
potential and highly useful value hidden in the huge volume of
data. Data is the new oil, but unlike oil data can be refined
further to create even more value. Therefore, a new scientific
paradigm is born as data-intensive scientific discovery, also
known as Big Data. The growth volume of real-time data
requires new techniques and technologies to discover insight
value. In this paper we introduce the Big Data real-time

This paper aims to review the background of Big Data and
compare several Big Data real-time processing technologies,
as well as introduce the new real-time Big Data analytics
model.

The rest of this paper is organized as follows: In Section
2 we briefly overview some concepts of Big Data including
its definition, characteristics and size. Section 3 presents the
Big Data domains. Section 4 presents related work. Section 5
presents an evaluation and discussion. The article culminates
in a conclusion and recommendation for future work.

analytics model as a new technique. We discuss and compare
several Big Data technologies for real-time processing along I
with various challenges and issues in adapting Big Data. Real-
time Big Data analysis based on cloud computing approach is
our futureresearch direction.

BACKGROUND

In this section, we present Big Data definitions, its
characteristics, followed by the Big Data revenue and the
size of global data. Next, we present a Big Data technology
Keywords - Big Data Analytics, Real-time Analytics; Big Data map.
state-of-the-art . o
A. Big Data Definition

Big Data is one of the key buzzwords in the current
s o ) . technological landscape, but there is no agreed definition by

The term “Big Data” is universal and has gained  gjther academia or industry. Chen et al. [6] defined Big Data
popularity within the domain of scientist, bioinformatics, ,¢ «“patasets which could not be captured, managed, and

geophysics,_ astronomy and_ met(_?orology [1]. In_ fa_Ct’ all Bi%éocessed by general computers within an acceptable scope”.
Data has blind spot areas in which data are missing, scar¢gsem et al. [7] alsdefined Big Data as “a term utilized to

or otherwise unrepresentative of the data domain [2]. Bigefer 1o the increase in the Volume of data that is difficult to
Data analytics enable enterprise and scientists 0 extraglore  process, and analyze through traditional database
_usable information out of ~enormous, Complex’technologies”. However, these definitions basically state the
interconnected and varied datasets. However, from 2.8t obvious dimensions of Big Data Volume, Variety
Zettabytes of global data only 0.5% of these data Wa§elocity and Veracity.Whereas, the data flows in today’s

analyzed in 2012 [3]. In addition to this, current Big Datagjgita| era are being produced around the clock and all over
techniques and technologies amecapable of storing, the world.

processing or analyzing data, as data is not extracted by o
particular ~ scientific  disciplines (e.g., bioinformatics, B. Big Data Characteristics

geophysics, astronomy and meteorology). The way in which  The conjunction of these four dimensions helps both to
people think about data and data analysis will graduallefine and distinguish Big Data. Volume refers to the
change as well, in addition to the technological possibilitesamount of data from Terabyte to Petabyte and Exabyte to
Thanks to the latest internet technologies, the potential farettabyte [6] Variety refers to various data sources collected
harnessing all that can be measured and analysed using sgigm web logs, social networks, machines, sensors,
data, intelligent sensors and filtering has never been agansactions and the internet of things, in different formats of
promising and lucrative as today, at the dawn of the digitabemi-structured and unstructured. [8Elocity refers to the
era [4]. speed at which data is generated and the speed of data
The Big Data paradigm consists of batch and real-timgransfer [7]. Data has become an extremely valuable factor in
processing [5] The batch process focuses entirely onpuysiness productivity and the opportunity to discover new

structured and semi-structured data. Likewise, the goal @falue from it. The 4% of Big Data are shown in Figure 1.
real-time processing paradigm is to deal with velocity of Big

Data such as processing streaming data but with low latency

. INTRODUCTION
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era is more related to business insights since the 4Vth Value

of Big Data has been introduced. Big Data revenue increased

from $3.2 billion to $16.9 billion between 2010 and 2015

[6]. However, the potential value to consumers, business and
4 users are estimated to be $700 billion in the next ten years
nr [7]

E. Big Data Real-time Statef-the-art

Hadoop is known as innovative in Big Data analytics,
since Hadoop has the ability to touch 50% of the global data
by 2015 [L3]. In fact, Hadoop and MapReduce have been
criticized by both academia and enterprises for their real-
time limitations. The MapReduce programming model is an
C. Size of Global Data open-source version of Hadoop [13][1Han et al. 4]

The size of digital data has been growing at an increasirgjated that Hadoop made a world record in sorting one
rate. Figure 2 depicts the size of created data volumes metabyte of data within 16.25 hours and one terabyte of data
percentages across the USA, West Europe, India and the ré&tonly 62 seconds. Furthermore, the Hadoop ecosystem
of the world. According to the International Data consists of s_eve_ral projects as introduced only the real-time
Corporation (IDC) study, the size of global data in 2009 wa&PPplications in Figure 7. _

1.8 Zettabyte, it increased to 8 Zettabyte in 2015 [9]. It is TWitter has developed storm in 2011 [1 for data
doubling in size every two years, and by 2020 the digitaptfé@ming processing. Storim an open source and it has

universe data is estimated to be 44 Zettabyites [ been improved in scalability while maintair_ling_a low Iatency
for real-time data stream processing, which integrates with

other queuing and bandwidth systems. Storm consists of

Figure 1. The characteristics of Big Data

32% = 9 of Data 32% several moving parts, including the coordinator (ZooKeeper),
; a state manager (Nimbus) and processing nodes (Supervisor).
13% 12_/,?, Yahoo has developed S4 in 2010 [13][14][16] for data
pts' i stream parallel distributing processing. Kafka also developed
l] 4% LinkedIn in 2011 16] for the purposes of messaging
" a A _ERS-  _Ea  _E processing. Spark [9] Stream is an extension of Spark that
. . supports continuous stream processihg practice, some
UgA,  Chira Ef;s;e India R‘:;te“f other new computing models have recently been introduced

for stream data processing (e.g., GraphLab and Dryad),
which are suitable for machine learning and data mining
programming modelslp) .

world

Figure 2. The scale of global data generates in percentages.

_ [ll.  BiG DATA DOMAINS
Furthermore, the explosive growth of global data In thi " d ib f the chall d
increased rapidly. In fact, 90% of the world's entire data was " M!S Section, we describe some of ihe challenges an
created since 2012 1], whereas only 10% of all these data 'SSues Of Big Data in several disciplines from both industry
is structured data compare to 80% is unstructured dé}a [ and scientific perspectives.
Figure 3 depicts the scale of global structured data versys Big Data in the Bio-Medical Sector

unstructured data. Kambatla et al. 17] highlighted that “healthcare and
human welfare is one of the most convincing applications of
Big Data analytics, it is a fastest growing datgséh fact, a
a— large amount of medical data sources like RMI scans,
+ g 80% bioscience data, and genomic data are becoming more
complex and difficult to be captured, storage, and analyzed
[18]. Although, China attempts to collect and std@
. million of traceable biological samples by 201%9|[
Structured baa Semi-structured Data Unsruared baa Manyika et al. 12] stated that every year the USA has
Figure 3. The scale of universe data format wasted more than $2 trillion in healthcare sectors.
Implementing Big Data analytics technique has helped the
. US to save $300 billion as well as helping Europe to save
D. Big Data Revenue over $149 billion. In addition, bio-informatics requires new
Manyika et al. 12] estimated that the power of Big Data advanced computational techniques to support efficient
analytics guaranteed 60% of potential revenue through nekhowledge discovery.
opportunities from location-aware and location-based
services. In reality, the ambiguous demand in the Big Data
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B. Big Data in Enterprise several machines. It has two parts- job tracker and task

Facebook, Google, Yahoo and Falcon are creating Iargttf,-"j“:ker pel. . .
scale of data. As an example, Wal-Mart produced over ]b Hu [27] proposed HACE theorem which characterizes
million customer transactions per hour across 6000 stordg€ features of the Big Data revolution, and recommends the
[6]. Amazon Web Services (AWS) has also been successffiid Data processing model, from a data mining perspective.
in laaS services with 70% of their market share including thloreover, the rapid growth of complex diversity and
most popular Elastic Compute Cloud (EC2). A Simp|ed|men3|onallty of the Remote Sensor (RS) lies in collected
Storage Service (S3) enables the processing of 500,0(5‘@etadata to anaIyz_e as statedZf][The recent lower Ievel'
queries over millions of terminal operations from third partyParallel programming was comprehensively engaged with
sellers each day [6)]. Akamai also managed to analyze 75 RS image processing along with a mu_ltl—level 'h|erarch|cal
million events per day. However, the most observabl€luster. Hence, parallel programming is required for RS
domain in Big Data analytics is valug(. Hence, Data has applications to predict accurate results. According to Ma et
become extremely valuable in enterprise to producé"- [28], the current Big Data analytics model is beyond the

productivity and business predictions capabilities of processing and analyzing real-time Satellite
' Data.
C. Big Data in Scientific Research The scale of remote satellite data is depicted in Figure 4;

Every day NASA solar observatory and telescopes arBis scale demonstrates the volumes of satellite Data per day
capturing more than 1.6 TB of high quality images and®s Well as per year across the world.
collecting 140 TB data from the large synoptic survey
telescope 31]. Likewise, one space satellite generates over ¥ Total Satellites Remote Sensor Data
800 gigabytes of data on a daily bases. In 2012, the Earth
Observing System Data and Information System (EOSDIS) 10627.98
also succeeded in distributing more than 4.5 million
gigabytes of data per day(. However, physicists and
astronomists have made numerous efforts to engage with 5991.95
massive crowded data for many years to test the novelty of
our universe.

1327.49

D. Big Data in Engineering ﬂ
The key challenge in the area of engineering is the ; '

discovery of techniques that are able to process machinery’
and the internet of things data. These sources are creating
massive amounts of data through embedded networking and
real-time approaches. The size of the internet of things data

is estimated to be one trillion by 20380]; this includes 350 Two Big Data real-time/stream analytics model were
billion annual meter readings. The volume of data generategdund in our literatte, known as Simith’s Big Data reaHime
in engineering is by a wide range of sensors, through powealytics Model 29] and Big Data life cycle management
plants, machinery data and GPS as well as electronic devicgfydel B0]. Khan et al. 16] proposed Big Data life cycle
[22. management model using the technologies and terminologies
V. RELATED WORK of Big Data The_ author’s propo_sed data life cycle_ consists
’ of: Data Acquisition/Generation, Data Collection, Data

Patel P3| highlighted several issues and challenges irstoring (temporarily/permanently), and Data Analysis.
storing, processing and analyzing data in real-time. Theikewise Barlow [29] presented Smith’s five phases of the
author argued that highly efficient algorithm and technologyeal-time Big Data analytics model which includes: Data
will enhance the accuracy of valuable informatid¥][ extraction, development model, validation and deployment
Ranjan R4] investigated in different Big Data applications real-time scoring, and model refresh.
and discussed their differences from traditional analytics, and Barlow also stated that the correct analytics model is
he also described the new solutions for real-time Big Dataecessary to process heterogeneous data in real time.
analytics. Kambatla et all]] implemented several projects Furthermore, this model is utilized from the high-
in a real-time data caching and processing graph in one performance of data mining, predictive analytics, text
Google’s distributing systems. The author also highlighted ~ mining, and data optimization to enhance the decision
that current technology such as Hadoop incapable ahakers [1]B1]. In fact, the heart of any prediction system is
processing large-scale of graphs. Hadoop mainly consists te Model, for instance, a credit card fraud prediction system
two components; Hadoop File System (HDFS) andcould leverage a model built using previous credit card
Programming model (Map Reduc&p]. HDFS stores huge transaction data over a period of time.
data set reliably and streams it to user application at high
bandwidth and MapReduce is a framework that is used for
processing massive data sets in a distributed fashion over a

Velocity Volume (GB/Day) Volume (TB/Year)

Figure 5. Scale of Global Satellite Remote Sensor Data.
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TABLE 1. SMITH’S BIG DATA ANALYTIC MODEL

- — Traditional Analytics Big Data Analytics

Analytic Model Descriptions Storage Cost High Low

Data Like unrefined oil, heterogeneous data tyy Analytics Offline Real-time

Extraction/Distill | are messy and complex. Emerging n Utilizing Hadoop No Yes

. . . Data 1 g Speed Low High

ation extracting models and performing accur: Data Loading Time Long Average 50%-60% faster
analysis are necessary and challenging Data Discovery Minimal Critical
handle unstructured datﬁ]ﬂ[]_S]. Data Variety Structured Unstructured

Development In this phase, the model process consists zgll::l“t; g;f:}?yte’ terabyte g::‘fmfxabyte’ Zettabyte

Model speed, erX|b|I|ty PdeUCUVIfy‘ and Administration Time Long Average 60% faster
reproducibility. Complex Query Hours/days Minutes

: : . f A Response Time

Validation  and| Extracting fresh dat'a and running ag_alnst Data Compression Not matared Average 40%-60% more data

Deployment model and comparing the results with otk Technique compression
existing models leading into productivityd. Support Cos High Low

Real-time Data in real-time scoring is triggered [

Scoring actions at the decision layer. At this phase Figure 7. The Traditional Analytics versus Big Data AnalytiGS]f
the process, the deployed scoring rules
“divorced” from the data in the data layer ( In addition to these, we implemented the new real-time

oo data ”_’a’t%ﬂ' e analytics model from Smith’s model as depicted in Figure 6,

Model Refres Data is always changing, it is necessary because Smith’s model was precisely based on data mining
refresh the data and refresh the model built; d text mini A h in Ei 6. thi del
the original data. Simple exploratory da an _ex mlnlng_28]. S shown In Figure o, _'S mode
analysis is also recommended. consists of five phases: Data Extraction, Data

Cleaning/Filtering, Data Analysis, Data Visualization, and

Hu et al. [1] categorized Big Data analytics into Decision-making. . ) )
Descriptive, Predictive and Prescriptive. Descriptive [N the Data extraction phase, Data is required to be
analytics focuses on historical data and the description dfocessed by one of the real-time technologies such as Storm
what occurred previously from Data visualization resultsand S4 as highlighted in Figure 7. Data must be cleaned
Predictive analytics focuses on future probabilities andefore being transformed for analyzing to unlock the hidden
describes the business value outcome. Advanced analytiegtential value from it. Therefore, the second phabe
[31] is known as Prescriptive analytics which address théltering technique is required for two reasons. Firstly, data
decision making efficiently. For example, simulation is usedntent to lies in the extracting stage as indicated28.[
to analyze complex systems to gain insight into systendecondly, processing data without filtering means invalid
behavior and identify issues and optimization techniques af@sults. Data visualization has to communicate and predict
used to find optimal solutions under given constraintsdata through graphics to aid decision-making through
However, only about 3% of companies are utilizingsophisticated analytics results. In addition to this, advanced
prescriptive analytics to predict future events according to analytics for massive data is required as a new solution to
recent Gardner Research survagj[ effectively improving decision making in the final phase. As
a result, the process of Real-time data analytics is still a
challenging task and the model requires an advanced

V. EVALUATION AND DISCUSSION
Despite the availability of new technologies for handlingc%mpm?t'onal and robust real-time algorithm to predict it
iciently.

massive amounts of data at incredible speeds, the red
promise of advanced data analytics lies beyond the area of
pure technology. The existing Big Data analytics appears to
be suffering from a lack of effectiveness compared to the
speed of real-time data volume. Thus, Big Data real-time
analytics has been proposed to describe the advanced

Data Extraction

analysis methods or mechanisms for massive ddfa [In Decision Data

fact, increasing the heterogeneous data in the real-time Clsaning/
. . Filtering

monition from various data sources (e.g., The Internet of

Things, multimedia, social networking) plays a significant

role in Big Data. In addition to these, the new real-time

model shown in Figure 6 is required. Banerjegd] [

highlighted the traditional analytics versus real-time Data Data Analysis

analytics in Figure 5. Banerjee also compared several
parameters in each feature from storage cost to support cost.
It shows that Big Data analytics is more reliable in terms of
data speed, time and velocity compared to traditional
analytics. This highlights the key differences between the
realities of yesterday’s analytics and the predictions for
today’s Big Data analytics.

Figure 8. The Big Data Real-time analytics model.
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Furthermore, selecting an approprisgéahtime analytics  (e.g., semi-structured or unstructured), and this helped us to
model and technology depends on data objects. As depictégyhlight their advantage and disadvantages.
in Figure 7, we highlighted the Big Data real-time processing In the second part of our study, we discussedIBsrfitve
stateef-the-art in terms of its developers, programmingphases of the Big Data real-time analytics model as depicted
model, capabilities, and limitations of data structure typesn Table 1. Furthermore, we introduced oeahktime Big
We highlighted each apphtion’s advantages and  Data analytics model as shown in Figure 6. Throughout our
disadvantages as well as their architectures. The results shawestigation, the real-time analytics appears to play a key
that, first, real-time processing is becoming more importantole in Big Data and enrich the potential revenue. Likewise,
in real-time analytics, likewise batch processing remains thi¢ needs further research and collaborations between the
most common data processing paradig?B, [34].Second, scientists and industries to improve the real-time analytics
most of the systems adepta graph programming model, bottleneck. In fact, a different storage mechanism is required,
because the graph processing model can express mdrecause all of the data cannot fit in a single type of storag
complex tasks. Third, all the systems support concurrerdarea B5]. Hence, Cloud computing is playing an important
execution to accelerate the processing speed. Fourth, datde as it gives organizations the ability to store and analyze
stream processing models use memory as the data columevolutionized data economically and offers extensive
storage to achieve higher access and processing ratesmputing resourced .
whereas batch-processing models employ a file system or As resultthe motivation for undertaken this research was
disk to store massive data and support multiple visitingan attempt to develop a real-time Big Data analytics
Fifth, some of these real-time technologies were backed byamework which enable to enrich the decision-makers in the
partially fault tolerant and have limitations in their nodereal-time monition. This research allowed us to identify the
backup as highlighted in Storm and S4 [1][13][1%][ 16]. weaknesses of existing systems, and to design a roadmap of

contributions to the state of the art.

Big Data Streaming Analysis State-Of-The-Art

Developer | Application | Programming Specified Use Structure Type Advantages Disadvantages | Architecture
. Model :
| Kafka, Directed | Distribute real-time Un-structured, Embeddable Partial fault Parallel-
Storm -2011 Twitter | HBase Acyclic graph | computation system for | Real time nerworking library tolerance [3] Distributed [23]
[3][18] [28] (Storm- [31118] processing fast, large | Smeaming process | API[1][3] Lack of dedicated | Master-workers
HBase) streams of data [1§] (18] [281127] Scalable, fault-tolerant, | backupnodes[10] | [3]
Twitter and is easy to setup
23] and operate [3][18]
Yahoo | Distibuted | Directed Worker processesand | Un-structured Distributed, Scalable, | Node fail datalose, | Decentralised
§4-2010 Sweaming | Acyelicgraph | execution, [3] Real time streaming | Fault-tolerant [21] Partial fault and systematic
[31 18] [25] process [BI18][30] | Graphof processing [3)[18] | [23] tolerance[3][25] | [23]
[28] B8] Processing Elements | [21][27] Pluggable platform [18] | Lack of dedicated
[27 Easy develop backup nodes [10]
applications [21]
Kafka -2011 | Linkedln | Messaging | Distributed Distributed, partitioned | Real-ime High-throughput Column store
[21118][28] system Tool | Messaging and replicated commit | streaming process | stream of [2
[28] system log servicestoals [18] | [3] unchallengeable
[28] Un-structured (18] | activity data [18][28]

Figure 9. Big Data stream processing stdtthe-art

VI. CONCLUSION AND FUTURE WORK Our future plan is to investigate on real-time anadytic

. . . .basedon cloud computing and attempts to answer the
In this research, we investigated on two research areas: i, i g questions:

the first part of study, we presented the concepts of Big Data Investicate on existing cloud paradiams and highliaht
as well as some of the challenges and issues in both indusfry estigate on 9 paradig ghlig
their limitationsin real-time analytics aspects.

and scientific domains, followed by a comparison of several . : .

Big Data real-time processing technologies in terms of theif Developan algor_lthm for the real-time analytics based
capabilities and limitations as shown in Figure 7. However, ~©N ¢loud computing. _

each of these technologies were compared in terms of thefir De€términe how to test, implement and compare our

architecture, programming model, data structure capabilities 'esults —with — other existing cloud computing
technologies.
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