-

View metadata, citation and similar papers at core.ac.uk brought to you byff CORE

provided by Kent Academic Repository

Kent Academic Repository
Full text document (pdf)

Citation for published version
Pawar, Pramod and Sajjad, Ali and Dimitrakos, Theo and Chadwick, David W. (2015) Security-a:
in Multi-cloud and Federated Cloud Environments: 9th IFIP WG 11.11 International Conference,

IFIPTM 2015, Hamburg, Germany, May 26-28, 2015, Proceedings. In: Trust Management
IX. IFIP Advances in Information and Communication Technology (1). Springer International

DOI
http://doi.org/10.1007/978-3-319-18491-3

Link torecord in KAR
http://kar.kent.ac.uk/48730/

Document Version
Publisher pdf

Copyright & reuse

Content in the Kent Academic Repository is made available for research purposes. Unless otherwise stated all
content is protected by copyright and in the absence of an open licence (eg Creative Commons), permissions
for further reuse of content should be sought from the publisher, author or other copyright holder.

Versions of research

The version in the Kent Academic Repository may differ from the final published version.

Users are advised to check http://kar.kent.ac.uk for the status of the paper. Users should always cite the
published version of record.

Enquiries
For any further enquiries regarding the licence status of this document, please contact:
researchsupport@kent.ac.uk

If you believe this document infringes copyright then please contact the KAR admin team with the take-down
information provided at http://kar.kent.ac.uk/contact.html

KAR e

Kent Academic Repository


https://core.ac.uk/display/30708461?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Security-as-a-Service in Multi-cloud and Feder ated
Cloud Environments

Pramod S. PawArAli Sajjad, Theo Dimitrakos? David W Chadwick

1 The University of KentCanterbury, Kent CT2 7NZ, United Kingdom
2 British Telecommunications, Adastral Park, Ipswich IP5 3RE, United Kingdom

{pramod.s.pawar,ali.sajjad, |theo.dimitrakos}@bt.com}
d.w.chadwick@kent.ac.uk

Abstract. The economic benefits of cloud computing are encouragistgitiers
to bring complex applications and data into the cloud. Howsa@urity remains
the biggest barrier in the adoption of cloud, and with the adfemulti-cloud
and federated clouds in practice security concerns are for appiEand data
in the cloud. This paper proposes security as a value added spraisioned
dynamically during deployment and operation management apglication in
multi-cloud and federated clouds. This paper specifically considiatagrotec-
tion and a host & application protection solution that areedfas a SaaS appli-
cation, to validate the security services in a multi-cloud aderéted cloud en-
vironment This paper shares our experiences of validating these security services
over a geographically distributed, large scale, multi-cloud and fedeckted
infrastructure.
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1 I ntroduction

Cloud computing provides flexible and dynamic access to virtualized cargutd
network resowres however, its complexity, especially in multi-cloud and federated
cloud environments gives users cause for concern over the gexdgérvices hosted
in the cloud[1] Due to the dynamic nature of clouds, new categories of security threat
emerge[2]. Hashizume et al. provide an analysis of security issues in the adoud
sidering the three service delivery models, SaaS, PaaS and laaS [3]. Theemiajiby
concerns for SaaS applications include data location, legislative compliancdatéits
security policy of the providers and data protection. This obliges the $aw8ep to
have additional security mechanisms beyond what is offered by the Pak@&anmto-
viders, in order to protect their applications and data.

The emphasis of this paper is on the security and protectioa 8&thS applications
and user/consumer data. Due to the dynamic nature of the cloud, sigrdfieienges
exist in applying the traditional security solutions such as fireW&8ls/IPS and data
protection, in the cloud environmerithis paper proposes security as a value added
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service that forms an additional layer of security for hosts and applicatithves cloud

and is dynamically provisioned. Specificalityconsiders a data protection solution and

an application protection solution that are offered as a SaaS application, to demonstrate
security services in a multi-cloud and federated cloud environment.

Most of bday’s existing data protection or secure cloud storage services focus on
file-level encryption of the usardata, following one of two approaches: either the data
is uploadedo the cloud provider and is then encrypted, in which case the keys ar
managed by the service provider, e.g. Dropbox, Google Drive, Mi¢8kpDrive; or
the data is encrypted at the user end and then uploaded to the secure stoi@me serv
provider and the keys are managed by the, @&sgr BoxCryptor or the Virtual Cloud
Drive [4]-[8]. Although these approaches are suitable from the pdiniew of online
backup and write-once read-many types of scenarios, they beeoynenwieldy when
the data has to be modified frequently and resides on virtual maahnthesdoud. This
is further complicated when the user wants to take advantage of thegyioter-cloud
usage scenarios. The data protection solution considered in this papeelsped d
address these issues, however there is a need to validate the functiammitircloud
use case scenarios.

The host and application protection solution considerédisrpaper is developed to
enable cloud providers to dynamically provision the protection functookud ser-
vice users while allowing them to have full control over the security of tapplica-
tions and hosts. As this solution is required to be integrated in thisiprang work-
flow of the cloud service provider and required to be offered to largiers of cloud
consumers, there &need to verify the automation workflow since it will automatically
deploy the protection components in a multi-cloud environment, on a petemus
and scalable infrastructure that can host hundreds of VMs

The validation of these security servigeperformedasexperiments executed over
the Fed4FIRE (Federation for Future Internet Research and Experimentation) infra-
structure which is an EU funded, geographically distributed, multiecénd federated
cloud infrastructure [9]. This paper describes the experiments performéuaefdy-
namic provisioning and automation of services, our experiences anagnaid pro-
videsfeedback about the Fed4FIRE infrastructure. The rest of this paper i&zethan
as follows. Section 2 provides the details of the application protection and data protec-
tion solutions used in this paper. Section 3 describes the Fed4FIRE infrastusedr
for evaluating the solutions. Section 4 provides the objectives of the erpérand
section 5 describes the experiments. Section 6 provides the expatiresntts. Fi-
nally, section 7 provides the concluding remarks and the future work

2 Overview of the security solution used for experimentation

2.1  SecureCloud Storage - Data Protection Service

Secure Cloud Storage (SCS) is a cloud security service that provides data protection
for public and private clouds and other virtualization platforms. It allases's to pro-
tect and control their confidential and sensitive information with a user-fyiéledand



volume encryption service that keeps their data private and helps meet theitorggu
compliance requirements. Secure Cloud Storage can be deployed as a hostee Sof
asa-Service or as an On-Premise software application, but in either casheonbker
has access and control of the decryption keys, giving them thefnaedlecrypt their
data on-demand and in real time. It offers users the capability lyirsgppolicy-based
key management, a means to validate the identity and integrity of wiracdlines re-
guesting the encryption keys, and it can specify where and whendtyped data can
be accessed.

Key technical features of this service include:

(1) Policy-driven Key Managemerthis (a) uses identity and integrity-based policy
enforcement to ensure only authorized virtual machines receive ke gEeess secure
volumes (b) automates key release and virtual machine authorization foopepéad
tions or requires manual approval for increased security (c) enablestbépdicies
to determine when and where keys were used;

(2) Advanced Encryption Techniques: this f@gtures FIPS 140-2 certification and
FIPS approved AES encryption (b) encrypts and decrypts informatiealinime, so
data at rest is always protected (c) applies file and volume encryption to @édate,
metadata, and associated structures without impacting application functionality;

(3) Robust Auditing, Reporting, and Alerting: thisl@)s actions in the management
console for audit purposes (b) provides detailed reporting and alertingefeatith
incident-based and interval-based notifications.

Users of the Secure Cloud Storage service can monitor the integrityaiadtion
status of their volumes via a configurable web-based dashboard off¢ehedntover a
secure channel via BT’s hosted service. Users can define different roles for their cloud
administrators, security operation teams and auditors giving thdenedif levels of
control visibility and rights to define policies as appropriate. Security adnaittisdr
with the appropriate rights can define policies for each volume origaogl machine
that has been registered by a secure cloud agent

2.2 Intelligent Protection - Host & Application Protection Service

Intelligent Protection is a cloud security service tkadesigned and developed to
protect virtual serverandhosted applicationsn cloud infrastructures [10]. The nov-
elty of this service centers on offering security as a value-addeidesémulti-tenant
security SaaS) while enforcement is delivered via the cloud infrastructure, with mi
mal integration overhead. It enhances cloud user experience by offeiegsecure
flexible, automated security management for applications deployed or on-boarded o
cloud infrastructures (laaS) such as BT Compute or otHeraBty equivalents (e.g.
Amazon EC2 or V-Cloud enabled laaS) while placing the users in contt@iobwn
security operations though its Security SaaS operations dashboard 2]1], [

Intelligent Protection enables its users to automatically perform the following secu
rity functions via an intuitive web interface: (1) Virtual Security PatcBentelligent
Intrusion Detection and Prevention (IDS/IPS) B)directional stateful firewall (4)
Anti-Malware (5) Integrity Monitoring (6) Incident Reporting andadysis (7) Recom-
mendation Scans.



A user of the intelligent protection service can: analyze their virtual nesweekv-
ers, and applications for vulnerabilities; obtain recommendations ofnigissicurity
patches, and the best security to address the identified vulnerabilities on ¢aoh sys
that has been analyzecbntinuously monitor for attacks, intrusion, viruses, exploits
and any other security incidemonitor performance and scalabilignd apply correc-
tive measures updating the security policies accordingly.

Users of the Intelligent Protection service can monitor the health and protefdfiesir
virtual machines and servers via a configurable dashboard offeredtovee a secure
channel via BT’s hosted service. Tenants can define different roles for their cloud ad-
ministrators, security operation teams and auditors giving thdemefit levels of con-
trol visibility and rights to define policies as appropriate. Security adiratoss can
define security policies via an intuitive GUI by combining policies from atipor by
asking the Intelligent Protection system to analyze atsdleavironment’s vulnera-
bilities and recommend which security policy rules to apply on thateamwient.

3 Overview of the Fed4FI RE facilities

. The goal of the EU FP7 Fed4FIRE project is to federate various Internetnesiperi
tation facilities to enablaninnovative cross-domain experimentation platform, provid-
ing researcherwith easy access to resources on different facilifié® project cur-
rently involves multiple facilities, introducing a diverse set of technologlied as
cloud computing, wired and wireless network, software defined netwoikitegnet of
Things and smart cities. Some example facilities are: EPCC BonFIRE(UK), Virtual
Wall (EU), PlanetLab Europe (EU), Smart Santander(EU), NORBIT(Australia),
KOREN(Korea), Sanford optical access testbed(USA) [

The incentive for using the Fed4FIRE facilities stems, on the one fnamdthe
scale and heterogeneity that the Fed4FIRE facilities bring to the experimerdation
on the other hand from the likelihood of continuity and expansigasearch experi-
mentation by using the FIRE facilities that expose open standards managésren
faces. Furthermore it enables the verifiability and validity of the protesgovices
over 3¢ party Cloud platforms. These characteristics make Fed4FIRE an appropriate
environment for evaluating Secure Cloud Storage (SCS) and Intelligeetfwon so-
lutions. Furthermore, the geographically distributed infrastructureddFIRE, which
is connected through the Internet, allows the experiments to bender real-world
network behavior that is not present in a simulation or a single pulpicvate cloud.
The comprehensive monitoring infrastructure and services of Fed4FIRe®tiad
scalability and performance of the security solutions to be easily nedaf\dditin-
ally, Fed4FIRE provides the jFed tool and Rspec. The jFed tadlaga based frame-
work that provides an integrated view and interface to communicate witle afifth-
structures available in Fed4FIRE. Rspec is the resource specification writterjfFed
tool that allows provisioning of VMs on the Fed4FIRE infrastructure.



4  Objectives of the experimentation

The evaluation of our data protection service and host & application protection ser-
vice is targeteabn the automation, scalability and performance of the solutioos. A
cordingly, the following objectives are specified for the data protestorice

(a) to be able to automatically deploy the Secure Cloud Storage solutzohydmnid
multi-cloud environment within the Fed4FIRE Cloud facilities,

(b) to provide a method for provisioning encrypted volumeééMis deployed on the
multiple cloud platforms, and

(c) to assess and automate the methods for transferring secure vetumesd VM
to another and from one cloud platform to another.

The host and application protection service included the following objectives:

(a) b be able to automatically deploy the Intelligent Protection components in a hy-
brid environment of public cloud, private cloud and physical servers,

(b) to automatically provision Intelligent Protection agents and protexdéts on
a large number of virtual machines emulating real-world scenarios, and

(c) to develop a blue print of a managed security service to apply \petaies to
proprietary applications deployed on multiple virtual machines.

The following parameters of the data protection service were measured

(a) the complexity of the workflow required to achieve the deploymentamity-
uration of the £Sservice components on multiple cloud platforms,

(b) the time-scales involved in the workflow,

(c) the mix and heterogeneity of the cloud platforms,

(d) the time for the creation of data volumes of different simasultiple clouds of
Fed4FIRE,

(e) the number of volumes attached to the VMs deployed on these choutls,

(f) the time for volumes to be encrypted by employing the full disdcyption tech-
nique.

The measurable parameters of the application protection services are as follows:

(a) the feasibility and speed of deployment of the agents in the hybtdcioud
environment,

(b) the maturity of the automation of workflow required to achievagjeat deploy-
ment and configuration on multiple cloud platforms,

(c) the time for deployment, configuration and security managerhérg agents in
up t 50virtual machines on multiple cloud platforms, and

(d) the performance associated with the security management functioasstioh
automatic security patching for standard applications such as databaseseBrees| s
Apache web serverand various Windows and Unix operating systems.

5  Architectureand Experiment Set up

5.1 DataProtection

The architecture of the SCS is composed of three main components



(a) Key Management Server (KMS): this is a key server self-hastdwsted by a
trusted Service Provider. It is the only place where the encryption kegsaaed per-
sistently.

(b) Web Consoléghis is a console that allows SCS administratmreview and approve
pending key requests, check device status and integrity, selicipgpananage devices,
check reports and logs, and manage user accounts.

(c) Agent:this is software installed oavirtual machine that communicates with the
KMS and performs the actual encryption.

/( Experiment Orchestration Engine )\
Multi-Cloud Orchestration Engine ‘_‘\ﬁ

= ( iFedGUI/CLI

M SFA Interface API )—/

BonFIRE Virtual Wall

Fig. 1. Detailed Design of CMS

The experiment uses the federated tools and interfaces provided by Fed4EIRE to
cover, reserve and provision the required resources. The resourdesdrémputhis ex-
periment are VMs and persistent storage blocks or volumes that can be atidbhbed
VMs. The experiments use Virtual Wall 1 & Virtual Wall 2 and BonFIRE as a multi-
cloud infrastructure. To help with the deployment and provisioningefSCS agent
on the Fed4FIRE infrastructure VMs, Puppet is used as the configuration mamage
service (CMS). This allows contextualization of the VMs to fulfil all the dependencies
of the SCS agent and also to deploy the appropriate version and bhédSES agent

on the target VM’s. To conduct the experiment in a multi-cloud environment, the jFed
tool is used, which allow end-users to provision and manage mems via a GUI
and CLI. The design of the CMS in this context is givgRimn 1] The experiments are
specified and orchestrated automatically by constructing a RSPEC file préwithex
jFed tool. The Key Management Server and the SCS Web Coma@éhosted at BT

on a dedicated facility and offered as a cloud-based service to the experiment.



5.2 Host & Application Protection

IP-agent

[ BTCloud Security Service
Hosting Environment = hloa agent components
Security virtual patches 'Va Host Hyparvisor
Intelligent [ Customer 1 ]
Protection BonFIRE Cloud test-beds
Management IP-agent
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L
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Fig. 2. Intelligent Protection provisioning architecture in Fed4FIRE

The Intelligent Protection architecture comprises of the following to suppdybard-

ing and enablement of application protection elements in the Fed4FIRE infrastructure:
(a) Intelligent Protection Management Server: Hasa web interface to manage the
Intelligent Protection (IP) agents that protect the cloud nodes. The compohtdms
server include: a dashboard, Alerts, Events, Computers, Policies and Adationistr

(b) IP-agent: This is agent software that can be either manually deplogegployed
using deployment scripts on the VMs to be protected

(c) Deployment ScriptsThis isa script, which on execution on a VM, automatically
downloads the agent from the server, then installs and registers thewdttetite
server. This setup requires one or modden in the Fed4FIRE infrastructure to have
connectivity to the Intelligent Protection Management Serveaaispec that is con-
figured for automatic provisioning of an ageAh RSpec document is prepared that
contains nodes of Virtual Wall & 2 infrastructures and the deployment script for au-
tomatic provisioning of the agemt

6 Experiment Results

6.1  SCS Performance experiments

The objectiveof this experiment is to analyze the provisioning of SCS agents on
VMs and assess the data volume encryption overhead on 1/0 bandwidiOda-
tency. The tests compare file I/O performance of VMs before and afath&olumes
are encrypted with the data protection agent using the AES-256 algorithtesthare



run on VMs provisioned on the BonFIRE and Virtual Wall infrastriegiand bench-
marked with the read and write 1/0O operations. The effects on bandavidtkatency

of these I/O operations are measured with the help of the FIO storage berisgmark
tool for both the unencrypted and encrypted volumes [13]. The volusessin the
BonFIRE and Virtual Wall infrastructures are 1 GB in size.

Encryption Overhead on I/O Bandwidth

9463.87

Write (Virtual Wall 702488

3125831

Read (Vitual wall) 27476.76

5971394
‘Write (BonFIRE)

Read (BonFIRE) 77433.46

o 10000 20000 30000 40000 50000 60000 70000 80000 90000 100000
Bandwidth in KB/sec

M Plaintext 4K Blocks M AES256 4K Blocks

Fig. 3. Encryption overhead on I/O Bandwidth

Encryption Overhead on 1/O Latency

Write (Virtual wall)
Read (Vitual Wall)
‘Write (BonFIRE)

402.61

Read (BonFIRE) 37174

o 50 100 150 200 250 300 350 400 450
Latency in psecs

W Plaintext 4KBlocks MAES256 4K Blocks

Fig. 4. Encryption overhead on 1/O Latency

The FIO tool is configured to use whole volumes in the read/write testsGR.of
data is written and read in all the tests. All the volumes are formatted witxtdhe
filesystem with 4K block size&ig. 3JandFig. 4]show the encryption overhead on 1/0
bandwidth and 1/O latency respectively. The measurements shffin BlandFig. 4]
demonstrate that the data protection solution enables data security invefdledsain-
taining reasonable performance for typical filesystem and database warkload

6.2  Scalability experiments

The aim of this experiment is to evaluate the performance of automaticignawisof
protection to the VMs, in a scaled environment. The provisioning of protéctiutes
downloading of the agent from the Intelligent Protection Management Siexstatling



the agent on the VMs, registering the agent with the server and updatiggtit with
the security policies. To perform the scalability evaluation, 50 VMs (40 dfMgirtual
Wall 2 and 10 VMs on Virtual Wall 1) are simultaneously created in a muliidclo
environment and the Intelligent Protection Server is hosted in the BT cloud.

Scalability Test

— 200 VM nodes HlIntelligent Protection Agents
400

300
200
100

0

Time (Seconds

1 4 7 1013 16 19 22 25 28 31 34 37 40 43 46 49

VM nodes and Intelligent Protection Agents

Fig. 5. Agent Deployment Performance in a Scaled Federated cloud remend

VM nodes 1-40 are created on Virtual Wall 2 and VM nodes 41-50 are cremated o
Virtual Wall 1. The time durations of booting the VMs and provisioriiregagents on
the infrastructure is recorded. The observati§Riqm 5|shows that the Intelligent Pro-
tection agents are deployed and configured in less than 1 minute after thar&¥Ms
booted on both infrastructures. Although the VM provisioning peréorce is different
in the two infrastructures, it was observed than the Intelligent Protection agent-deploy
ment was consistent even in the scaled environment of 50 VMs. Thesediegwsere
obtained for the automatic provisioning workflow without any mariotrvention
from the user or the administrator of the targeted Cloud platform.

6.3 Feedback to the Fed4FIRE Infrastructure

The various characteristics of the Fed4FIRE infrastructure such as scale,dretityog
multi-cloud, and federation are potentially valuable to the experiments and a detailed
feedback was provided based on our experience of the experirherfeddback also
included some of the limitations of the existing infrastructure which werelibtacles
we experienced while performing the experiments. These were:

(a) The SCS software can only run on recent versions of UbDati©S or Windows
operating systems, none of whialere readily available and required templates to be
provisioned on request.

(b) The Intelligent Protection Agent is only supported for Windomg @nix, but for
widely used variants of these operating systesuch as Windows 32/64, Red Hat En-
terprise Linux 6.0/5.0, SUSE Linux 11, Ubuntu 12.04/10.04, Amddoux, Oracle
RedHat Enterprise Linux 6/5, Solaris 9/10/11 &idUX 11i v3 |1A-64. However the
Fed4FIRE infrastructure only supports Ubuntu 12.04/10.04 andheo widely used
operating system for which the agent is available.



(c) The Virtual Wall infrastructures do not provide facilities for creating andhéig.c
data volumes with virtual machines, which preeerthe data protection experiment
from performing volume encryption and confinedb file encryption.

(d) Some Fed4FIRE infrastructures do not provide an option to dr&atemplates.

7 Conclusion and Future Work

The paper describes experimentation with a data protection service and a holst & app
cation protection service offered as a value added security service in Fed4FIRE envi-
ronment and presents the experimental results. The experimentshepfypvisioning

and automation workflow and the results validate the performance andilggatdib

these services in the Fed4FIRE which confirms the capability of these services to per-
form in a large scale multi-cloud and federated cloud environmergsof$tacles ex-
perienced for the experiments on the Fed4FIRE infrastructure were provitemtias

back to the operators.sfa future work, we intend to perform more experiments after
enhancements are made to the infrastructure.
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