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Abstract The application of ACO-based algorithms in data mining is grow-
ing over the last few years and several supervised and unsupervised learning
algorithms have been developed using this bio-inspired approach. Most re-
cent works concerning unsupervised learning have been focused on clustering,
where ACO-based techniques have showed a great potential. At the same
time, new clustering techniques that seek the continuity of data, specially fo-
cused on spectral-based approaches in opposition to classical centroid-based
approaches, have attracted an increasing research interest—an area still under
study by ACO clustering techniques. This work presents a hybrid spectral-
based ACO clustering algorithm inspired by the ACO Clustering (ACOC)
algorithm. The proposed approach combines ACOC with the spectral Lapla-
cian to generate a new search space for the algorithm in order to obtain more
promising solutions. The new algorithm, called SACOC, has been compared
against well-known algorithms (K-means and Spectral Clustering) and with
ACOC. The experiments measure the accuracy of the algorithm for both
synthetic datasets and real-world datasets extracted from the UCI Machine
Learning Repository.
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1 Introduction

Unsupervised data mining techniques compose a complex field, where sev-
eral different approaches have been tested in order to obtain similar or even
better results to supervised techniques. The main difference between these
two techniques is that supervised techniques have the label (target) informa-
tion, which is used during the model generation, providing a more accurate
model—the accuracy of the model is determined by comparing the predic-
tion with the label information. Unsupervised techniques, instead, are totally
blind in respect to the label information. An advantage of unsupervised tech-
niques is that they can deal with a huge quantity of (unlabeled) data without
a feedback of their performance.

Unsupervised techniques have been studied from different perspectives.
Over the last few years, bio-inspired techniques are the most representatives,
usually based on evolutionary algorithms or swarm intelligence that mimic a
natural behaviour—e.g., the evolutionary process in genetic algorithm, col-
lective behaviour in ant colony optimization. This work has been focused on
the latter, which is becoming a promising field for unsupervised techniques.
ACO algorithms are based on the foraging behaviour of ant colonies when
they try to find the optimal path between their nest and a food source. Based
on this idea, researchers have created several optimization algorithms in data
mining, which have been focused on the path optimization process followed
by the ants to create solutions for hard optimization problems [10, 14, 15].

The work presented in this paper is focused on the application of ACO
in the unsupervised learning task of clustering, where the goal is to group
(cluster) similar data points in the same group and, at the same time, max-
imise the difference between different clusters. It has been inspired by the
Spectral Clustering (SC) algorithm [12] and the ACO-based Clustering algo-
rithm (ACOC), proposed by Kao and Cheng [6]. ACOC is a centroid-based
clustering algorithm, which tries to optimize the centroid (central point) po-
sition of each cluster. Following this idea, we focused the proposed algorithm
on addressing a spectral-based approach. Inspired by other clustering algo-
rithms [11, 13], we reformulated the original ACOC algorithm to create a
spectral-based algorithm. Spectral-based clustering algorithms are usually
good to define continuity-based clusters. They usually work with similarity
graph amongst the data instances, which can be obtained as a Gram matrix
of a kernel or a distance measure, and they study the spectrum of the graph
in order to find the best cluster discrimination. In order to check the perfor-
mance of the proposed algorithm, we have compared it against well-known
clustering algorithms SC (Spectral Clustering) and [12] and K-means [9], as
well as the original ACOC algorithm, in synthetic and real-world datasets.

The rest of the paper is structured as follows: Section 2 introduces the
related work, Section 3 presents the new algorithm, Section 4 presents the
computational results on synthetic and real-world datasets, and, finally, the
last section discusses the conclusions and future work.
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2 Related Work

Ant Colony Optimization (ACO) has become a promising field for data min-
ing problems. In this context, ACO algorithms combine the ants foraging be-
haviour to generate patterns that describe the data according to a supervised
or unsupervised learning criteria—depending on the type of algorithm, classi-
fication or clustering, respectively. This paper focuses on clustering problems.

Clustering [7] is based on a blind search within the data. Clustering tech-
niques try to join similar data points into groups (clusters) according to a
cost or objective function, which is usually minimized or maximized, mak-
ing this clusters different from each other at the same time. There is a large
number of clustering approaches depending on the goal that the algorithm
should achieve. The most classical algorithms are K-means [9] and EM [3].
Both K-means and EM usually try to optimize estimator parameters to de-
fine clusters. Over the last decades, new non-parametrical algorithms such
as Spectral Clustering [8] are gaining prominence. These algorithms study
the graph spectrum generated by a similarity graph, usually extracted from
a Kernel function and the Gram matrix associated by the application of the
kernel to the data instances. The study of the spectrum maps the original
data points to a projective space, where a simple K-means can be applied to
group the data into clusters.

There are also bio-inspired algorithms that deal with the clustering prob-
lem, several of them focused on genetic algorithms. Hruschka et al. [4] presents
a survey of clustering algorithms from different genetic approaches. From
other bio-inspired perspectives, ACO algorithms have also produced promis-
ing results. Kao and Cheng [6] introduced a centroid-based ACO clustering
algorithm; and Ashok and Messinger focused their work on graph-based clus-
tering [1]; several other approaches are discussed in [5].

3 Spectral-based ACO Clustering Algorithm (SACOC)

This section presents the proposed Spectral-based ACO Clustering Algorithm
(SACOC). This algorithm is similar to Spectral Clustering. The goal of the
algorithm is to choose the data discrimination representing the information
as a similarity graph and cutting it in different clusters.

3.1 ACOC algorithm

The ACOC algorithm is the base of SACOC. It has a search space based
on instances and centroids, and can be defined as a graph whose associated
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matrix is a N×M matrix, where N is the number of instances and M is the
number of centroids (clusters).

The algorithm works with several ants looking for the best path in the
graph Each ant (k) has the following features: a list of visited objects (tbk),
a set of chosen centroids Ck and a Weighted matrix W k (related to the
assignation of objects to clusters).
An ant k has two possible strategies: exploration and exploitation. It choose
the strategy according to the following formula:

j =

{
argmaxu∈Ni

{[τ(i, u)][ηk(i, u)]β} , if q ≤ q0
S , otherwise

, (1)

where Ni is the set of nodes associated to object i, j is the chosen cluster,
τ(i, u) is the pheromone value between i and u, q0 is the exploitation proba-
bility, q is a random number for strategy selection,β is a parameter, ηk(i, u)
is the heuristic value between i and u for ant k defined by the formula:

ηk(i, u) = 1/d(xi, c
k
j ) = ||xi − ckj || , (2)

where xi is a data instance and ckj is a centroid from the ant centroid list.
and S is the exploration defined by:

S = P k(i, u) =
[τ(i, u)][ηk(i, u)]β∑m
j=1[τ(i, j)][ηk(i, j)]β

. (3)

The algorithm steps can be divided by:

1. Initialize pheromone matrix.
2. Initialize ants: (tbk, Ck, W k), for each ant k in the colony. Then, each ant

repeats until tbk is full:

a. Select (randomly) a data object i satisfying i /∈ tbk.
b. Select a cluster j: first the ant chooses a strategy; then, it calculates

the transition probability and, finally, it visits a node.
c. Update tbk, Ck and W k.

3. Choose the best solution. First, calculate the objective function for each
ant:

Jk =

n∑
i=1

m∑
j=1

wkijd(xi, c
k
j ) , (4)

where wkij is a weight value of the assignation matrix W k. Next, rank

ants solutions. Choose the iteration-best solution, apply local search2 to
improve the solution and, finally, compare it with the best-so-far solution
and update this value with the maximum between them.

2 For more details of local search see [16].
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4. Update pheromone trails (global updating rule). Only the best r ants
are able to add pheromones. Let ρ be the pheromone evaporation rate,
(0 < ρ < 1), t the iteration number, r is the number of elitism ants and
∆τhij = 1/Jh:

τij(t+ 1) = (1− ρ)τij(t) +

r∑
h=1

whij∆τ
h
ij . (5)

5. Check termination condition: if the number of iterations is greater than
the maximum limit, finish; otherwise, go to step 2.

3.2 The Spectral hybridisation

The original ACOC algorithm uses the euclidean space as a search space.
However, the algorithm can be modified to consider any kernel in a similar
way that K-means is modified to generate the Spectral Clustering algorithm.
Consider a graph G and its associated weighted matrix W , which is a pair-
wise similarity graph amongst the data. The similarity is calculated using a
similarity function defined by a kernel k(xi, xj). The Spectrum of the graph
is calculated in a similar fashion used by Ng et al. [12] to create the origi-
nal Spectral Clustering algorithm. First, we calculate the Laplacian matrix
defined by:

L = I −D−1/2WD−1/2 , (6)

where I is the identity matrix and D represents the diagonal matrix whose
(i, i)-element is the sum of the similarity matrix i-th row. After the creation of
the Laplacian matrix, we extract the v1, . . . , vz, which corresponds with the
z largest eigenvectors of L—chosen to be orthogonal to each other in the case
of repeated eigenvalues—and form the matrix V = [v1 v2 . . . vz] ∈ Rn×z by
stacking the eigenvectors in columns. Finally, we form the matrix Y from V by
renormalizing each row of V to have unit length (i.e., Yij = Vij/(

∑
j V

2
ij)

1/2).
Then, we can consider Y as a projection of the original space and apply
ACOC to the representation of each point.

4 Experiments

This section shows the experimental results. First, the synthetic and real-
world datasets are described. Then, the experimental setup is shown. Finally,
the computational results for both synthetic and real-world datasets are dis-
cussed.
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4.1 Datasets Description

For the synthetic experiments we have used the following datasets [11]:

• Aggregation: This dataset is composed by 7 clusters, some of them can be
separated by parametric clustering;

• Jain: This dataset is composed by two surfaces with different density and
a clear separation;

• Spiral : In this case, there are 3 spirals close to each other.

For the real-world experiments, we have chosen three datasets from UCI
Machine Learning Repository [2]:

• Iris: Contains 50 instances distributed over 3 classes, with 4 attributes
each;

• Haberman: Contains 306 instances distributed over 2 classes, with 3 at-
tributes each;

• Breast Tissue (Bre. Tis.): Contains 106 instances distributes over 6 classes,
with 10 attributes each.

4.2 Experimental Setup

We have chosen K-means [9], Spectral Clustering (SC) [12] and ACOC [6]
clustering algorithms to compare the results of SACOC.3 K-means is an it-
erative algorithm based on centroids. The goal of the algorithm is to find the
best centroids position. It involved two steps: it assigns the data to the closest
centroid (cluster) and then, it calculates the new position of the centroid as a
centroid of the data which has been assigned to it. SC generates a similarity
graph and extracts its spectrum as a projective space in order to applied a
simple clustering algorithm (in this case K-means) to the projective data.

The parameters of ACOC and SACOC are: the ants number is 10, the
elitism is 1, the exploitation probability is 0.0001, the initial pheromone values
have been set to 1/m—where m is the number of clusters, β = 2.0, ρ = 0.1,
the local search probability is 0.001 and the maximum number of iterations is
1000. These values have been chosen according to the original ACOC paper
[6].

All algorithms need the number of cluster as an initial parameter. The
experiments have been carried out 50 times using the Euclidean distance as
the metric, except for Spectral Clustering and SACOC which use the Radial
Basis Function. The evaluation of the experiments has been focused on two
different ideas: the synthetic datasets have been evaluated according to the
cluster discrimination and the performance of the algorithm in discriminating

3 We used the K-means and SC implementation available in R; the author’s implementation
of ACOC and SACOC is available upon request.
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Table 1 Minimum, Maximum, Median, Mean and Standard Deviation accuracy results of

the application of the algorithms to the synthetic datasets. The p-values for the Wilcoxon
test applied to SACOC and SC results are: Aggregation (p = 1.062× 10−8), Jain (p = 0)

and Spiral (p = 0.02225)—statistical significant improvements are indicated by a N symbol.

SACOC Min Max Median Mean SD

Aggregation 98.60% 99.62% 99.24% 99.28% N ± 0.0022

Jain 100.0% 100.0% 100.0% 100.0% ± 0.0000

Spirals 100.0% 100.0% 100.0% 100.0% N ± 0.0000

SC Min Max Median Mean SD

Aggregation 63.96% 99.37% 88.39% 90.30% ± 0.0716

Jain 100.0% 100.0% 100.0% 100.0% ± 0.0000
Spirals 35.26% 100.0% 100.0% 93.20% ± 0.1724

K-means Min Max Median Mean SD

Aggregation 66.88% 88.07% 78.55% 77.93% ± 0.0495

Jain 78.28% 78.28% 78.28% 78.28% ± 0.0000
Spirals 33.97% 34.94% 34.29% 34.41% ± 0.0020

ACOC Min Max Median Mean SD

Aggregation 62.18% 86.17% 77.73% 77.07% ± 0.0516
Jain 73.19% 76.68% 74.80% 74.97% ± 0.0067

Spirals 33.65% 36.54% 35.26% 35.14% ± 0.0063

the original clusters; the real-world datasets have been evaluated using the
accuracy rate, in order to check how close the algorithm is to real criteria.

4.3 Synthetic Experiments

Figure 1 presents the visual (best) results of the SC and SACOC algorithms
when applied to the synthetic datasets. Table 1 shows the accuracy results
on the same datasets.

Aggregation results show that SACOC achieved the best results and out-
performs all the other algorithms—SACOC results are statistically signifi-
cantly better than SC (p = 1.062× 10−8). K-means and ACOC usually have
the worse results in this dataset. These algorithms are not able to define
clusters on the left (see Fig. 1), where the cluster boundaries are not clear.

Jain results show that both SC and SACOC are able to discriminate the
clusters in all cases (see Table 1), both algorithms achieving the same results
without statistically significant differences between them. K-means achieves
stable results (the standard deviation is 0), while ACOC obtains the worst
results.

Spirals shows that both SC and SACOC are able to define the clusters
continuity—SACOC achieved the best and most stable results (0 standard
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Fig. 1 Graphical representation of the best results on the synthetic datasets.

deviation), which are statistically significantly better than SC (p = 0.02225).
K-means and ACOC are not able to define the continuity of the data due to
the use of the Euclidean space.

Overall, the results for the synthetic datasets show that SACOC achieved
best results, with statistically significant differences when compared to SC.
In the next section we will compare the algorithms in real-world datasets.

4.4 Real-world Experiments

Table 2 shows the results of the algorithms applied to real-world datasets
from UCI Machine Learning repository [2].

Breast Tissue dataset is more a spectral-like dataset. The data is contin-
uous and the clusters do not intersects in several parts. In this case, both
SACOC and SC achieved good results—SACOC results are statistically sig-
nificantly better than SC (p = 7.689 × 10−9). K-means and ACOC have
problems in discriminating the clusters information.

In Haberman case, SACOC achieved the best results, however, SC achieves
the highest maximum value. This datasets shows more stable results for
SACOC than SC (the standard deviation of SACOC is 0). There is also
a high statistical significance between them (p = 3.919 × 10−10). K-means
and ACOC achieved the worse results again in this case.

Iris dataset shows intersecting results. The best results are achieved by
ACOC and K-means, while SACOC and SC achieved the worse results. This
problem is likely due to the data projection, since it affects both SC and
SACOC. Usually, when there are places with cluster intersections, the data
projection is generally—it worse produces a big cluster and a cluster with a
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Table 2 Minimum, Maximum, Median, Mean and Standard Deviation accuracy results of

the application of the algorithms to the synthetic datasets. The p-values for the Wilcoxon
test applied to SACOC and SC results are: Breast Tissue (p = 7.689× 10−9), Haberman

(p = 3.919× 10−10) and Iris (p = 5.371× 10−8)—statistical significant improvements are

indicated by a N symbol.

SACOC Min Max Median Mean SD

Breast Tissue 39.62% 60.38% 48.11% 48.43% N ± 0.0432

Haberman 73.53% 73.53% 73.53% 73.53% N ± 0.0000
Iris 66.67% 68.67% 68.67% 68.53% N ± 0.0038

SC Min Max Median Mean SD

Breast Tissue 36.79% 48.11% 41.51% 41.30% ± 0.0321

Haberman 51.31% 75.82% 52.12% 52.37% ± 0.0341
Iris 68.00% 68.00% 68.00% 68.00% ± 0.0000

K-means Min Max Median Mean SD

Breast Tissue 33.02% 34.91% 33.02% 33.02% ± 0.0032

Haberman 50.00% 52.29% 51.96% 51.52% ± 0.0020
Iris 58.00% 89.33% 89.33% 84.95% ± 0.1098

ACOC Min Max Median Mean SD

Breast Tissue 30.19% 40.57% 33.02% 33.42% ± 0.0184
Haberman 50.65% 52.94% 51.96% 51.90% ± 0.0048

Iris 89.33% 92.67% 90.00% 90.23% ± 0.0079

couple of outliers. Even in this case, SACOC discriminates the clusters better
than SC with statistically significant differences (p = 5.371× 10−8).

These results show that SACOC achieved better and more stable results
than SC in the datasets where the cluster assignation has clear boundaries
and low cluster intersection. However, when there are intersection, it is harder
for the algorithm to discriminate the data—in the same way that it is harder
for SC.

5 Conclusions and Future Work

This paper presented a transformation of the ACOC algorithm into a Spectral
algorithm. The new algorithm, called SACOC, uses spectral transformations
of the original search space in order to apply the clustering in the projective
space. The transformation consists on converting the original data in a graph-
based representation (through a similarity graph) and calculate its Laplacian
matrix. Once the Laplacian has been obtained, the eigenvectors are extracted
and normalized to generate the projective space.

The proposed SACOC algorithm showed good results for synthetic datasets.
It is able to discriminate continuity-based clusters with more stable results,
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when compared to Spectral Clustering (SC). Also, the SACOC shows good
results for real datasets, except in those cases where there are cluster inter-
sections. In this situation, it has the same problems to discriminate the data
than SC.

The future work will be focused on some improvements of the algorithm,
such as, an initial centroid selection and to improve the spectral projections
of the algorithm, in order to avoid cluster intersection problems. Also we
will study a comparison on the algorithms performance, in order to improve
memory consumption and running time.
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