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Abstract

This paper describes a method for constructing a function with a discon-
tinuity in its first derivative from experimental data. The main idea is to
use F test to find the exact position of the change point.

Keywords: Change Point Detection, F' test, Regression Analysis, Least
Squares Approximation.

Introduction

The characteristics of many industrial objects are evaluated by a function with a

discontinuity in its first derivative. Such an example is shown in Figure 1. The

change point q subdivides the characteristics into two parts, each with a different

type of behaviour. Part 1 is a straight line and part 2 is an arbitrary function

(a polynomial of higher degree or a spline function}). The corner is of a great

importance for the tested object but unfortunately it cannot always be measured.

Practical examples for such characteristics are the diesel engine performance as a

function of the power, the hydro-mechanical gear performance. Similar cases are

described by Jain and Jain (1994), Smith and Scariano (1990) and Lombard et al.

(1990).
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Figure 1: A function with a discontinuity in the first derivative

The objective of this paper is to develop a general method for subdividing
the initial data set into two subsets, each one describing a different mathematical
function. Then a least squares fit can be applied to the data sets and the change

point ¢ can be found as an intersection of the two functions.

2 Modeling the function

Let D = {d; = {@,y:),¢ = 1,...,n} be a noisy set of measured data points
that describes an unknown function y = g{z). The function g{z) is continuous
but not differentiable at the point q (see Figure 1) and consists of two different
mathematical functions gi(z) and go(z}, where the type of g;(z) is known, e.g.
polynomial of degree one or two. We want to find a continuous function f{z) that
is the best approximation from a certain class of functions to g{z). The main
difficulty here is to divide the set D into two subsets Dy = {d;,i = 1,...,m}
and Dy = {d;,7 = m + 1,...,n}, which describe the functions g;(z) and gu(z)

respectively. We suggest the following algorithm:

1. Determine the type of the function g;{z). We recommend that it should be

a polynomial of degree one or two but other functions could also be used.



. Find a point dj, that is on go(z). In Figure 1 this is the point with the biggest

abscissa but the last point d, will also serve well.

. Approximate the set d;, 7 = 1,. .., k with a polynomial p;{x) of degree chosen

in step 1 using the least squares method, see Kennedy and Neville (1986).

. Compute the variance

k
Z pl .'13,, (1)

i=1
where [ is the number of the coefficients of pi(z) (I = 2 for a first degree

polynomial).

. Approximate the set d;, 2 = 1,...,k— 1 with a polynomial py(x) of the same

degree using the least squares method.

. Compute the variance

1 k-1
55 = P > (wi — pa(z:)). (2)
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. Compare the variances s? and s2 using the F' test.
1 2

(a) Compute the distribution F = s7/s3.

(b) Find the value F; = Fj_; ki1, from the Table A.14, see Kennedy and
Neville (1986). The level of significance o could be either of 0.05 or
0.01.

(¢) Compare F and Fy. If F' < F; the null hypothesis Hp : 7 = s3 cannot
be rejected. This means that the two variances are statistically equal
and the sets dy,...,dg and dy, ..., dx_; are described equally badly by
a polynomial chosen in step 1. Hence the point di_; lies also on the
curve gy(z). Go to step 5 with k:=k — 1 and s} := s3.

(d) If F > F; the null hypothesis Hy : s7 = 53 is rejected and the alternative

hypothesis H, : 82 > s2 is accepted. This means that a polynomial
1 2



describes much better the data set dy, ..., dg_; than the set dy,...,dy.
Hence the point dg.; coincides with d,,, and we have just performed an

approximation to the function g;(x). Go to step 8 with m =k — 1.

Note: One cannot be sure that s?/s2 is really F distribution because
the data sets are dependent. We use the F' distribution only as an
approximation to the real one, therefore it is a good idea to check that

F/F, > 3.

8. Find an approximation to g»(z) using the data set Dy and the least squares
method. If the type of the function is not known then perform a B-spline
least squares curve approximation described by de Boor (1978). In many
practical cases the measurement of points in all intervals is not possible for
physical reasons, e.g. unstable work of the tested object. This lack of data
results in an approximating curve with unwanted undulations. In order to
obtain a fair curve the approach of Vassilev (1995) can be applied. Its main
idea is to insert additional data points that minimize the following integral

E= f T (2) + B (u)] du, - (3)

curve

where w(u) is the parametric representation of the curve and W(u) and W(u)

are its first and second parametric derivatives.

9. Find the corner g using some of the numerical methods, described by Press
et al. (1989), for solving algebraic equations. If gi(x) is a straight line one
can apply the approach of Farin {1993) for computing the intersection of a
Bezier curve with a line. It can be adapted easily because a B-spline curve

is actually a set of Bezier curves.



3 Error estimation

Since the corner q is very important for the quality of the tested object it is worth

giving an estimation of the error in its prediction. It can be computed from
£ = Em + Eq, (4)

where ,, is the error due to the measurement of the data points D and g, is
the error due to the least squares approximation. The error due to the numerical
solution of the algebraic equation is much smaller than the above two and it is
neglected. Applying confidence interval estimation and regression analysis, see

Kennedy and Neville (1986), one can write
Em = tN aSmaes (5)

where 8,4, i the maximal standard deviation of the data in D and NV is the number

of measurements for each point;

S(w —7)%

where (Z,7) is the centroid point of the regression line (see Figure 1), When

1 _ 72
Eg == tm,asy»J 1+ ™ + M (6)

evaluating the overall error we considered that the error of the line approximation

is much bigger than that of the B-spline approximation.

4 Results

The method was applied to a real data set acquired using the microcomputer
system of Vassilev et al. (1990). The result is shown in Figure 2. This is a
diesel engine performance visualizing the relation: speed (n), torque (M), fuel
consumption (B) and specific fuel consumption {b,) versus power (P). The change
point here is the point where the speed controller turns on. Since it is well known
that part 1 of the function n = g(P) is a straight line, we can apply the above

described method. The results are as follows:
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Figure 2: Diesel engine performance

1. A line describes best the first m = 6 points. The ratio F/F, at level of
significance « = 0.05 is 21.3 which is much bigger than 3. The line equation

is n = 2349.6 — 1.3045F.

2. The fair B-spline approximation of Vassilev (1995) is applied for part 2 of

the performance.

3. The coordinates of the point q are (74.5,2232), which (with probability 0.95)

are with a relative error less than 1.5%.

5 Discussion

A statistical method for reconstructing a function with a discontinuity in the first
derivative from noisy data was described. Although the technique was presented
only for one change point it can be applied without any limitations to functions

with n change points in case we know the type of the relation in the first n intervals.
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