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Abstract

This paper formally defines the class of all
problems of reasoning about actions and
change where accurate and complete informa-
tion about actions, together with strict inertia
in continuous time, continuous change and al-
ternative results of possibly concurrent and in-
dependent actions are the assumed properties.
The inténded model set for each member in the
class is defined in terms of a model-theoretic
trajectory semantics. The case is designated,
in the Features end Fluenis framework, with
the K-RACI family of reasoning problems.

1 Introduction

The analysis of the reality using models, even intended
ones, admits & gap among the reality and models: the
solution of a problem always is, as a matter of fact,
the solution of the representation we built of the real
problem. The model will always be a very limited
description of the reality, however it must represent
with reasonable accuracy those aspects of interest for
the solution of the decisional problem with which we
are dealing. Such analysis is then affected by one in-
trinsic methodological difficulty, namely the provabil-
ity of the soundness and completeness relations for a
given representation. The soundness refers to the ac-
curacy of the representation, namely whether the real
problem has been successfully represented within the
chosen formal language. The completeness refers in-
stead 1o the reproducibility of the real problem from the
given formal problem, as well as to the recognizability
whether the given formal problem is a real problem at all.
The search for non-monotonic temporal logics, within
Cognitive Robotics, has been affected by such difficulty
from its very first result, which appeared in [Sande-
wall, 1972], up to the present day developments. An
additional difficulty consisted in admitting several for-
mal languages when dealing with problems that are not
necessarily language-independent. The attempt to ex-
tend the language expressiveness of those logics, so to
accurately represent the knowledge that is involved in
Cognitive Robotics, was first made by Sandewall [1989a;

1989b), who proposed to combine non-monotonic tem-
poral logic with differential equations and triggered the
grand goal of developing a coherent theory for tempo-
ral reasoning, knowledge based planning and qualitative
reasoning. Nowadays, as the result of such investiga-
tion, the Fealtures and Fluents meta-theory of actions
and change [Sandewall, 1994] poses itself between the
reality and the models, by providing an explicit and for-
mal account of (1) what are the epistemological and on-
tological assumptions we implicitly involved when repre-
senting problems, and (2) what is the relation between
the semantics of each logic and the underlying semantics
that formally defines the chosen assumptions. The un-
derlying semantics consists of an ego~world game seman-
tics that captures our intuitions or simplifying assump-
tions. The meta-theory provides a taxonomy of those
assumptions, and logics for reasoning about actions and
change can be gathered in congruence classes modulus
the particular assumptions they satisfy, in determining
their range of applicability. Of course it is not possible to
prove that the underlying semantics captures our intu-
itions correctly, or that the simplifying assumptions are
appropriate, however the difficulty of proving the main
soundness and completeness relations for a given repre-
sentation is delayed by one non trivial step, where the ad-
ditional difficulty of admitting several formal languages
finds an adequate and elegant solution. The underlying
semantics is worthwhile iff it is considerably more trans-
parent and intuitive than the logics themselves and if it
can be related in a mathematically precise way to both
the physical description of the world in which the robot is
operating and to the physical characteristics of the robot
itself, including its sensory and actuatory systems.

The underlying semantics that formally defines the
broadest class in the Features and Fluents taxonomy,
defines the knowledge representation method and the
intended model set for each reasoning problem where
accurate and complete information about actions (K),
together with strict inertia in integer time and alterna-
tive results of actions (IA) are the assumed simplifying
assumptions. In order to make an explicit distinction
between the reality and the models, two levels of de-
scription for the world were assumed: the material level
and the image level The material-level consisis in the



description of the physical system, or can be even iden-
tified with it, and uses continuous time and continuous-
valued state variables that change according to the laws
of physics. The image-level consists in the abstract rep-
resentation of the material-level and models the way the
world is perceived by the agent; it is obtained from the
material-level by means of a perception (abstraction)
function, and uses discrete-valued state variables.

In this paper we extended the image-level to the case
of continuous-valued state variables. The assumed sim-
plifying assumptions are: accurate and complete infor-
mation about actions {K), strict inertia in continuous
time, confinuous change and alternative results of pos-
sibly concurrent and independent actions (RACi). In
the genuine style of the underlying semantics for K-IA,
the set of all the intended answers for each reasoning
problem in KX-RACI is built simulating infinite game de-
velopments between a trajectory-semantics ego and the
trajectory-semantics world. The new underlying seman-
tics subsumes the underlying semantics for K-IA and
admits a trajectory-semantics world with explicit con-

tinuous time and a combination of encapsulated and/or

non-encapsulated actions with discrete and/or continu-
ous change, depending on the need.

2 Common-sense Reasoning

Common-sense reasoning is understood as a board game
between an ego and the image-level world.

The board consists of the five-tuple (B, M, H, 4,0),
named finite development. The component B is a subset
of the temporal domain 7, which in turn is the set of all
natural numbers; the smallest and the largest elements
in B are respectively 0 {also “origo”) and ng (the point
in time expressing the current “now”). M is a mapping
which assigns values to temporal and object constants.
H is the most imporiant element of the board; it is a
history of the image-level world from the origo of time-
points up to ng, defined as the mapping from B to a set of
states. A state is a function that, given a point in time,
maps features to corresponding values. A4 is the past-
action set, a set of tuples {s,t, E), s,t € B, s < t < ng,
where s and ¢ represent respectively the start time and
the end time of the action E. Finally, C is the current-
action set, a set of tuples (3, E) where s < ng is the start
time of the action E; C is the set of those actions which
have been started but not yet terminated at time ng.

If J and J’ are two finite developments, J” is said to be
a correct revision of J iff the following conditions hold.
BCB andifbe B —~Bthenbd >ng. M C M.
The restriction of H' to [0,ng] is equal to H. A C A’
and if {s,{, By € A" — A then ¢t = ng and (5,E) €
C — C'. Finally, if {s, E) € C — C' then either s = ng or
{s,ng,E) e A, and if {5, E) € ' - C then is s = ng.

Bach correct revision reports an update of the history,
and the above condition on H represents the solution to
the frame problem. The history is updated as follows.
If H is an history over B = [0,¢] and b = {0}, 0%,...,0}%)
is a trajectory of E, then H 1> h = H' is the updated

(extended) history over B' = [0,¢ -+ k} such that:

ey JHE) Bol s=t4i>t
H(S)“{H(s) Y ifs<t

The operator &:S x & -+ & is such that o @ o' is the
state o* where o*{f) = o'(f) when o'(f) is defined, and
o*(f} = o(f) otherwise. In particular H > (@), where
(@) is the null trajectory, extends H from t to t+ 1 such
that H(t+ 1) = H(¢).

The game starts at time 0 with the board in an ini-
tial configuration. H(0) is the initial state of the world.
Then the players take turns, correctly revising the board.
During the game, the ego can do the following on its
taurn: (1) start an activity by adding a tuple {5, E) to C,
where ¢ = ng; {2) end an activity by removing (s, E)
from € and adding {s,¢ E) to A, where ¢ = ng. The
world can do the following on its turn: (1) add one mem-
ber n' to B, where n' > maz{n : n € B}, and construct a
new finite development as a correct revision up to n'; (2)
leave B unchanged !, and extend the history up to ng.

The precise account on world moves is given by the
definition of trajectory-semantics world, where: (1) if
(ng, E) € C, then B' = BU{ng+ k}, H = Hh,
where h = (0,03,...,0%), h € Trajs(E, H(ng)), and
A = AU {{ng,ng + k,E)}; (2) if ( = &, then B' =
Bu{ng+1}, H =Hrp (@), and 4 = A

3 The Synchronous Game

The western philosophy dates back to Aristotle the no-
tion of time as measurable order of the movement. Ac-
cording to Aristotle (Physics, IV, 11, 219 b 1), time is
not change in itself, but the measure of change according
to a before and an after. Since time evolves because of
change, the absence of change determines the end of the
world. Aristotle assumed the world eternal. The em-
phasis on the irreversibility of change, due to the second
principle of thermodynamics was later made by Reichen-
bach (The Direction of Time, 1956) for which time has
a growth direction. o

The notion of time for the K-IA world fully respects
both the above requirements, in fact: (1) when an action
is initiated by the ego, that is the current action set
is not empty, then the world increases the current now
by k time-points, where k is the length of the involked
action; (2) when no action is initiated by the ego, that is
the current-action set is empty, then the world initiates,
executes and terminates a null action which trajectory
is the null trajectory (@) of length 1, so that the current
now is increased by one time-point. Therefore, executed
actions are the image-level justification of flowing time,
and determine, de facto, the way the image-level world
beats time. Concerning the direction of time, actions
may also have reversible effects on feature values, in fact,
due to the correct revision, if b € B’ — B then is b > ng.

In pursuing the aim of extending the given notion of
time to the continuum case, we meet two problems.

'Sandewall ruled this out in the definition of trajectory-
semantics world, by imposing n' = ng + 1.



The first problem is that no action can be physically
initiated and terminated such that its duration is in-
finitesimal and its repeated execution is the image-level
justification to continuous time. The world humans per-
ceive is, in fact, fully discrete, and time and continuity
are abstractions of the human mind. At the image-level,
‘the problem with beating the continuous time formally
consists in the well known non-existence of the successor
function for real numbers, in fact the image-level world
could just advance time by increasing the current now
by an infinitesimal quantity £, and lose a continuum of
time-points between the now ng and n' = ng +¢.

The second problem is tightly connected with the ab-
sence of a successor function for real numbers, and oc-
curs as follows, with some preliminaries. The image-level
world has a set-theoretic description (Infl, T'rajs} given
in terms of influenced features and corresponding trajec-
tories. . If F is an.action and o, is a state, Infl(FE,o,)
represents the set;of those features which may be af-
fected if the action F is initiated in the state ¢;, while
Trajs(E, c,) represents the set of possible trajectories of
the action F if the action F is initiated in o,, and con-
sists of a set of finite nonempty sequences of partial states
each of which assigns values to those features appearing
in Infl{E o5} but not to other features. Each single tra-
jectory defines an action alternative. The set-theoretic
‘description then consists of a propositional table where
the description of each trajectory is given in a detailed
case by case: if o, is the state of the world at time g, a
frajectory in Trajs(E, os) is & finite nonempty sequence
{0si1,.-.,0:) of tuplesin F x V (states), from s + 1 up
10 a certain time-point £, ¢ # s -+ 1, where the trajectory
ends. Now, if the value domain for features is a continu-
ous domain, we obtain a continuum of possible starting
states, together with a tuple {Infi(E,o)},Trajs(E, o))
for each specific starting state ¢ and action E, and a
continuum of ordered partial states for each trajectory in
Trajs(E, o). Such set-theoretic description could never
fit the above mentioned propositional table.

- The given ontology falls beyond K-IA.

3.1 Continuous Time

From the standpoint of a human being, since humans
may generally perceive the world in different manners,
the time itself is susceptible of different understandings.
The time in fact flows in a notural fashion according to
our peculiar common sense, and logical approaches to
temporal reasoning are plenty of (at all natural) time
structures. Let then assume the existence of a certain
machinery capable to describe the flux of time, let say a
“master clock”, and get rid of that by giving freedom for
its definition. We simply assume per default a strictly
increasing evolution of the now, and rely to the master
clock the task to beat time. At the image-level, the mas-
ter clock is a strictly monotonic rising function, and its
function symbol elock is either associated to an “inter-
nal” or an “external” function. An internal function is,
per definition, a computable function; in being internal,
the agent is rationally aware of the flux of time, so to

know exactly how the time is beaten. An external func-
tion, instead, has no internal formal definition, it may
also be a non computable function, it is simply invoked
and its actual value is obtained for magic. The agent is
still aware of the flux of time, but has no given under-
standing of how the time is beaten. An example of inter-
nal clock may be the successor function of Peano’s arith-
metic, recursively defined as clock = 0, cloek = clock-1,
where 0 is the origo of time-points and 1 is the length of
the null trajectory. An external clock funciion may be
the function which reads the signal of an atomic clock;
in that case the resulting underlying semantics is hybrid,
since at least this extra logical component is involved.
The function beating the continuous time is clearly not
computable, and therefore external. :

We now fix an order relation and operations on mem-
bers of the time-point domain. The basic time structure
is (T {+2, clock®}, {=2%, C?}), defined with the obvious
first order language Ly for time-points, built on top of
the signature ¥ = {{+%, clock®},{=%,C?}}. Depend-
ing on the need, additional axioms will characterize the
temporal structure we like to deal with.

‘o Axioms for the sum function. For all pair of time-
points s and ¢ in 7 is defined a third time-point
in T, written s -+ ¢, such that:

SteVrsteT . (r+s)+t=7+(5+1t)
S2:Ve,teT . s+tmt+s
S3:¥teT.3toeT :itip=t

S1 is the usual axiom for the associativity, S2 for
the commutativity and S3 for the neuter element.

» Axiom for the clock function. For all pairs of sub-
sequent calls of clock, v and v/ in T,
Cr: v

o The equality is a'symmetric relation, that is
El:VsteT (s=t) - {t=2¢)

o For all pair of time-points s and ¢, it is possible to
establish whether s precedes ¢ (s C 1) or t precedes
s (t'C s) according to the following axioms for the
order predicate:
O1:VteT.tCt
O2:9t€T .t Ct
03:¥s,teT . sLthtla=>s=1
Of:VrsiteT . rCsAsCi=rCt
O5:Vs,teT . sCtViELCs
O06:Vrs,teT . .rCs—r+tLs+t
07 : Let A and B be non empty subsets of 7 such

thata Cbioralla € A and b € B, Then exists

£cTosuchthataCEC bforallae A and
be B.

01 is the usnal axiom for the reflexivity, 0F for
the anti-symmetry, 04 for the transitivity, 05 (op-
tiontal) for the totality and O7 {optional} is the ax-
iom of completeness.



The neuter element fy is the origo of time-points. The
relation s T ¢ is an abbreviation for s £t A 5 #t. The
relation s £t (s T ) is equivalent to ¢t 21 s {¢ 3 s).

If clock is the successor function of Peano's arithmetic,
we re-obtain the time structure for K-IA. In the sequel
we assume O7 and 05, that is T continuzous and linearly
ordered. The resulting time structure is the classical
structure R for the positive real numbers augmented
with the axiom (1 for the master clock function.

3.2 Continuous C hange

The following assumptions are made. Each action must
influence a finite number of features. For all f; and f; in
Infl(E,o) is f; # f;. Bach action has a finite number
of alternatives and a finite number of starting states o
such that Infl(E, o) # @.

From the apriorism, a finite number of ordered par-
tial states defines a discrete trajectory, that can be also
explicitly written, when reasonably small. Clearly a
continuum of ordered partial states cannot be explic-
itly written, unless with a characteristic property that
implicitly defines them by selection over a common do-
main. Because of the nonexistence of a “next partial
state”, the order relation between partial states must
necessarily be the order relation between time-points,
where each partial state consists of a set of tuples (¢, f,v)
in TxF xV. Let H be the set of all tuples (named obser-
vations) {t, f,v}, varying tin 7, f in F and v in V. The
order relation [ applies as follows on members of H:
(tr, fryv1) B (to, fo,v2) if and only if ¢; T iy, for all
{t1, f1,v1) and (f3, fo,vs) in H. Since we assumed O3,
the set {H:C) is a totally ordered set.

How do we describe trajectories?

Definition 3.1 A partial fluent is a function p: 7% — ¥V
which definitional domain is Dom(yp) = {{z,y,z) € T° :
z &y © z}. We define length of pfs,7,£), where
wls, 7, 1) is the invocation of a partial fluent, that unigue
member I of T such that s +1=1.

Partial fluents are single-feature trajectory descriptors.
Partial fluents may be internal and static, internal and
dynamic, or ezternal of two different species.

An internal static partial fluent is a computable func-
tion which definition is known and does not change pass-
ing time. For example, an internal static partial fluent
could be a mathematical function ¢ : R%* = R, or a
function ¢ : N* — {true, false}. For a given feature f;
such that several actions are concurrently running and
influencing f;, instead of separately consider all involved
partial fluents we can just consider their combined func-
tion ¢;, like in Newtonian mechanics. An internal static
partial fluent allows also to simulate lack of knowledge
when complete knowledge about the change is not re-
quired, or the change is not exactly known; its definition
may be as follows:

W ifr=s
wi(s,7t) = { unknown if 1 € (s,1)
Vv fr=1¢t

where w is the expected value of a precondition involv-
ing the feature f;, unknown represents »f; (read “oc-
cluded f;”)}, and v is the terminal value of the postcon-
dition. Clearly the tuple {¢, f, unknown) is an abbrevi-
ation for V/ (¢, f,v:), varying ¢ over all possible tuples
{t, f,v;) in H (assuming a continuous value domain for
features, i is necessarily a continuous index), and express
the don’t know non-determinism.

An internal dynamic pertiol fluent is o computable
function which definition is known and is allowed to
change, passing time, according to internal criteria. Its
definition may be updated, for instance, during a learn-
ing process. '

An  external partiel fluent of first specie is a com-
putable function which definition s known and s allowed
to change passing time according to external criteria. An
example of external partial fluent of first specie is the fol-
lowing. Suppose the function ; : B — R?® represents
the i-th airway within a certain airspace. The invocation
wi(s, 7,1}, varying 7 in [s, t}, represents the trajectory of
an airplane, and is generated by an air-traffic scheduler,
which is supposed to be “external” to the airplane co-
pilot system, so that for all v in [s,¢] no other airplane
is using the i-th airway. The co-pilot systern “knows” ¢,
at time 7, and may drive the airplane accordingly.

An external particl fluent of second specie is o partial
function which definition is not necessarily known, and
may also be a non computable function. A simple ex-
ample of external partial fuent of second specie is the
non-predictable trajectory {position in space) of another
agent inhabiting the same dynamical system.

Under the K epistemological assumption, external par-
tial fluents of the second specie are not allowed, in fact
their definition is not known and the information they
provide can not be predicted. Prediction problems.could
not be solved, unless by means of statistical reasoning.

Definition 3.2 Let F be an action and o o state of the
world at time s such that Infl(E,o) # @. Let n be the
number of alternatives of the action E initiated in o and
let wij, ..., Pijy. .. 905 be the partial fluents that are as-
sociated to each feature f; tn Infl(E,o). Furthermore,
for all i, and @y, associated to fo and fi in Infl(E, o},
where i = 1,...,n, 15 s ¢ Dom(wm), s € Dom(ps) and
length(ps) = length(pw). The i-th trajectory of E
inftiated in o is then defined as the totally ordered set
(Ti(E, o) &), where Ty(E, o) is as follows: '

THE, o) = {{1, fj, pii (5,7, t}) € H :
T € Dom{pi;) and f; € Infl(E, o)}

Given a trajectory T;(E, o}, the set
hr) = {{t, f,v) € TW(E,0} : t =7}

represents the partial state of the world ot time 7 accord-
ing to Ti(E, o). If s = Min{r : {r, f,v) € T;{(E,c)} and
t = Maz{7: (r, f,v) € Ty(E,0)}, the length of the tra-
jectory T:(E, o) is defined as the unique member | of T
such thet s+ =1¢. Let E be an action and ¢ o start-
g state. The set Trajs(E,c) is the set of all possible
trajectories of B initiated in o.




Let H be a finite history over [tg, t], let F be an action,
o a state of the world at time ¢, and let T3(E,0) be a
trajectory such that { = length(T3(E, o)) s 0. Then
HpTy(E, o) is the finite history H' over [to, t+1] defined
as follows:
s THBSRsE) HtosDt+!
H(S)‘{H(s) 50t

where h{s) is the partial state of the world at time s,
according to Ty(FE, o).

Definition 3.3 A trajectory-semantics world és an
image-level world which corresponds fo some set-
theoretic world description. A world W is the cor-
responding world of a set-theoretic world description
(Infl,Trajs) if and only if it satisfies the following con-
ditions. If J = (P, M,H, A,C}, v is the largest member
of P and H is defined over {to,v], then W{J,J') if and
only if J' = (P U (v, clock], M, H', A', @), and either of
© the followings hold:’

o there exists an unique E € £ such that C = {(v, E}},
H' = HoT{E, o) with T;(E,a) € Trajs(E, H(v)),
and A’ becomes AU {{v, 1, E}} as soon as clock is
equal to ji, where p = v + length(Ti(E, 0));

e (=0, H =Hpo, and A' = A

The definition 3.3 is equivalent to the definition of

trajectory-semantics world for K-IA if we assume 7 = N
and the master clock is defined as follows: clock is
-initially zero, then is clock = cock + 1 H C = @
and clock = clock + length(T) if C = {(v,E)} and
T € Trajs(E, H(v)), where C is the current-action set
at v = clock.

3.3 The Game

The ego-world game involving continuous time and con-
tinuous change is as follows:

e At time v the ego communicates its decision to ini-
tiate a certain action or activity F, by adding the
tuple {v, E} to C {we assume synchronous commu-
nication between the ego and the world). Then the
move of the world consists in modifying the finite
development as follows:

1. At time », the world non-deterministically se-
lects a trajectory T; from the trajectory set
Trajs(E, H{v)).

2. From v to v' = v +1, | = length(T;(E, H(v))),
the world’s state changes according to the cho-
sen T, that is H(p, f;) = wi;{v, p,1) for all pin
Dom(piz{v, p,1)).

3. At time v’ the world adds the tuple (v, ¢/, E)
to A and resets C to the empty set (this com-
municates a “terminated” message to the ego).

The ego can also terminate E earlier than v/, let say
at the present time v” = clock, by removing (v, E)
from C and adding (v, v", E} to A. In that case the
world persists in its values at +' and at subsequent
time-points until another initialization message is
received from the ego.

» The ego has not decided to initiate an action at time
v, 80 that the current-action set C is empty. In this
case the world’s state simply persists in its values
at v and at subsequent new time-points until an
initialization message is received from the ego.

o No other rules apply.

3.4 The Scenario Description

A scenario for a world W is a set of games where W was
the world player. A scenario description consists in the
description of the world itself and of how its state has
changed over time,

Definition 3.4 A scenario description in K-RA is de-
fined as a flve-tuple (K,0,(RA,LAW},SCD,0BS)
where K 15 the assumed epistemology, O is a finite set of
objects, SCD 15 a set of action occurrences, and OBS is
a set of observation stotements. The tuple (RA, LAWY,
where RA is the assumed ontology ond LAW s a set
of action laws in Full Trajectory Normal Form with in-
ternal static partial fluents, is the corresponding logical
description of the set theoretic description (Infl, Trajs)
of the world, for some K-RA world. O

From the set-theoretic description of a world as a pair
{Infl,Trajs) we shall now construct a corresponding
logical formula, called the Full Trajectory Normal Form
{F'I'NF) for the action laws.

Definition 3.5 A trajectory formula for a given feo-
ture f; in F is the first-order formula V1 € [s,8] C
T . [r]f; = w;(r) where the descriptor @; is o partial flu-
ent defined over D C [s,8] C T, and s #t.

Definition 3.6 Let M be o wmapping and & =
{s/M(s),t/M(t)} e veluation. The meaning of a tra-
jectory formula ¥V 7 € [3,8]) C T . [7]f; &= w;(s, 7,1} ds the
lattice (S;(8); C), where the domain S;(0) is defined as
follows:

8;(8) = {(7, fj, (56, 7,18)) € H : 7 € Dom(p;)}

In the sequel, S will represent a trajectory formula and
S(8), for a given valuation 8, will represent its meaning.
Definition 3.7 (FTNF) An action low in Full Trajec-
tory Normal Form with no alternatives is a mapping of
an action statement to a conjunction of frojectory for-
mulas and is written in the form

m
[s,1]4A = /\ 8;
Fe=l
where 4 € &, the confunction /\;Z;J, 8; represents a tra-
jectory set, and each S; is the corresponding trajectory
formule for the feature f;. The Full Trajectory Normal
Form for actions with alternative results is the mapping

[s,614 = /(A S4)
i=1 j=1

where the action occurrence [s,t]A is expanded info a
formula in Full Disjunctive Normal Form, that is into



a disjunction of conjunctions of trajectory formulas Sy,
each of which corresponds to the feature f; in the olter-
native 1. O

The following conventions are imposed. Within the
same action definition, alternatives involve the same set
of features and partial fluents have the same length,
which defines the length of the action itself. Each ac-
tion type has influence over those features occurring in
the action definition, while all other feature values re-
main unchanged, and there is no change during those
periods when there is no action.

We now show the above FTNF is an equivalent and
compact version of the FTNF for the discrete case.

Let Pre be a conjunction of statements like [s]f, =
VUn, and let Post be a conjunction of statements like
[5,t] frm := vy the former represents the initial expected
values for those features involved in a precondition, while
the latter describes the trajectory for those features in-
volved in a postcondition.

1o s tlA S [stf =
2. it} A ® [s,tlf =0 V {88 f =
3. s, t}A = Pre = Post
4. s, tiA=2 (Prey V...V Prek) => Post
5. is,tjA > Pre= (Post; V...V Posty)
6. i5,tIADCLV.. .V

The basic case (1) is trivial. The generic alternative
(6) is a disjunction of C; statements, each of which is like
the body Pre = Post of a simple conditional (3), where
Pre may also be empty, while an empty set of postcondi-
tions is not allowed. For each Pre; in O and Pre; in ),
although with possibly different values, they involve the
same set of features. The random effect (2) is that partic-
ular instance of the generic alternative for which two or
more distinct values are non-deterministically assigned
to the same feature. In order to not compromise scenario
description’s consistency, the disjunction is intended to
be exclusive. The conditional with disjunctive precon-
ditions (4) is an alternative writing for a generic alter-
native where each C; has the same postcondition Post.
The conditional with disjunctive postconditions {5) is an
alternative writing for a generic alternative where each
C; has the same precondition Pre. The simple condi-
tional, by exploiting partial fluents expressiveness, may
be rewritten as follows: (1) write a partial fluent ¢, for
each element [s]f, = v, in Pre; (2) write a partial flu-
ent 9, for each element [s,t]fm := v in Post; (3) for
each partial fluent 4., such that there exists a ¢, for
the same feature, complete 1, with the definition of ¢,
and eliminate @,; (4) make a conjunction of all obtained
partial fluents. For example, the famous action law
[s,t]Fire = [s|l = ([s,t}l := false A [s,t]a:= false) is
rewritten as [s, t)|Fire = V71 € [s,¢].Irla=to.die(s, T, 1) A
[T}l = to_fire(s, T,t) where the partial fluents to_die and
to_fire are defined as follows:

. nknown if T € (5,1
to-die(s,,t) = {?;alse if : mg :
true fr=s
to_fire(s,7,t) = { unknown if7T € (s,1)
false Hret

The case of alternative results of actions, which as-
sumption is represented with the A ontological assump-
tion, covers the following cases: random effect, simple
conditional (that corresponds to the Ad ontological as-
sumption), conditional with disjunctive postconditions,
and the generic alternative. Then A covers everything
of the above list, except the case of disjunctive precon-
ditions, in fact it does not allow alternative results of
actions according to the chosen direction of time.

3.5 Intended models

The definitions of complete development set, intended
model set and classical model set for a scenario descrip-
tion in -RA are subs’eantially identical to the original
ones for I-IA.

Definition 3.8 Let T be a scenario description
in K-RA., The set of complete developments of a
game is obtained as follows: [1} construct the unique
trajectory-semantics world W that is precisely specified
by (RA,LAW), then select an arbitrary trajectory-
semantics ego and an arbitrary initial state; (2) generate
all possible developments which can be obtained in games
between them; {3) add an erbitrary M component to
each development; (4) restrict the set of developments
to those where all formulas in SCDVUORBS are satisfied,
and where there is a one-to-one correspondence between
actions in the development and action statements
in SCD. This subset 1s Mod(T).

Definition 3.9 The intended model set for a scenarw‘_
description T in C-RA is defined as follows:

E]C RA (TY = {(M Hy | (P, MHAC)EMOCE(T)}

Definition 3.10 The classical model set for a scenario
description T in K-R.A is defined as follows:

[Y] = [LAW[SCD] U 0BS]

where LAWI[SCD] is the expansion of ell formulae in
SCD using their corresponding definitions in LAW .,

The following proposition holds as an immediate gen-
eralization of the analogous result for X-TA:
Proposition 3.1 Yg 14 (T} C g (T) CIT]

Proor. The model set Ty g A (T) equals T ya (1)
in case of discrete worlds, while Xy 14 (1) is empty in
case of continuous or almost-continuous worlds, so that

A (1) € Zpa (1)

The set [Y] allows models which do not satisfy inertia
and models where there are additional actions besides
those specified in SCD, so that B ga (T) C[Y]. O



The case of “concurrency of actions” is designated, in
the Features and Fluents framework, with the C onto-
logical assumption. The simpler case of “concurrency of
independent actions” is obtained by specializing C with
the i ontological sub-characteristics.

e Two or more actions are said to be concurrent iff
time intervals in which they are respectively per-
formed they overlap in at least one time point.

¢ 'T'wo or more actions are said to influence each other
iff they share at least one feature, otherwise they are
said to be independent.

o A feature is shared among a group of actions over a
certain time interval iff the involved actions depends
on the feature value during the given time interval.

No structural extensions are reguired for the unde:x-
lying semantics of:a world with concurrent independent
actions. When playing the game, if the ego initiates
several independent actions at the same time 7, then
the world simply chooses one trajectory function non-
deterministically. If cp}, ..., partial fluents influence
the same feature f; during [, ¢4, each one independently
on the other, then only one partial fluent will be con-
sidered for that feature as the composed partial fluent
@wio...0 w7 of the given partial fluents, and its defini-
tiontal domain will be the closed and limited interval in
time |7, 2]. The symbol “o” represents the composition
operator. When such composed function is a constant
function ¢, then persistence arise for the influenced fea-
ture if and only if exists a small positive £ € T such that
H(r — ¢} = c(£), for all £ in [r, y).

Scenario descriptions in K-RACI are substantially
identical to scenaric descriptions in X-RA, except for
action occurrences which are now allowed to overlap in at
least one time-point. The intended and classical model
set are defined in the usnal fashion, and the relation be-
tween K-RACI models and K-RA models is described
by the following theorem:

Theorem 3.1 Given are Yy,...,T, scenario de-
scriptions, each of which is of the form T; =
(K,0,(RA,LAW,;),SCD;,0BS). Assume also that
UL SCD; is o schedule appropriate for the RACI on-
tological family. The following relation holds:

XK-RACH (U Té) =|JZ.Rra (T3

izl i=1

Proor. Independent concurrent actions are composi-
tional, in fact their joint effect is the sum of their indi-
vidual effects. O

The proposition 3.1 holds for K-RACi too.

The following is an example of reasoning problem in
this class.

Scenario 3.1 (Galileo’s inclined plane) Given is
an inclined plane with no friction, and let o be the angle
it makes with respect to the horizontal plane. We place

an object of mass m on the inclined plane, then we
release the object.

Will the object move along the inclined plane? What
are the involved actions at a given point in time 7 and
what are their results?

mg cos{)

According to the given description, the mass of the
object is m and the angle is o, then [0jmass = m and
[Olangle = o are in the OBS part of the scenario de-
scription. Still according to the given description, as
well as classical Newtonian mechanics, two forces are al-
ways exerted on the object: the weight force W and the
reaction R of the plane. No other forces apply. Then
the SCD part of the scenario description consists of
[O]W (obj) and [T]R(obj), where obj is an object con-
stant. Finally, the action laws for W () and R() are given
in the LAW part of the scenario description: '

[s, t]W {object) = V7 6"[3, t].{r] force(object) =1 (s, ,t)

[5, t]R{object} => V7 € [s,1].i7] force{object) = @a{s, T, ¢)

where s and ¢ are temporal variables, object is an object
variable, force is the feature we are interested in. If o
is the symbol for the vectorial sum, then the partial flu-
ent ; is defined as the vectorial sum of [0jmass * g *
sin([0]angle) and [O]mass * g * cos{[0]anglie), while @,
is defined as ~[0]mass + g # cos{[0]angle). According to
the ego-world game, the force exerted on the object at
time T is

H{r, force{obj)} == p1(s,7,t) 0 pa{s, 7,1} = mg sin{a)

Since the scenario was not explicit on «, a number of
possible situations may arise from it; for example:

>0 %f D<a<i
mg sin(a) = <0 #Hf<a<nw
=0 foa=0ora=w
=mg fa=3F
KO0 <a<fori <a <7, then the object moves
along the inclined plane. If o = 0, then the object is
lying on a horizontal plane, and we obtain the case of
inertia with influencing actions. If @ = ¥, then the in-
clined plane is a vertical plane and @a(s,7,¢) = 0.0.
Passing time, o may change under the direct effect of
a lifting action. The underlying semantics is tolerant in
that respect since the action laws are parametric in a.



4 Some assessment results

In {Sandewall, 1994], the PMON entailment (Pointwise
Minimization of Occlusion with No-change Premises)
has been designed and proven sound and complete with
respect to the full X-TA class of reasoning problems.
PMON is the best entailment method defined in [Sande-
wall, 1994]; it is equivalent to the Chronological As-
signment and Minimization of Occlusion and Change
(CAMOC) and subsumes the Prototypical Global Min-
imization (PGM, Kr-EsAz), the Original Chronolog-
ical Minimigzation (OCM, Ksp-¥IsAd), the Prototypi-
cal Chronological Minimization (PCM, Kp-IAex), the
Prototypical Chronological Minimization with Filtering
(PCMF, K-IAex]), the Global Minimization of Occlusion
with No-change Premises (GMOC, Kr-IsA), and the
Chronological Minimization of Occlusion and Change
(CMOC, K-1Ae). In[Yi, 1995], the PCM entailment has
been proven correctly applicable also for Kp-IsAnCi.

In [Thielscher, 1994], the Action Description Lan-
guage A of Gelfond and Lifschitz [1993] has been proven
sound and complete with respect to the K-TbsAd class.

In [Denecker, 1993, section 6.3}, the Incomplete Situa-
tion Calculus (ISC) has been proven sound and complete
with respect to the language A. The result consists of
a sound and complete transformation from A4 domain
descriptions to incomplete logic programs with integrity
constraints, where the reasoning procedure adopted for
the resulting programs is the SLDNFA Resolution Rule.
Per transitivity on the result of Thielscher, ISC is sound
and complete with respect to the X-IbsAd class.

All of the above classes are subclasses of L-RACI.

In {Brandano, 1998}, a simulative Algebraic Seman-
tics, variant of the classical Fixed Point Semantics for the
Horn Clause Logic [VanEmden and Kowalski, 1976), has
been designed and proven sound and complete with re-
spect to the Ksp-RdAAdCI class of reasoning problems.
In [Brandano, 1998}, a non-simulative Algebraic Sernan-
tics has been designed and proven sound and complete
with respect to the full X-RACI class.

5 Conclusion

The trajectory semantics for K-IA is extended to the
case of continuous change, and the Feafures and Flu-
ents framework is augmented with the definition of the
K-RACI class of reasoning problems. The class de-
scribes the knowledge representation method and the
intended model set for each reasoning problem where
“accurate and complete information about actions” is
the epistemological assumption, represented by the des-
ignator K, and “strict inertia in continuous time, contin-
uous change and alternative results of possibly concur-
rent and independent actions” are the epistemological
assumptions, represented by the designator RACH

The result of this work implies that Sandewall’s sys-
tematic approach applies also to logics for continuous
change, and this work gives a base for analyzing their
range of applicability.
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