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Abstract

This research investigates the suitability of three-dimensional (3D) display tech-
nologies for real-time, safety-critical command/control of objects in 3D space. The
study deals with perceptual issues relating to use of 3D displays for such tasks, and
examines the benefits of the various displays in terms of task performance. Air
traffic control {ATC) is used as a major focus and an example for this research.

Tasks which require the visualisation of objects in 3D space suggest themselves
naturally as possible applications of 3D displays. However, to be adopted by a user
~ community, a new display technology must have significant benefits over the status
 quo. New technologies often bring new problems, such as new types of error in their
use. Nowhere must the benefits and drawbacks be more thoroughly investigated
than in applications where there is little room for error, where the quality of the
information presented and the way in which it is interpreted by the human operator
impact on the performance of some safety-critical task.

A comparative study of three displays of aircraft position, such as might be used
for air traffic control, was carried out for a number of tasks. The display types were:
A two-dimensional plan-view format based on the current radar display (serving as
a base for comparison), a pseudo-3D “through-the-window” (non-immersive) dis-
play, and stereoscopic 3D TTW display. The study used two groups of subjects: air
traffic control officers {ATCOs) and non-ATCOs. Basic elements concerned with the
reading of information from the display (reading of angles and distances, extraction
of altitude and horizontal separation) were identified and investigated. The effect
of display format on the memory of a scene was also investigated. Two tasks which
required a combination of the basic elements, a conflict detection task and an inter-
ceptor control task, were included to see whether the performance in the basic task
elements was a predictor for performance in a compound task.

A pilot study carried out with 9 ex-ATCOs confirmed significant differences
between performance in tasks carried out in the different display types. The pilot
study indicated that a 3D parallel projection yields better accuracy for judgment
of angles than a perspective projection, but unexpectedly there was no significant
difference in the accuracy of reading distances between the two projections used.

The main study confirmed the results of existing research into 3D displays, but
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suggested that while some ATCOs may have a 3D spatial mental model of the
air traffic which they are controlling, there is a tendency to treat the horizontal
and vertical dimensions separately for control purposes. If this is the case, it may
undermine some of the arguments for adopting 3D displays for ATC.

Additionally, an immersive (virtual reality) 3D display was presented to ATCOs

to gain opinions for possible future applications to ATC.
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Chapter 1
Introduction

2D or not 2D: That is the question.
With apologies to William Shakespeare.

1.1 Introduction

1.1.1 Three-Dimensional Displays: The Benefits. ..

Vision can be an extremely efficient mode of communication; photographers, artists,
advertisers and teachers have long used the visual sense to explain concepts and
to evoke emotional responses. Perhaps because our visual sense is so important,
there has long been a drive to utilise computers to generate and display ever more
sophisticated imagery.

Since the real world has three spatial dimensions, three-dimensional (3D) dis-
plays, which directly represent distances along the line of sight (LLOS) into the display
(depth), may allow for a more ‘natural’l display of objects. Since we have evolved
to make sense of the 3D visual world, representation of information using 3D im-
ages may afford more effective communication of that information to a viewer “by
exploiting the analytic and integrative characteristics of visual perception” [WT90].
This may lead to lower workload and increased efficiency in performing a task with
that information.

Carrying these assertions further is the idea of virtual reality (VR)?. In the 1960s,
Sutherland wrote a landmark paper describing his “ultimate display’ [Sut66]. This

would ‘immerse’ the viewer in a computer-generated artificial environment complete

he words ‘matural’ and ‘intuitive’ seem to be used a lot in the literature when referring to
3D displays, but precisely what is meant by these terms is very difficult to define from a rigorous

scientific point of view. However, they will be operationalised later in this thesis.
>The definition of ‘virtual reality’ is the subject of much current debate, with claimants to the

title ranging from displays incorporating visually-coupled, interactive graphics presented through a
head-mounted display (so-called immersive display) to purely textual environments. In this thesis,

the term will be used to describe only the former, unless indicated otherwise.
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with highly realistic visual, kinssthetic and tactile feedback, providing the ability
to see an object in three dimensions, experience resistance when pushing it and
feel its surface texture. Although this ideal is currently not realised, a measure
of ‘immersion’ can be realised today by using head-slaved 3D computer-generated
imagery {CGI) presented on a binocular stereoscopic head-mounted display (HMD),
giving an fmage with a compelling impression of ‘depth’ filling the viewer’s field of
view and changing as his or her head moves. This requires 3D imagery to be
generated at interactive speeds and so requires high performance computing and
rendering hardware. Within the past few years, the increasing power of computers,
increasing circuit density and the dramatic decrease in cost per unit of performance
have brought computers of sufficient power to generate 3D graphics interactively,
which are now found in high-end desktop workstations and personal computers and
are thus now accessible for a range of applications hitherto prohibited by the cost,

size and performance of the hardware required.

The payoffs of appropriate application of 3D graphics are potentially very large.
One of the most successful applications is flight simulation. Some flight simulators
utilise sophisticated real-time CGI to simulate the view from the cockpit windows.
This combines with motion cues and realistic behaviour of the simulated aircraft
and its systerns to give a high degree of realism, to the extent that the most ad-
vanced of these devices allow a pilot to be certificated to fly an aircraft without
ever having flown the real thing, with considerable cost savings. Simulators allow
potentially hazardous training scenarios to be practiced without leaving the ground,
considerably enhancing safety, and also remove weather and other constraints from
training [RS86].

Pictorial 3D displays are being investigated in aerospace for more effective present-
ation of geographical position, flight path information and the disposition of other
aircraft to pilots, potentia,lly giving better situational awareness and reduced work-
load and thus improved safety and operational efficiency [HRG84, EMH84, WTS89,
SD90, MR90, PG93]. For more down-to-earth applications (literally as well as fig-
uratively!) the ability of 3D graphics to show multidimensional data in a more
‘natural, intuitive’ way is being used increasingly in the field of data visualisation
[E1189, WTSSQ, WTQO], helping scientists and engineers better to understand phe-

nomena such as weather, fluid flows and stresses in structures. 3D displays need not
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be restricted to concrete spatial entities; they might be used to visualise abstract
quantities—for example, the locus of a point in 3D space could represent a process
parameter moving in phase space—allowing them to be applied to non-spatial multi-
dimensional problems. The @sthetic appeal of 3D graphics alone can be important,
such as in the computer games market, where it may contribute considerably to the

marketing potential of a game.

1.1.2 ...and the Costs

The =sthetic appeal and ‘naturalism’ of 3D CGI do not alone guarantee that its

application will be successful, however. 'As Ellis has observed:

1.1 “Simply casting multidimensional date set into a 2 or 3D spatial metaphor does
not guarantee that the presentation will provide insight or a parsimonious description

of phenomena implicit in the data.” [E1189]
There are a number of drawbacks associated with 3D displays:

1. They are often more expensive, in terms of hardware and software resources

required, than 2D displays.

2. There are additional design factors, such as optimisation of viewing paramet-
ers, in addition to those which apply to 2D displays. Certain aspects of viewing

parameter choices can lead to distortions or biases in viewing.

3. The 3D representation creates some ambiguity regarding the precise location

of objects along the LOS.

4. The very integration that affords ‘holistic’ perception may result in reduced
P

precision in reading values along any one particular axis.

[WTS89, EH90, SWK90]. The choice of whether or not to adopt a 3D display
is therefore not one which should be taken lightly, nor is it straightforward. The
display must be designed to support the task and the human performing the task,
and it must be realised that any device employed for human tasks introduces its
own characteristic human errors [Hop94], which must be identified and addressed.
Failure to understand properly the associated perceptual and technological factors
may yield a design so poor that any potential gains are negated. Yorchak and Allison

summarise this nicely:
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1.2 “Efficient display designs should consider the capabilities and limitations of the
human cognitive system.” [YASH]

Unfortunately, the development of guidelines for the design and use of interactive
computer graphic displays has lagged behind the growth of technology for imple-
menting them [YAS85], and there is a danger of misapplying the technology, either
by using it where inappropriate or by bad implementation in applications where it

is appropriate.

1.2 The Research Problem

1.2.1 Motivation

The above suggests that 3D displays may have the greatest benefits for tasks where
holistic spatial awareness is critical. One such class of applications may be the
monitoring and control of trajectories of objects moving in space. These could be real
objects, such as aeroplanes, submarines and ships, or abstract entities. Often, such
applications are real-time and may be safety critical or otherwise sensitive to error.
Examples are fighter control and air traffic control (ATC), which involve controlling,
respectively, fighters intercepting possible hostile intruders, and aircraft flying from
place to place. These tasks are real-time—the positions of aircraft are constantly
changing; and they are sensitive to certain types of error—a poor interception may
result in the hostile getting away or shooting down the interceptor, and poor ATC
may result in an ‘aluminium shower’ (mid-air collision) or ‘controlled flight into
terrain’.

‘The real-time and error-sensitive natures of such tasks are what makes this
type of application interesting, since they place more stringent constraints on the
presentation of information vis-a-vis speed of assimilation of a situation and the
quality of the perceived data. In a real-time application where critical decisions
may have to be made quickly, the required information must be quick and easy to
read and difficult to misinterpret.

In ATC, 3D displays might allow more rapid identification of potential hazards
through better situational awareness, improved efficiency by allowing separation
minima to be reduced safely, visualisation of phenomena such as weather fronts and

wake turbulence, and lower workload. However, in order for a new technology to
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be adopted, it must demonstrate significant benefits over the status quo and any
benefits have to be weighed carefully against the costs. For example, even if a
3D display gives better performance than a 2D display for a given task, adopting it

may require considerable investment in new equipment and training.

Previous studies constructing 3D displays for ATC (e.g. [Str91b, Tam93]) have
aimed at demonstrating the feasibility of a 3D display as a novel way of displaying
air traffic. However, very few (with the notable exception of [BB91]) have addressed
the issue identified by Yorchak and Allison {Quote 1.2), that is whether or not the
cognitive limitations of three-dimensional displays make them fundamentally suit-
able or unsuitable for ATC. Wickens and Todd [WT90] cite two relevant research
" domains in making the choice between a 2D and a 3D representation: 3D display re-
search and the proximity compatibility principle. From 3D display research, two key
factors are the costs of position ambiguity along the display LOS and the inherent
distortion of distance judgments along axes which are not parallel with the viewing
plane. If tasks such as ATC require such judgments to be made with precision,
then a 3D rendering may not be suitable. The proximity compatibility principle,
asserts that “tasks of a more integrative nature involving (for example) the compar-
ison between data points will benefit from more ‘object-like’ displays, whereas tasks
requiring the focus of attention on a single dimension or single object will be better
served by more separated bargraph or digital displays’.

In order to consider adoption of 3D displays for a task such as ATC, an invest-

igation is required to address some of these issues.

1.2.2 The Research Problem

This thesis describes the investigation of a utilisation of 3D displays for real-time,
command/control type applications, concentrating on possible application to ATC.
The objectives were to make an exploratory empirical investigation into the use of
3D displays from a human factors viewpoint, comparing them with a 2D plan-view
display similar to those currently in use in order to identify possible strengths and
pitfalls in using 3D displays and to highlight areas for further investigation.

Three types of 3D display were chosen for the investigation: Pseudo-3D, stereo-

3D and immersive 3D.
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The conventional method for showing 3D CGI is to render a 2D projection of the
3D scene on a VDU. Such a display is referred to here as a pseudo-3D display since
it ernploys only monocular cues as an artist might in a painting or drawing and does
not give any sense of ‘real world’ depth. This is relatively cheap and straightforward
to implement.

Research into 3D displays suggests that the fidelity of 3D renderings and the
accuracy of distance judgments along the LOS is determined by a weighted additive
function of the depth cues employed in the display. For more static displays, such as
for ATC, binocular disparity through stereopsis has been found to be a particularly
salient cue [WT90]. The presence of disparity might therefore be expected to further
highlight the differences between 2D and 3D display formats. However, stercopsis
can be expensive to implement. A separate image must be presented to each eye
and this imposes a demand on the image generator (IG) which does not exist in
pseudo-3D displays; and there are various considerations as to which technology to
adopt to display the stereo imagery to the viewer. The effective ones (neglecting
severely limited technologies such as the familiar ‘red/green glasses’) are not cheap.
If there are any advantages in the use of a stereoscopic display over a pseudo-3D
display, they must outweigh its costs.

One of the most expensive 3D displays, but from some points of view the most
effective, is the immersive display, which employs head-slaved visuals. However, this

imposes still further demands on the I1G.

It was felt early on that the experimental subjects for such an investigation could
present a problem. Obviously, using air traffic control officers (ATCOs) would be
advantageous, but such individuals are trained in the use of the current 2D displays,
and present operational practices are obviously optimised for operation with current
equipment. This could lead to a bias in favour of the 2D display. To address this, the
investigation was carried out using two subject populations: ATCOs and university
students. As the university students had received no training in air traffic control,
they therefore should not be strongly biased towards either 2D or 3D displays.

A number of elements of 3D command /control tasks were identified and a series
of part-task tests were devised to assess subject performance using the different
display types and to gain subjective data. The tasks chosen were those covering

important elements of the use of displays for spatial command/control tasks, and
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for which the format of the display might be expected to have significant influence:

1. Precision of Observation of Azimuth Angle and Relative Distance.
Two key factors determining whether 2D or 3D displays are suitable for ATC
are the precision with which distances and angles may be determined. ATCOs
are sometimes required to judge angles for issuing radar vectors and assess-
ing aircraft tracks, and are required to determine distances so that minimum

separations may not be violated.

2. Information Extraction Speed. Display format (2D or 3D} was expected
influence time required for the following tasks which require information to be

extracted from the display.

(a) Height is represented in the 2D plan-view ATC display by a digital
readout associated with each aircraft. It was expected that this would im-
pose a greater workload on the ATCO than a 3D display as he or she has
to read the digital information and then assimilate this into a 3D mental
picture. However, if height information is reproduced pictorially in an
integrated 3D display, this may lead to lower workload. It was therefore
expected that the speed of selecting, say, the highest and lowest aircraft
from a number would be faster for a 3D display than for a 2D display.

{b) ATCOs sometimes need to determine distances purely in the horizontal
plane, for example to ensure separation between aircraft and to determ-
ine distances from aircraft to navigation points, runway centrelines or
airspace boundaries. The 2D plan-view display presents horizontal in-
formation without ambiguity, whereas perceptual ambiguity exists in the
3D display for all distances not in the plane perpendicular to the LOS. It
was therefore expected that speed of picking out aircraft with the closest

horizontal proximity would be faster for a 2D display than for a 3D dig-
play.

3. Memory of a Scene. It was postulated that 3D spatial relationships are
assimilated faster in a 3D presentation than in a 2D presentation, and retained
longer. This might have advantages for ATCOs in picking up the ‘mental
picture’ when starting a shift, and lead to better retention in memory in case

of loss of radar service. In order to test this, a task was devised where subjects
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were presented with a static scene, in either 2D or 3D, for a fixed period of
time, and were then asked to reproduce the scene on a piece of paper. It was
expected that a 3D presentation would be recalled with greater accuracy and

speed than a 21 presentation of the same scene.

4. Conflict Detection. One of the prime tasks of ATC is to guide aircraft safely
to their destinations, and this involves preventing collisions between them. It
was postulated that a 3D display may lead to faster detection of so-called

conflicts between aircraft.

5. Interception Task. The above part-task tests are passive, in that they
merely require the subject to read information from the display, and then
compare the variation in speed or accuracy of the reading over the display
types. However, the whole is often more than the sum of its parts, so an
active synthetic task was introduced which required active participation of
the subject. The aim was to see if the results of the part-task tests con-
sidered in isolation could apply to a task which was the combination of some
of these elements. This task involved controlling an ‘interceptor’ to ‘catch’ a

manceuvering target.

1.3 Scope

This thesis details an exploratory investigation into aspects of using 3D display
technology for the real-time spatial control task of ATC, concentrating on possible
human factors associated with the use of 3D displays. This was carried out by
empirically comparing 3D displays against a 2D plan-view format similar to those
in current operational use in ATC, with the aims of identifying possible strengths
and pitfalls in using 3D displays and highlighting areas for further investigation.

This thesis concentrates on whether or not the characteristics of 3D displays
regarding human cognitive performance and limitations makes them more or less
suitable for ATC-type tasks. The aim is not to develop an optimum ATC display
which might be used operationally..

Producing an optimum display is a rather complex engineering task which re-
quires knowledge of the current operational environment and its constraints. However,

in this research the view taken is that there is little point in trying to engineer such
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a display before addressing first the fundamental question of whether or not such
displays are suitable for the task. The display formats developed may therefore
have severe limitations if they were to be adopted ‘as is’ for operational purposes;
however, they were sufficient for the purposes of this investigation.

From the outset, this research concentrated on display issues rather than on the
full operational task of air traffic control. Real ATC is very complex, and simulation
of a full working environment requires much expensive dedicated equipment and
operators. There are many different tasks within ATC, approach radar and en-
route sector control, for example, and choosing evaluation over only one task would
not have been representative of other tasks. This research has therefore focused on
certain task elements involving the display rather than on any specific ATC task as
“ a whole. This approach has the advantage that studies into elements common to
several ATC tasks will yield results that can be applied across a range of tasks rather
than to one specific task. Also, other researchers have studied similar elements of
the usage of 3D displays and so this enables comparisons to be made. By making
the research more generic, it is hoped to be able to draw conclusions that will be
applicable to a range of applications within and without ATC than to just a single
ATC task.

Similarly, some of the issues involved in adopting 3D displays for ATC, such
as modifications to procedures, training and equipment, will not be considered in
depth.

Concentrating only on display aspects which can be measured has meant that
some crucial parts of the ATC task involving anticipation of future traffic movements
have been omitted. This is related to the formation and maintenance of the ‘picture’,
the ATCO’s internal model of the current and future state of the air traffic. However,
the speed of assimilation of a scene (and thus the picture) was measured in some of
the part tasks, and this might be taken as evidence that controllers may build up

overall awareness more rapidly with certain types of display.

The task elements chosen have been identified by sifting through previous re-
search and talking informally to air traffic controllers about what problems and
benefits they felt a 3D display might bring. It is not claimed that the research cov-
ers all possible aspects of the use of 3D displays for ATC; that would take a much

longer study. However, this thesis can be seen as a useful exploration into this area,
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and is expected to form a basis for such later studies.

The task elements are not covered in the same depth that a cognitive psycho-
logist might. For example, in reading azimuth angle, a full study might involve
systematically controlling several variables and possibly involve hundreds of obser-
vations per subject. Such studies are outside the scope of this thesis. Cognitive
studies tend to seek to isolate completely the parameters under study. The results
of these studies are often then applied to the real world in which a lot of additional
factors may exist. This thesis took the approach of trying to see whether results
obtained from cognitive research would be supported if they were cast into a slightly
less ‘sterile’ domain.

The use of a ‘non-expert’ student population as well as a group of ATCOs may
yield interesting comparisons between the two. If students give similar levels of task
performance to highly trained individuals in certain display types, this could raise
some interesting questions. The subjects responded to requests for volunteers, both
by direct contact and by notices, and were all drawn from the college, being largely
students of a ‘technical’ bent (either engineering or science background), probably
due to the nature of the experimental work appealing more to individuals from a
technically-orientated background than an ‘arts’ background. The range of subjects
selected was therefore not a diverse section of the population as a whole, particularly
in terms of age and intelligence. However, the main criterion for the ‘non-expert’
group was that they should be just that: Non-experts in air traffic control, and these

limitations were not felt to be a severe drawback.

1.4 Contributions
This thesis makes the following contributions:

» Aspects of the mental ‘picture’ formed by ATCOs have been investigated and
questions concerning how spatial aspects of the picture are represented, as an
integrated whole or as separate horizontal and vertical dimensions, have been

considered.

¢ A simulation of air traffic scenarios for investigating ATC displays has been

developed.
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o Consideration has been given to possible uses of immersive ‘virtual reality’ dis-
play technology in ATC, in both in radar and non-radar control applications.
A novel application of elements of VR technology to ATC has been proposed.

e A comparison of novice and expert subject groups in the performance of tasks
with 2D and 3D displays has been carried out. Differences in the way in which
the groups perform tasks have been identified, both using the 2D display, where
experts would be expected to perform better than novices due to their training,

and using 3D displays, which are unfamiliar to both groups.

o Aninvestigation has been carried out of the performance of stereoscopic 3D dis-
plays relative to both pseudo-3D and 2D displays. The results indicate that
stereoscopic 3D display technology gives some performance benefits over non-
stereoscopic displays and 2D displays for tasks where the 3D presentation of a
scene would be expected to facilitate the task, but that 3D displays may yield
worse performance than 2D displays for tasks where precise determination of

horizontal information is required.

e Two possible sources of position ambiguity in 3D air traffic displays have been

identified and discussed.

1.5 Overview of this Thesis

The following two chapters present the background for this research. Chapter 2
first examines the problem of Air Traffic Control, viewing it as a problem of ‘flow
control’. The air traffic controller’s mental ‘picture’ is then discussed, and previous
applications of 3D displays to ATC and similar fields are presented. Chapter 3
presents the theory of 3D displays, and shows implications of this theory for the
design of 3D display formats.

" The next two chapters describe the development of this research up to the main
study. Chapter 4 describes the evolution of 2D and 3D display formats for air traffic
control, to be used in the experimental comparison of 3D and 2D displays. The
chapter concludes with the design of displays used in a pilot study. Chapter 5 then
presents the pilot study itself, its results, and the implications for the main study.

The two chapters which follow these describe the design and implementation of
the main study itself (Chapter 6) and its results (Chapter 7).



1. Introduction 27

Chapter 8 presents the conclusions of the thesis, describes how the research’s
contributions and how it met (or failed to meet) its objectives, any implications of

the research, and possible future work.
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Chapter 2
Air Traffic Control

I wish there was a radar,
Sitting on the ground;
So I could see where aircraft are,

And make them go around.

Roger Bacon

2.1 Introduction

2.1.1 Overview

This section discusses some concepts of visual information displays. The task of Air
Traffic Control is then introduced. Limitations of the present 2D display for ATC

and some possible benefits of a 3D air traffic display are then discussed.

2.1.2 Visual Representations of Information

Digital computers are very good at manipulating large quantities of numerical data
at high speed, and have become indispensable in applications such as modelling fluid
flows around objects, nuclear warhead explosions, the weather, stresses in structures
and other phenomena which previously could not have been examined in such great
detail without complex and costly experimentation (if at all). However, no matter
how great the accuracy and speed of computation or the volume of information that
can be handled, much of it is useless without some means for it to be presented to and
interpreted by people. Pressure, temperature and density values enumerated over
a grid may be an efficient way for a computer to handle weather information, but
humans require isobaric contours, colour-coded isotherms and wind vectors printed
on a map to make sense of the data. Presentation of information requires a display.

In the vernacular of engineering psychology:

2.1 displays present information about the state of a man-machine system [SWEK90]
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Displays provide information for a person to perform some task. The information
may be conveyed through any of the five senses, but the most commonplace display
is the visual display, and the reason for this is not difficult to identify: Human vision
is a highly developed and sophisticated sense, allowing us to perceive the rich and
complex visual environment in which we live. The visual channel can be a highly
efficient method of communication: Some concepts are more quickly and effectively
understood when presented as visual images rather than, for example, by verbal
description and while much of it is serial in nature, requiring fixation of the foveae
on items of interest in turn, it also has parallel processing characteristics so that
several things may be perceived simultaneously.

Information may be represented by a display using different codes. Different
codes tend to use different aspects of human cognition when they are interpreted,
and this has implications for the way in which the information is perceived and used
by humans. This, in turn, has implications when designing a display to support
a particular task. As an example, consider three codes of visual presentation of
data: Digital (where numerals show the value of a quantity}, analogue (for example,
pointer-and-dial displays), and pictorial.

Digital and analogue displays are familiar to most of us. Differences between
these include the precision and nature of information conveyed and the potential
errors in reading them. Since the angle of a needle may be perceived ‘at a glance’, a
value shown on a pointer-and-dial display may be more rapidly assimilated than a di-
gital display, but a digital display may afford greater precision. Since the movement
of a needle may be seen directly, a pointer-and-dial shows useful trend information
where the quantity is changing, whereas it is more difficult to perceive the rate of
change of a value on a digital readout, and may be impossible where the value is
changing rapidly. It is easy to make a gross error reading a digital display by mis-
reading a digit; it is less easy to misread the approximate. angle of a pointer. It may
be easier to spot discﬁrépancieé in a bank of dials which are suﬁposed to be reading
the same approximate value than in a bank of digital displays.

Pictures have the potential to condense information in several codes from mul-
tiple sources into a single representation. Since they are integrated, they potentially
require less cognitive effort to interpret as the viewer no longer has to collect several
items of information in different codes from different displays and then carry out the

integration mentally. Further, pictures tend to display information in meaningful
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ways that are compatible with mental models of the world and present the rela-
tionships in the data clearly. However, pictures are not necessarily self-explanatory
[SWK90].

These are examples of the sort of characteristics which need to be considered

when designing a display.

This thesis is concerned with the visual display of 3D spatial information. There

are a number of ways such information may be displayed, including:

1. Using multiple two-dimensional pictures (for example, three-view engineering

and architectural drawings).

2. Representing the third dimension by a non-spatial code on a two-dimensional
pictorial display (for example, representing height by a digital readout or by

colour coding on a plan-view radar picture}.
3. Representation by a single 3D picture.

Whilst all these methods represent 3D data, only displays utilising (3) are referred
to here as three-dimensional displays. This thesis investigated representations of
3D spatial information for tasks involving real-time control of objects in space; in
particular, the task of Air Traffic Control.

2.2  Introduction to Air Traffic Control

2.2.1 Overview

This section introduces the general task of radar control of aircraft, viewing ATC
as a flow control problem based on studies into computer-supported cooperative
working in ATC by Hughes et ol. [HHS91, HRS92, HHO3, SHRH94|.

ATC is a complex system of technological, procedural, legal and other elements.
There are many different facets of ATC, and different tasks in different areas (for
example, approach control is a different task from en-route or ground control). A
full discussion of the air traffic control system is beyond the scope of this thesis: The
reader is referred to Duke [Duk92] and Graves [Gra89] for an overview of ATC in
the United Kingdom, and to Nolan [Nol90] for a rather more detailed view of how
ATC is carried out in the United States,
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‘The prime task in ATC, according to the Manual of Air Traffic Services, which

lays down rules and procedures for carrying out air traffic control in the UK, is:
2.2 to maintain the safe, orderly and expeditious flow of traffic

or, as the Harper and Hughes quote one ATCO:
2.3 “Send ’em all to the same place and expect us to stop them hitting.” [HH93]

ATC may be viewed as basically an exercise in flow control and scheduling. Each
ATCO is responsible for a particular sector, which is a three-dimensional chunk of
airspace. Aircraft enter the sector at various positions and times and must be guided
to their exit points (e.g. an aerodrome or a point at the boundary of an adjacent
sector) whilst observing 2.2 above: Safe means that aircraft must be prevented from
colliding with each other or the terrain (except in the controlled case of landing!),
orderly implies that the flow should be organised rather than ad hoc, and expeditious
means that aircraft should be guided to their destinations as quickly and as efficiently
as possible, within the constraints of safety and orderliness.

ATC operates within a framework of rules and procedures to ensure quote 2.2.
Some rules relate to ‘separation’. Aircraft are not permitted to approach each other
within prescribed minimum distances. These vary from situation to situation, but
an example might be that aircraft must be separated by at least 1000 £t vertically
or 3 nm laterally (in other words, if two aircraft are within 3 nm of each other
horizontally, they must be 1000 ft or more apart vertically, and if they are closer
than 1000 ft vertically, they must be at least 3 nm apart horizontally). If aircraft
conform to these minima, they are said to be separated. If aircraft have lost or will
lose separation at some point in the near future (for example, if two aircraft at the
same altitude are converging on the same point to arrive there at the same time,
but are currently separated) then they are said to be in conflict. Each aircraft can
therefore be thought of as carrying a ‘bubble’ of ‘personal space’ around with it
which no other aircraft may penetrate, and conflicts are situations in which another
aircraft either has penetrated the bubble or may do so. Conflicts may be divided

into categories, viz:

1. Aircraft approaching head-on, either co-altitude, or assigned the same altitude

but climbing/descending, or passing through the same altitude (Figure 2.1(a)),
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(i) Co-altitude

(a) Head-on Conflict
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(ii) Assigned same altitude (level-off)

(iii) Passing through another aircraft’s level

(Side Views) T
S (b) Crossing Traffic
/ \ (Plan view)
(c) Traffic Overtaking

> (Plan view)

Figure 2.1: Conflict Types
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2. Aircraft crossing the same geographical point (Figure 2.1(b)),
3. Aircraft overtaking on the same airway (Figure 2.1{c)).

The ATCO uses a number of tools in carrying out his/her job. The most im-

portant of these (in no particular rank order) are:
¢ Radio telephone (R/T) to communicate with aircraft.
¢ ‘Land lines’ to, and direct (face-to-face) contact with, other controllers.
o Flight progress strips.

s Real-time display of aircraft position (although some ATC tasks may only
require an aircraft position display under certain circumstances, for example

ground control). This is usually a radar-derived plan position indicator (PPI).
¢ Other instances of specific information (e.g. weather reports).

The flight progress strips and radar, and how they are used in control, are described

briefly below.

2.2.2 Flight Progress Strips

Perhaps surprisingly to the uninitiated, the flight progress strip (or more colloguially
‘flight strip’ or simply ‘strip’) is more important in ATC than radar. (Shapiro et
al. [SHRH94] give a detailed discussion of the réle of the flight strip and how it
fits in with the work of the controller, and Maltezos [Mal91] gives a more detailed
description of the strips themselves and how they are annotated.) ATC may be
carried out using flight strips and procedural separation rules with no real-time
display of air traffic, as indeed was done in the past.

The flight strip comprises a piece of card, measuring approximately 1 x 8 inches,
corresponding to an aircraft on which pertinent data are printed or written: Air-
craft callsign, type, route code, speed, time expected at a navigation point, current
altitude etc.! The ATCO has these arranged in racks near to the radar screen. The
strips may be organised in the racks by, for example, sector entry point, and under

each entry point by time or some other system of the ATCO’s choosing. The racks

'Some systems are now entering service which feature ‘electronic strips’, using tabular electronic
displays instead of physical pieces of paper. However, the principles are the same.
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allow for strips to be ‘cocked out’, usually as an aide mémoire to draw attention to
a strip, for example if an aircraft requires special monitoring or other action.

The strips are annotated by the ATCO as instructions are issued to the air-
craft and so reflect the state of the aircraft at any given time. For example, when
instructing an aircraft to descend, the ATCO will cross out the aircraft’s current
altitude? and write a descending arrow with the cleared altitude. This will be further
amended when the aircraft levels off.

The strip thus represents the current state of the aircraft, and is a key element in
the task of ATC, as will be seen below. It is very closely identified with the aircraft
in the mind of controllers, as one ATCO related to the author “To me, the strip is

the aircraft.”

2.2.3 PPI Aircraft Position Display

Another major tool in ATC is the PPI radar display®; i.e. a display showing azimuth
and distance of radar targets from a point (usually the radar head, although with
electronic processing this can be any point within the area of radar coverage). At
its most basic, this comprises a circular monochrome cathode ray tube {CRT) with
a long-persistence phosphor. As the radar antenna is scanned through 360° in
azimuth, the transmitter sends out radio pulses which are reflected from objects

{e.g. terrain, clouds, aircraft) back to the receiver?. The time between a pulse being

In aviation terminclogy, the words ‘height’, ‘altitude’ and ‘flight level’ are distinct: Height is
defined as the vertical distance of a level, a point or an object considered as a point measured from
a specified datum, altitude as the vertical distance of a level, a point or an object considered as a
point, ‘measured from mean sea level and flight level as a surface of constant atmospheric pressure,
which is related to a specified pressure datum, 1013.2 mb, and is separated from other such surfaces
by specific pressure intervals [Civ04]. Aircraft in controlled airspace usually set their altimeters to
read altitude when flying below the so-called transition level, and to read flight level above this
ievel. However, this thesis will not be so rigid in applying the distinctions since it is concerned with

displays rather than the finer details of the ATC system.
3Although most PPI displays show radar-derived informstion, ‘automatic dependent surveil-

lance’ is now undergoing trials: Accurate satellite-derived position information may be downloaded
from an aircraft’s navigation system via datalink into the ATC system and displayed to give a
pseudo-radar PPI picture outside areas of radar coverage. The display is still a PP, though, and

so from the point of view of this research, the distinction is irrelevant.
*The same antenna is usually used for both transmission and receiving: The radar sends out a

pulse and then listens for a while through the same antenna for echoes before transmitting the next
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transmitted and an echo from a target being received gives the target’s distance from
the radar, and its direction from the radar is simply the azimuth of the antenna at
the time. Radar returns are drawn on the CRT at the appropriate azimuth and
at distances from the centre of the display depending on the time delay; thus, a
plan-view picture of radar targets around the radar head is built up. Since a radar
sweep can take several seconds, the long persistence phosphor of the CRT is used
to retain the image over several sweeps, and this allows moving targets to be seen
against a static background (since their positions change between successive sweeps
of the antenna}; they are shown as a bright radar return (the last ‘fix’) with a trail
of previous returns of diminishing intensity behind them. The distance between the
trailing returns enables the speed of the target to be estimated, and their direction
enables the heading and any horizontal manceuvering of the target to be seen.

A raw radar display is often very cluttered, so Moving Target Indicator (MTT)
processing is used to remove static targets such as terrain, cloud etc. This involves
measuring the Doppler frequency shift of the echoes, which gives the component of
velocity of the targets directly away from or towards the radar; static targets can
thus be filtered out?.

A wvideo map showing airway structures, navigation reference points, coastlines
etc. may be superimposed on the display. Concentric range rings may also be
superimposed to enable range from the centre of the display to be estimated.

Instead of displaying MTI-processed raw returns, the position data from the
radar data processing (RDP) computer can be used to show aircraft position on a
synthetic display, using computer-generated symbology. Such information may be
shown on a raster display with a short-persistence phosphor, and different colours

may then be used.

The primary radar gives the azimuth and range of an aircraft from the radar
head, but not its identification or height. This information is obtained using a

secondary surveillance radar (SSR), usually located alongside the primary radar,

puise.
SIf the target is moving tangential to a circle centered at the radar head, its velocity component

along a radial from the radar will be zero and so MTI will filter out the target so long as it continues
along a tangent. Since this would involve travelling in a near-perfect circle around the radar, in
practice no aircraft return is filtered out by the MTI for more than a few successive sweeps. A plot
may be ‘coasted’ by the radar data processor for a few sweeps to counteract this.
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and a transponder on each aircraft. The SSR sends an interrogation signal which
is received by an aircraft’s transponder, causing it to transmit a mode-A or squawk
code (a four digit octal number) and, if the transponder is an altitude-encoding
unit, a mode-C code which gives barometric height in hundreds of feet above the
reference pressure level set by the pilot. The transponder information is received by
the SSR, correlated with the primary radar position information, and displayed on
the PPI next to the corresponding ‘blip’ as an alphanumeric datablock or tag.
Commercial aircraft generally have flight plans filed in the ATC flight data pro-
cessing (FDP) computer. In this case, the aircraft’s mode-A code is associated with
the flight’s file in the FDP system.. This enables the flight number to be displayed
- on the PPI instead of the sqt_lawk code, and allows the FDP computer to track
::': the progress of the flight and to iésue flight strips to controllers automatically as
required. | R : . o -
Figure 2.2 shows the radar consoles in the approach room? in the London Heath-
row control tower. Figure 2.3 shows a time-exposure photograph of a radar tube.
The static parts of the image are the video map showing the airspace structures
around London Heathrow airport (at the centre of the tube), whilst the aircraft and
their datablocks can be seen .1eaving trails as their positions are updated over the

successive radar sweeps recorded during the exposure. .

2.3 ATC as Flow Control: Planning

To reiterate, the ATC problem is basically one of organising the flow of air traffic
through the sector. As Hopkin has observed, this is a four-dimensional problem
[Hop92], with aircraft moving through space and time. Flow is managed by looking
at the current and projected future state of the traflic and planning to deal with
it. ATCOs refer to the strips and radar to build and maintain a mental ‘picture’
of the traffic under their control. (The picture is discussed in more detail in the
next section.) Contrary to what might be expected, although the radar provides
a current representation as to the disposition of traffic in the sector, it does not

provide a complete picture of the situation; the ‘situation at any point in time’ is

8This is now a misnomer since Heathrow approach control is now carried out from London Air
Traffic Control Centre (LATCC) at West Drayton, so these consoles are now used for ‘Thames
Radar’ and ‘London Special VFR’ (Visual Flight Rules) traffic.
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Figure 2.2: Approach Control Room, Heathrow control tower
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Figure 2.3: Radar tube picture, showing London terminal airspace
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not only what is happening ‘right now’ but what also might be happening in the
near future [SHRH94].

The author has found it convenient to discuss the control problem in ATC in
terms of ‘strategic’ and ‘tactical’ planning aspects. Although there appears to be
no precedent for formally sphttmg the problem into these categories, this has been
found to be a useful model and consistent with the author s observations of how
ATCOs carry out their tasks. - _

Strategic planning involves IOGking" at current 'aﬁd' pr'dj'eétéd' traffic state and
formulating an appropriate strategy to deal with it. In this way, traffic peaks and
other problems (such as runway changes) are anticipated and planned for in advance
to ease the workload. There is usually a characteristic pattern of traffic associated
with each sector and most flights follow this pattern. Occasionally, however, there
are aircraft whose flight plans do not conform to the pattern, for example aircraft
turning betweénairways or'crossing an airway, and the ATCO must plan accordingly.

Establishing the picture and planning involves predominantly the strips, with
radar used in a supporting réle. Receiving a strip shortly before an aircraft is due
to enter his/her sector, the ATCO may n_oi_:_é its route, altitude and time expected aﬁ'
a point. Checking against other strips in the pertinent racks ﬁsua,ﬂy' reveals whether
or not there is likely to be a problem. Having identified a potential problem, the
ATCO can plan to deal with it, and may ‘cock’ any relevant strips out of the rack
as a reminder to monitor certain aircraft more closely. Strips are the instrument
that helps o otganise, and so enable, controlling work, and aré referred to and
manipulated constantly whilst they are in use [SHRHO4]. As one ATCO related to-
the author, air traffic control is a matter of ‘working the strips’.

The radar tends to be used in conjunction with the strips to monitor the current
state of the traffic and the execution of the plan (and to modify it as necessary),
and for tactical plannmg, e.g adJustxng headmgs or levels to avoid other traffic. For

example, if an aircraft must descend through the level of another crossing its path,

A large part of qualifying an ATCO for controlling a particular sector appears to be familiar-
isation with its characteristic patterns and procedures. Once the pattern is learned, things that
‘do not fit’ appear to be quickly identified: The author has observed an ATCO who used to handle
Heathrow departures but currently working a different sector spot a minor controller error on the
radar even though he was not working the traffic concerned or locking for it, because it did not
“ook right’.
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the ATCO may decide initially to descend it to a level above that of the crossing
traffic and to monitor the situation on radar. As the aircraft get closer, the radar
picture helps the ATCO to decide whether it is safe to continue the descent through
the level of the crossing traffic (if sufficient lateral separation exists) or whether to
delay its descent until the aircraft have crossed.

Radar is also used for overall monitoring. Human and machine behaviour are
not perfect and there may be a lapse on the part of the controller, the pilot or
the aircraft’s automatic flight control system which may bring the aircraft into
direct conflict which will not be spotted from the flight strips. An ‘altitude bust’
is a good example of this—an aircraft climbing from below and converging head-on
with another aircraft may be ordered to level off below it, but may ‘bust’ through
" its cleared altitude and create a conflict. For this, the only means of controller
detection (apart from reports of an airmiss or a crash) is the use of the radar and
automatic conflict alert systems (although these have their own limitations).

At times of heavy workload, the emphasis of usage tends to be on the radar; at
other times, the emphasis appears to be more on the use of the strips [HRS92].

Some controllers have expressed to the author the concept of ‘foreground’ and
‘background’ traffic. If, for example, an aircraft is proceeding along an airway at
a constant level, with no conflicting traffic and is likely to require little action on
the part of the controller, it tends to get relegated to the ‘background’--checked
periodically as with all other traffic, but not at high priority. Alrcraff which the
controller is more actively involved in directing, for example which are requesting
or are in the process of climb and descent or are manceuvering, tend to be more ‘in
the foreground’ and so more attention is given to these aircraft. This behaviour was
also reported by Whitfield and Jackson [WJ82).

2.4 The Picture

Contrary to what might be expected, a large part of ATC is working with the flight
strips supported by the radar display to build up the ‘picture’ rather than just
concentrated on the radar. The picture, in Harper and Hughes's view is not so
much a pictorial representation of the current traffic disposition but a ‘display of
a set of task requirements’ The ATCO looks at the information presented by the .

strips, radar and R/T to see what needs doing ‘now’, ‘in a moment’, ‘sometime later
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on’ and so forth [HH93]. In other words, it is the ATCO’s mental model of the plan,
its state of execution and the general disposition of traffic.

An ATCO coming on shift may spend a period of time watching the situation
over the shoulder of his or her outgoing colleague “to build up the picture’ before
taking over®, and an important part of the ask is looking ahead constantly in order
to get an idea of what is to be done ‘now’ [SHRH94|. It should be stressed, however,
that the plan is continually evolving and although in general an ATCO knows what
he or she is doing, it is not known in advance in detail [SHRH94|. The ‘picture’ is
summarised by Whitfield and Jackson as ‘overall appreciation of the traffic situation
for which they are responsible’ [WJ82]. Harper and Hughes refer to the picture as
referring, “among other things, to the controller’s capacity to ‘keep it all together’;
to see and give coherence and organisation o the patterns of aircraft movements

under varying conditions.” [HH93]. To quote an air traffic controller:

2.4 “The name of the game is to get your priorities right, and. .. background those
who are not in a conflict situation at the moment. A key factor in ATC is also
to plon ahead and then decide what could become a conflict and taking appropriate

action.”

‘Losing the picture’ is one of the AT'COs worst fears—having the mental picture
enables the controller to be ‘on the ball’. If the formation and maintenance of the
picture is disrupted, the situation rapidly degenerates into ‘firefighting’—retroactive
action instead of pro-active planning, with alarge increase in workload and reduction
in level of safety. It is therefore no exaggeration to say that maintaining the picture
is central to the task of ATC. As a controller has related:

2.5 “My own thumb-rule in deciding if I have the ‘picture’ is that if T dare not
take my eyes off the screen and have a look at my progress-strips, I am becoming

saturated and need assistonce.”

Although the controller’s ‘picture’ may be described in general terms, eliciting

its nature more precisely, how it is represented in the mind of the controller as a

In relatively ‘quiet’ sectors, the author has observed the outgoing ATCO describing the current
state of affairs to his incoming colleague; which aircraft are going where, what is pending and special
points of note. In busy sectors, such detailed verbal interchanges may not be possible or adequate.
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‘mental model’, is more problematic. The studies of Hughes et al. suggest that strips
have a key réle in building and maintaining the picture, and Whitfield and Jackson’s
[WJ82] analysis of protocols during handing over aircraft from one sector to another
in an attempt to elicit the ‘picture’ found flight strips to be a predominant element,
with radar occurring much less frequently but strongly linked with flight strips. The
author has not been able to identify a study looking at the rdle of the radar in the

forming and maintaining the picture. However, Strutt states his assumption that:

2.6 “..the radar display is the prime mode of control used by the controller. The
display image s used to build up in the controller’s mind the flights under his/her
jurisdiction not as a list but as a picture so that he/she is constantly aware of each

flight’s spatial relationship with all the others.” [Str91b]

This is not based on a formal study, but Strutt is himself an ex-UK air traffic
controller who has worked in a radar environment. Burnett (an ex-US air traffic

controller) seerus to concur with this view:

2.7 “The display 1ssues with which controllers are chiefly concerned pertain to...
primarily, the time and work required to translate 2D alphanumerics into ¢ 3D men-

tal model of the traffic situation that continuously changes.” [Bur9i]
She also refers to other studies which have shown that:

2.8 “Controllers make from 100 to 150 decisions per minute and each decision is
based almost entirely on the information presented on the PVD [plan-view display/.”
[Bur9l]

Although the research into how controllers work seems contradictory, therefore
(possibly due to differences between the US and UK systems) one thing is clear:
The spatial aspects of the controller’s mental picture have not been satisfactorily
explored to date. In the absence of further evidence on the importance of radar
related to the controller’s picture, the author postulates that although the mental
model which controllers have is not merely a pictorial snapshot of the present spatial
relationships of aircraft in the sky, it contains some spatial elements which are built
and maintained through the use of the display, and such spatial elements must
include a three-dimensional aspect. However, if there is a spatial model, it may not

be an accurate integrated spatial picture due to the difficulty in realising such an
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image from a pictorial plus digital code. Because the horizontal and vertical are
represented as different codes (with the vertical non-pictorially), it is difficult for
ATCOs to visualise vérticai INanceuvres.

This may be not so much of a problem at present because although current
equipment cannot display an integrated 3D image of the horizontal and vertical
traffic situation, the current system has evolved with these limitations and so in
some ways the plan view radar display is adequate for the ATC task because the
system has been designed so. Horizontal and vertical planes tend to be treated not
in combination but separately. For example, if two aircraft are separated vertically
and not climbing or descending, then their precise horizontal location is not of great
concern; if they are all following an airway with the same heading and speed and
are separated horizontally, then altitude is not of great concern. This raises the
question ‘If the picture is not an integrated three-dimensional spatial image, what
use is a 3D radar?’. Further ‘What can a 3D radar display offer that might aid the
formation and maintenance of the picture?’.

The following discussion will argue that there may be limitations of present
equipment not being able to represent clearly what is happening in the vertical
plané, and will touch upon other potential advantages of a 3D air traffic display.
As was stated in Chapter 1, strategic planning aspects are beyond the scope of this
research due to the complex nature of the study which would have to be carried out
to study them. Discussions will therefore not concentrate on this issue (although it

will be touched upon) but on what might be achieved on the tactical planning front.

2.5 The Vertical Dimension

A current limitation of ATC equipment, which the author has observed both from
the point of view of the controller and the pilot, is the difficulty controllers seem to

experience visualising manceuvres which involve a vertical element.

2.5.1 The Controller’s Problem

From the controller’s perspective, projecting flight paths mentally to predict, for
example, which geographic point a descending aircraft will reach at current rate
of descent and forward speed, say, 2000 ft below present altitude, appears to be
difficult. Usnally there is no rate of altitude change information presented on the PPI




2. Air Traffic Control 44

apart from observing the changes in the digital height readouts and, as discussed at
the beginning of this chapter, rate information is difficult to perceive from a digital
display. Controllers are therefore conservative and tend to adopt the approach
described above: When descending an aircraft across the path of another, clear it
initially to descend to a safe level above the potentially conflicting traffic, monitor the
situation on the radar and as the aircraft get closer, make a judgment as to whether
it is safe to continue the descent or to defer it until the aircraft have crossed.

To assist in making this sort of prediction, some equipment can display ‘predic-
tion lines’ which indicate the position at the aircraft at up to 5 minutes in the future
based on extrapolation of present speed and heading. As an Oslo controller related

to the author:

2.9 “This [prediction lines] I use all the time fo determine what I can do, and what
I can’t. You normally confirm/specify a ROC/ROD [rate of climb/rate of descent/

to the aircraft and it’s just a task of multiplying.”

New equipment, being installed at Oslo also has the capability of displaying vertical
rates in the datablock, and the facility to extrapolate and display the point of
minimum separation between two selected aircraft.

Although these aids no doubt help considerably in making decisions involving the
vertical dimension, the presentation is still plan-view, and there is still a workload
involved in making vertical judgments (‘a task of multiplying’, or the process of
selecting aircraft for minimum separation prediction) which might be eliminated
or reduced with a three-dimensional display, since the flight paths would be seen
directly in 3D space and this might simplify mental extrapolation. The author has
been shown predictor lines on equipment at LATCC, but then observed that most
controllers did not leave them selected ‘on’, possibly due to the additional clutter
and the additional workload that might accrue to interpreting a cluttered display.
Such penalties might be acceptable where traffic load is not high, but perhaps not

where there are a lot of aircraft displayed.

2.5.2 The Pilot’s Problem

From the pilot’s perspective, in a discussion with a commercial pilot it was stated
that ATC sometimes made difficult demands for vertical manceuvres which demon-

strated a lack of appreciation of the vertical performance of aircraft. An impromptu
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demonstration then followed where the controller at our destination aerodrome re-
quested a high rate of descent to reach a certain altitude by a certain time, which
necessitated the pilot having o deploy speedbrakes; all the while, the primary flight
display was showing that the aircraft was above the required descent profile and
was having difficulty in achieving it?. However, a controller counters that the main
problem is that vertical performance varies greatly, depending on weight, winds
aloft, temperature etc. and s0 it isn’t always easy to know what to expect. This is
exacerbated by the fact that airlines operate their aircraft differently regarding des-
cent profiles, speeds etc. Despite this, it is postulated that with a 3D presentation,
controllers might get a better ‘feel’ for the performance ranges of particular aircraft,

since vertical performance would be visualised pictorially (as a flight path angle).

2.5.3 Summary

Older radar equipment lacks predictor facilities and a display of vertical rate in-
formation, and so predicting flight paths using such equipment is difficult and this,
in the opinion of the author, leads to conservative decision-making on the part of
ATCOs. More modern equipiment is addressing some of the limitations of previ-
ous displays by providing assistance in flight path prediction and more information
about aircraft vertical rates. However, there is still no direct visualisation of the
vertical dimension, which the author postulates might improve matters still further

by reducing workload and giving even greater appreciation of the vertical.

If greater appreciation of vertical manceuvres could be achieved, more efficient
usage of airspace might result instead of the current conservative practices: For
example, narrower descent ‘corridors’ might be visualised and an ATCO might be
better able to see if aircraft were danger of violating these. Moreover, ATCOs
might beﬁter appreciaté the vertical performance of aircraft and issue instructions
with which aircraft are more capable of complying. As a corollary, it might also be
easier for controllers to identify conflicts between aircraft where one or more of the

conflicting aircraft are climbing or descending.

®The atrcraft was a Boeing 737-500; Boeing 737s are commonly-used short-medium range jet
transports, and controllers in Europe and the US handle them daily.



2. Air Traffic Control 46

2.6 Three-Dimensional Displays for ATC

2.6.1 Introduction

A display may be required which imparts to the controller a better understanding
of the vertical dimension and a more integrated spatial mental representation. A
pictorial display may be the solution since it has the potential for displaying spatial
relationships clearly.

This section reviews other research into applications of perspective 3D displays
to air traffic control and related areas. It focuses on research into the applications
rather than on issues associated with the displays themselves, which are discussed

in the next chapter.

2.6.2 Three-Dimensional Air Traffic Displays

Some of the potential benefits of direct visualisation of the vertical dimension have
already been discussed above. However, there are a number of other possible benefits
which might be derived from a 3D display of aircraft position.

Three pieces of research which have addressed the application of 3D displays to
ATC from a general ATC, rather than human factors, viewpoint are Strutt’s im-
plementation of orthogonal 2D and 3D displays, Burnett’s experimental comparison
of plan-view and perspective ATC radar displays [BB91, Bur91}, and Tam’s imple-
mentation of an integrated 3D ATC display [Tam93]. These are discussed briefly
below. Both Strutt and Burnett have operational ATC experience and so their

insights are particularly interesting.

Strutt’s Four-View Implementation

Strutt implemented a display comprising three orthogonal 2D views (one plan and
two side views) and an integrated 3D view to demonstrate the feasibility of a
3D radar picture. He contends that, further to his assumption about the réle of
the display image in forming the picture (quote 2.6 above), the ATCO will be fur-
ther assisted by such & display. This might fix the ‘picture’ in the controller’s mind,
and may reduce mental integration workload with possible benefits in allowing more
time to be spent on other control tasks, improving efficiency. He cites two reasons

for non-operational implementation of 3D displays in ATC to date:
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1. A PPI display can convey a 3D} picture to the controller by virtue of the digital
height readout.

2. When shown previously demonstrated 3D representations, controllers have
become disorientated. Strutt suggests that this is due to image inversion
(ambiguity caused by lack of depth information in a 2D representation of a

3D object or scene).

Burnett’s Empirical Studies

Burnett’s research (described in full in [Bur91] and summarised in [BB91]) analysed
the effects of multiple colours, information density and traffic complexity on plan-
view (2D PPI) and perspective (3D pictorial) displays, using ‘full-performance’ air
traffic controllers'®, using a survey and experiments focusing on ‘cognitive workload,
task and information requirements, colour preferences and traffic workload relative
to traffic density and complexity’.

Burnett asserts that the 2D presentation requires operators ‘to unlearn years of
3D conditioning and, consequently, learn new responses in order to use 2D interfaces
in the work environment’, and so ‘controllers must develop new techniques that help
them translate 2D information into a 3D mental model’. Since a three-dimensional
representation is more ‘natural’ and ‘intuitive’ (to use the hackneyed adjectives
once more), & 3D display might well contribute to lower workload associated with
interpreting the spatial information, increasing efficiency and safety, and this is
especially important in the light of ever increasing volumes of traffic which controllers
are required to handle.

Burnett states that the primary interests to the controllers are vertical and lat-
eral distances and separations between aircraft, and that a perspective display would
allow controllers to ‘see and interpret’ these. She cites other potential advantages
as being able to display ground features (such as ‘trees, grass, runways, and build-
ings’) in ‘real-world representation and color’, and the fact that certain types of
information might be interpreted more quickly in a 3D representation than on a
PPI, for example, an object may be identified as ‘near or far, high or low, ascending

or descending’.

®Burnett defines full-performance controllers as those ‘who perform duties in every position
independent of a trainer and who require no further training’.
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The experimental part of her study measured times to perform three tasks: (1)
resolution of impending conflicts, (2) identify callsigns of highest and lowest aircraft
in & scenario, and (3) reconstruction of air traffic situations. The experiments found
that performance using the perspective display was at least equal to and in some
cases better than the plan view display. Subjects expressed a preference for the
3D perspective display over the PPI display for extracting immediate spatial situ-
ational and directional information, but indicated that because of their extensive
training on PPI displays, they were almost entirely dependent on datablocks for ex-
tracting speed and altitude (US equipment displays aircraft ground speed as well as
altitude) and that changing the display format would necessitate extensive training.

Burnett’s experimental study therefore seems to support the 3D perspective
" format display, both in terms of performance at the tasks (with the caveat that
the tasks were not a simulation of actual working conditions) and in terms of being
preferred by the subjects. She highlights further areas for future study, mostly to do
with optimising viewing parameters (position of the centre of projection, geometric
field of view, vertical and horizontal scaling factors necessary to minimise distortions

in spatial information) and colour-coding.

Tam’s ‘Flight Tube’ Demonstrator

Tam implemented a three-dimensional display for visualising a new air traffic control
concept: ‘Tubes of flight’ [Tam93]. In this concept, instead of aircraft using fixed
‘routes’, an individual ‘tube’, a tunnel in the sky, is assigned to each aircraft so
that each flies within its own restricted area. Under the tubes of flight concept,
the réle of the controller would change, with tasks divided up functionally rather
than geographically. Two such functions proposed are for ‘Strategic Flow Planning’
controllers and ‘“Tube Generation and Assignment’ controllers.

Tam’s suggestion for a display console for such a system is a PPI display with
a ‘3D interactive’ screen which can render a selected portion of airspace in 3D and
can be manipulated (rotated, scaled etc.} independently of the PPI. Unfortunately,
the display was found to be extremely cluttered.

The “Tubes of Flight’ concept is radical in that it is a new system of control
entirely different from the way in which ATC is performed today; a revolutionary

rather than an evolutionary idea. Tam's work concentrates mainly on the imple-
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mentation of a display for such a system, and was not evaluated. Consequently, it
does not address the possibilities of applying 3D displays to the current ATC system

in an evolutionary approach, and does not address human factors requirements.

2.6.3 Other Related Research

Much research work in applying 3D displays to aerospace has concentrated not on
the air traffic control problem, but on cockpit displays to assist the pilot. The task
a pilot performs is very different from that of an ATCO, and a display which is
suitable for the pilot may well not be suitable for the ATCO. Despite this, there are
many similar issues between the two fields, and so the most relevant research for
the ATC problem will be described here.

Cockpit Display of Traffic Information (CDTI)

Ellis, McGreevy and Hitchcock [EMH84] compared a perspective and plan-view dis-
play for presenting traffic separation information to pilots. The perspective display
is shown in Figure 2.4. They hypothesised that because the perspective format was
more closely aligned with a pilot’s situational awareness in space, performance at
tasks such as detecting and resolving conflicts would be improved over the use of a

plan-view display with height information presented by digital readouts.

Pilots were presented with situations in which they had to carry out traffic avoid-
ance manceuvres. It was found that such manceuvres were made ‘somewhat earlier’
and more frequently in the vertical dimension with the perspective presentation.
Fewer unsuccessful manceuvres and fewer manceuvres producing spacing violations

were found with the perspective format than with the plan-view format.

These findings are significant because they suggest that the format of presenta-
tion of vertical information influences subject behaviour; a previously observed bias
towards horizontal avoidance manceuvres might be due to the poorer visualisation
of the vertical dimension. Further, it shows reduced decision time, perhaps due to

elimination of the need to use datablocks when reading height information.

The format of 3D display developed by Ellis et al. served as inspiration for those
developed by Strutt, Burnett & Barfield and also for this research.
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Reproduced with kind permission of S, Eilis

Figure 2.4: Perspective Cockpit Display of Traffic Information
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Tactical Information Displays

Bemis, Leeds and Wiener compared plan-view and perspective display formats for
a tactical display to determine the significance of vertical information on the tasks
of threat detection and interceptor seléction [SVBWSS). Tt was hypothesised that a
perspective display would reduce operator information-processing load and reaction
time, and that there would be no significant differences in performance between the
two display formats for search and detection tasks. From experiments, Bemis et .
al. found that subjects usmg the perspective dlsplay made mgmﬁcantly fewer errors
for all tasks, and unexpectedly, times taken to perform the threat detection and .

interception tasks were decreased. Nineteen out of the 22 subjects reported that

they preferred the perspective display, with the remaining three preferrmg the plan S

view dlsplay ‘because they Were familiar with it’.-

2.6.4. Three«Dlmensmnal Dzsplays and Memory

Some of the above studzes have postulated that an mtegrated presentatlon of all )

three spatial dimensions o a pictorial format might make the spatial information .

easier to ‘assimilate’, and might assist in the formation of the air traffic controller’s =

‘picture’. The author further postulates that presenting spatial information in a

picture may also make recall of spatial information easier and possibly faster and

the memory of spatial relationships more persistent (this might have advantages in
cases such as loss of radar service, for example). - :

Human memory is a complex phenomenon with a number of diffé'reﬁt character- -
istics, often modelled as different types of memory [Bad82]. The typé of memory
under consideration here is known as working memory. As described by Wickens
and Flach {WFSS] working memory is employed when a person hears a number

and must enter it on a keyboard or when he/she rust recall the relative pos:tzons.

of blips on a radar display after a brief scan. These examples illustrate two dif-

ferent codes in working memory; verbal information is normally retained using an
acoustic-phonetic rehearsal, and spatial information is normally retained in working
memory using a visual code. Wickens and Flach also state that there is evidence
t0 suggest that visual codes are less easily rehearsed than verbal codes. Regarding
spatial codes, evidence shows that analogue pictures are the most useful mode for

storage in working memory, print the least [Lea94].
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Another thing which might merit investigation is the effect of display format
on what happens when the subject is ‘overloaded’ with too much information to
remember. The number of items that can be retained in working memory is quite
small, the most oft-quoted figure being 7+2 items. If more items are presented, the
number of individual items which can be retained may be increased by chunking,
consolidating items into related clusters. Working memory is more likely to treat
dimensions of a single object as a single chunk than the same dirhension of several
objects. For example, in an ATC problem, altitude, airspeed, heading and size of
two aircraft would be retained better than the altitude and airspeed of four aircraft,
even though in each case eight items are to be held in working memory.

To summarise, an investigation of the effect of display format on memory of an

" air traffic situation display might consider the following:

1. Does presenting spatial information in an integrated 3D picture (a single visual

code) rather than in two codes (2D visual picture and textual) affect:

(a) Speed of assimilation;
(b) Speed of recall;
{¢) Accuracy of recall;

(d) Retention time in memory?

2. Can a person chunk information presented in different codes, such as a spatial
image of aircraft position with text relating to callsign and height? If nof,

which codes are lost from memory first?

Burnett and Barfield’s study included a task looking at the effect of display
format on memory [BB91|. This compared subject performance at reconstructing a
scenario (in terms of scenario reconstruction time and accuracy) between 2D plan
view and 3D perspeé’sive ATC displays for two different densities of traffic. Sub-
jects (who were all air traffic controllers) were first required to memorise flight strip
information. They then watched a display of the associated scenario over 70 s of an-
imation (in either 2D plan-view or pseudo-3D perspective formats), and were then
required to reconstruct the final frame of the scenario, giving position, callsigns,
altitude, speed and heading of aircraft. Two traffic densities were used: Light (7
aircraft) and heavy (17 aircraft). It was found that performance for the reconstruc-

tion task in the both traffic scenarios was about the same for both display types;
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however, in the perspective display format, aircraft placement was found to be con-
sistently 3 cm north of the actual aircraft location, whereas horizontal placement
was accurate within %cm of actual aircraft position. Burnett and Barfield’s study

served as the basis for a similar investigation in this thesis.

2.6.5 Summary

‘The main benefit of a 3D display for ATC proposed by Strutt and Burnett, (and
also by Ellis, McGreevy and Hitcheock for the cockpit display of traffic information)
can be summarised by re-iterating the statement of §1.1.1: By presenting spatial
information in a three-dimensional pictorial form, the characteristics of human visual
perception may be exploited to yield a more ‘natural’ and ‘intuitive’ presentation of

the information. Some possible implications are:

1. 3D displays might reduce the mental integration workload from that presently
required by the current displays, such that more time can be spent on other

vital tasks. This might improve safety and efficiency.

2. A three-dimensional display might assist the formation of the air traffic con-
troller’s ‘picture’, and possibly better retention of spatial information in cases

of loss of radar service.
3. Spatial relationships might be more easily seen and more quickly identified.

4. The enhanced appreciation of the vertical dimension might allow controllers
to make more efficient decisions, to be able to identify conflicts more quickly

and to make more realistic demands on pilots.

5. Aircraft not conforming to the characteristic pattern of flow might be more
easily identified. Aircraft tracks not following the normal routes may be easy
to spot on a plan view display, but an irregularly high or low aircraft, or one

which is climbing or descending slowly, might not so easily be observed.

In the author’s opinion, Burnett’s asserted advantage of a 3D display being able
to present information such as ‘trees, grass, runways, and buildings’ in ‘real-world
representation and colox’ is dubious; the author has found no evidence, either from

observing ATCOs at work or from the literature, that such information would bring
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any benefits. Some form of terrain visualisation might be desirable in certain ap-
plications (e.g. terminal areas in mountainous regions) to help prevent controlled
flight into terrain accidents, but would add to display clutter.

Despite the apparent advantages, there are a number of issues to be addressed

regarding 3D displays. These include:

1. The problem of perceptual ambiguity regarding distances along the display
line of sight. Can distances and angles be interpreted with sufficient accuracy
to enable the ATCO to carry out his/her tasks?

2. Choice of viewing parameters. These can introduce biases in interpreting

dimensions and angles.

3. Methods of correcting or compensating biages, including compensatory distor-

tions, training or symbolic enhancements [EH90].

4. Display clutter. A perspective projection results in increased clutter as ob-
jects move closer to the horizon. Any symbolic enhancements employed to

compensate for biases may also contribute to clutter.

5. The need for additional training and re-training for operators working with
3D displays.

In addition, Strutt cited two reasons for the mon-acceptance of 3D displays for
operational purposes to date. One is the fact that current displays do convey 3D in-
formation by representing height numerically. While this is true, such displays do
not present an integrated spatial representation; the comstruction into a spatial
3D representation must be done in the mind of the controller, and this leads to poor
appreciation of the vertical dimension. This is supported by Ellis et al.’s cockpit
display of traffic information research, and has drawbacks already mentioned in §2.5
above. The second reason cited was that previous displays may have led to disori-
entation, possibly due to image inversion caused by insufficient depth cues. One way
of tackling this problem may simply be to enhance the sense of depth in the display
by increasing the number of depth cues and/or employing more effective cues such
as stereopsis.

Some of the disadvantages of 3D displays may be offset by taking Strutt’s ap-

proach of presenting multiple orthogonal 2D views as well as an integrated 3D view.
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Using purely orthogonal views has the advantages of retaining the familiar plan view
(and Strutt argues that this might be more acceptable to ATCOs than dispensing
with the plan view) and of not exhibiting the perceptual ambiguities associated
with a 3D display, but this carries the disadvantage that the controller may have
to refer potentially to up to three data sources to extract the required information.
With Strutt’s proposal of combination, the ATCO might be expected to refer to
the 3D display for spatial awareness, then to the orthogonal views if a more precise
‘check reading’ of any dimension is required. However, multiple views sharing the
same display device reduce the resolution of each, and multiple views on multiple
display devices increase the required display area. If the integrated 3D picture alone

is sufficient, then multiple views may be dispensed with.

2.7 This Research

This thesis addresses the application of integrated 3D pictorial displays to air traffic
control, and tries to tackle some of the issues raised above. It builds on the research
cited above, and extends Burnett’s work in particular, since this was the only study
found which compared performance of controllers between a 2D PPI and 3D pictorial
display. From Burnett’s study, the tasks of conflict detection, visual search and a
variant of the memory task are adopted. This will enable this research to verify and
amplify on the results previously obtained. In addition, new aspects are introduced

extending the work above:

1. A task investigating the effect of display type on reading azimuth angles and
distances is introduced. This is to supplement the work of Ellis et al. in this
fleld, and to try to gauge the magnitude of errors to determine whether the

accuracy is adequate for air traffic control.

2. A preliminary investigation was made of the effects of different types of pro-

jection on the reading of azimuth angle and relative distance.

3. An active ‘chaser’ task was introduced. This looked at the effect of display

format on selection and direct control of the trajectory of an object space.

4. The effect of adding stereopsis to a pseudo-3D display was investigated.
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5. A comparison was made between two populations; individuals untrained in air
traffic control, and currently operational ATCOs. This was to assess the effect

of training biases for the two-dimensional display format.
6. Evaluation of a virtual reality display.

Before this research can be examined in more detail, however, it is first necessary
to introduce some of the theory of three-dimensional displays. This will be discussed

. in the next chapter.
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Chapter 3
Three-Dimensional Displays

3.1 Introduction

This chapter introduces 3D displays: The definition of 3D displays and the types
that exist, and perceptual issues relating to them.

It is beyond the scope of this thesis to discuss 3D displays in great detail.
However, Wickens, Todd and Seidler of the Aviation Research Laboratory at the
University of Illinois have carried out a comprehensive survey of research into per-
ception, technologies for implementation, and applications of 3D displays [WTS89],

and the reader is referred to this for a more in-depth discussion.

3.1.1 What is a Three-Dimensional Display?

Before talking about 3D displays in detail, it is necessary to define what such a
display actually is. In this thesis, the definition of a 3D display is taken from the
definition of Wickens, Todd and Seidler, paraphrased thus:

3.1 A three-dimensional display is defined as one which uses any technique, whether
stereoscopy or any of the cues that artists build into o perspective painting, to create

a sense of depth along the line of sight into the display.

Distance information along the LOS into the display (also referred to as the depth-
or z-azis of the display) is known as depth.

Depth information in a scene is conveyed by depth cues. These may be monocu-
lar cues as employed in painting and drawing (e.g. linear and motion perspective,
texture gradients, aerial perspective, relative size, shading, and interposition), mus-
cular sensation cues from the various muscles associated with control of the visual
system (accommodation and convergence), and binocular cues, which result from the
use of two separated eyes (convergence and binocular disparity). Binocular disparity
is of particular interest, as it gives a form of depth perception known as stereop-
sis [Way88, Way89] which, unlike monocular cues, affords the sense of ‘real-world’
depth.
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Displays employing solely monocular cues are defined here as pseudo-3D displays.
Displays displaying a 3D scene with compelling ‘real-world’ depth, such as those

incorporating retinal disparity, are referred to here as true 8D displays.

3.1.2 Virtual Environments and Virtual Realities

A computer can represent and simulate a ‘virtual environment’ (VE). Examples of
VEs include geometrical models (such as an architectural databases), interactive
‘adventure games’ and dynamic simulations such as atmospheric models and flight
simulators. A display may be classified by the relationship between the virtual

environment and the viewer’s real environment.

. Through-the-window. {TTW) (Dissociated perspective.) This refers to the type
of display where the VE is viewed ‘through the window’ of a computer screen
[SD91]. The VE and the real world remain conceptually separate; the viewer

is conceptually on the outside looking in.

Immersive. (Associated perspective.) This type of display typically employs a
binocular HMD to present the viewer with a stereoscopic view of a head-slaved
VE. This presents a view of the VE with a compelling sense of depth which
fills a substantial portion of the viewer’s visual field and moves correspondingly
with the movement of viewer’s head. The effect is to ‘immerse’ the viewer in

the VE, the viewer becoming conceptually part of it.

The VE in the Real World. This is the opposite of immersion, where the VE is
brought into the real world of the viewer. This might be displaying an image in
a seif-contained area of real space (for example, vibrating mirror displays and
the fictional display of the ‘Death Star’ in the film Star Wars), or ‘overlaying’
additional information on the real world (e.g. head-up and helmet-mounted

displays in aircraft).

Most 3D displays currently extant are of the T'T'W type; the viewer’s real world and
the VE are conceptually separate and the effect is of the viewer peering into the vir-
tual world through the ‘window’ of the display device as an ‘outsider’. However, the
immersive type of display allows the viewer to be ‘brought into’ the VE and to be
‘present’ within it. (Indeed, immersive VEs incorporate some representation of the

viewer. At its simplest, this might merely be head position and orientation. A more
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complex representation might include a virtual ‘body’. The viewer becomes not a
passive outside entity but an active element of the VE itself.) The proposed advant-
age of such a display is that since humans are evolved to work in a three-dimensional
spatial environment with information coming in through five senses, then such an
environment used for display and interaction, providing appropriate sensory stimuli
and reacting according to the viewer’s actions in a ‘natural’ way, will provide more
‘natural’ and ‘intuitive’ ways of performing tasks using a computer. The VE is not
merely an environment but for the viewer (or to use a more appropriate term, the
participant) becomes a virtual ‘reality’.

It could be argued that an immersive ATC display, by presenting information in
a manuner even more compatible with how we perceive the real world and allowing
‘natural’ interaction styles, might further reduce workload required to interpret the
spatial relationships in the scene and to interact with it. However, the technology
of VR and research into human factors such as the effects of long-term immersion
are still in their infancy. Many issues would have to be addressed and the current
technical state-of-the-art would have to advance substantially before such a display
could be adopted for ATC even if it were found that immersion yielded signific-
ant advantages as a method of displaying position information and for interacting
with aircraft. This thesis made an initial exploration of this area by showing air
traffic controllers an air traffic visualisation using current immersive technology and

inviting comments.

3.2 Representing a 3D Scene on a 2D Surface

3.2.1 Projection

In computer graphics, the main output device is most commonly a 2D display such
as a CRT or LCD panel. In order for a 3D scene to be displayed,. it must be
projected onto the 2D image display surface. A 3D display of a scene which has
been constructed through such projections is sometimes termed a three-dimensional
perspective display. Methods for projection are well understood and so will not be
described here in great depth. The reader is referred to Foley, Van Dam, Feiner and
Hughes [FVFH90] for more detailed discussions of the virtual camera model used in

such projections. However, the basic principles (with some simplifications) will be
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described here, using terminology based on the ACM CORE camera model.

A three-dimensional scene is typically represented inside a computer as 3D geo-
metrical information using a Cartesian frame of reference known as world coordin-
ates (WC). This must be transformed and projected onto the screen (or, to be more

precise, onto a rectangular area of the screen known as the viewport).

The projection geometry is shown in Figure 3.1. Conceptually, a virtual eye-

Object in scene

S

cop Projection of object
onio view plane

vP

Figure 3.1: Projection Geometry

point/camera ‘views’ the scene from a certain position and orientation. The virtual
camera is located at a point in WC space known as the centre of projection (COP).
The line of sight into the scene is called the View Plane Normal and this, along with
a view up vector, serves to orientate the camera in space. Objects in the scene are
projected onto a plane called the view plane, which is an infinite plane orthogonal
to the VPN. A rectangular area on the viewplane, called the view plane window, is
defined to map to the viewport and so the projections of objects which fall into the

view plane window are displayed on the screen.
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There are wo main classes of projection: Perspective and parallel (Figure 3.2).

The above describes a perspective projection. Under such a projection, the angle
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Figure 3.2: Perspective and Parallel Projection

subtended by the projection of an object on the VP will decrease with the object’s
increasing distance along the VPN (its z-depth); in other words, objects appear to
be smaller the greater their depth, even though their size in the WC model remains
the same. Perspective projections exhibit linear perspective. The second class of
projection is the parallel projection, where the COP is moved back to infinity. In
this class of projection, there is no linear perspective: The angle subtended by the
projection of an object on the viewplane does not depend on the z-depth of the
object and so its displayed size does not vary with depth. In the case of a parallel
projection, it no longer makes sense to talk about a centre of projection, so the term
direction of projection (DOP) is used instead.

Note that, confusingly, even under parallel projection this type of display is still
known as a 3D perspective display in some literature, since a parallel projection is

a special case of a perspective projection.

Two further parameters may be defined where the display presents an ‘outside-
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in’ perspective where exocentric judgments are required to be made relative to a
reference object in the scene. The elevation viewing angle is the angle which the
virtual camera looks down upon or up to the reference object. The azimuth view-
ing angle is the angle from which the object is viewed with respect to a reference

direction.

3.2.2 Viewing

The previous section described the paré,meters necessary to specify the view. This

section describes the geometry of perspective viewing, shown in Figure 3.3. This is

Display Image
Plane

! Viewport

<4 D VA GFOV

| vD

Figure 3.3: Viewing Geometry

analogous to the geometry of projection: The observer’s eye, situated at the view
point (VP), is viewing the image on the viewport (corresponding to the view plane
window) which is a rectangular area on an infinite plane called the display image
plane (corresponding to the view plane). The distance of the eye from the display
screen is called the viewing distance (VD). The point in real space corresponding
to the centre of projection called the station point! (SP). In Figure 3.3, the station

point and the view point are coincident, but this is not necessarily the case, as will

YThe station point is sometimes also called the ‘centre of projection’ in cognitive psychology. The
COP in computer graphics refers to the virtual camera’s position in WG space and the psychology
‘centre of projection’ refers to the analogous point in real space. The latter will henceforth be

referred to as the station point to avoid confusion.
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be described below.

Two other terms are defined related to viewing geometry. The visual angle (VA)
of the viewport is the angle subtended by the viewport as it is observed by the
viewer. 'I'he display or geometric field of view (GFOV) is the angle depicted by the
display image from the station pointZ.

As already stated, the station point and the view point are not necessarily co-
incident. If they are, then the visual angle and the field of view will be equal and
objects in the world, and their depic.tion on the display, will be aligned. If the view
point is closer to the display plane than the station point, then the display is mag-
nified relative to the viewing distance, as if seen through a long focal length lens
(see Figure 3.4(a): Points A’ and B’ are where objects A and B would be perceived
to be by the observer). If the view point is further from the display plane than the
station point, then the display is minified, as if viewed through a wide-angle lens
(Figure 3.4(b)).
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Figure 3.4: Display Magnification and Minification

*There is some confusion over the terminology adopted in literature: Some use the term ‘field
of view’ to describe what is here called the visual angle; others use the same term to describe what
is here called the geometric field of view.
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3.2.3 Perceptual Issues
Overview

As has already been stated in Chapter 1, projecting a 3D object on a 2I) image
surface results in an inherent ambiguity with respect to determination of distances
along the LOS into the display; dimensions lying in a plane perpendicular to the
LOS are represented unambiguously whereas dimensions along the LOS are ‘lost’.
This may be illustrated by considering the 2D PPI as being a 3D display viewed
directly from above from infinity (orthographic parallel projection); distances in the
plane of the ground are represented unambiguously, whilst height information is lost
altogether and so needs to be represented by some other means (in the case of an
© ATC display, by a digital readout}. In a 3D display with an arbitrary line of sight,
there will be some loss of precision in reading both horizontal and vertical distances.

The choice of viewing and projection parameters affects the appearance of the
scene, and this in turn may affect how a viewer perceives it. This complicates
considerably the design of such displays, especially since there are no guidelines
for optimising these parameters. However, there have been empirical studies which
have measured the distortions to perception of a scene when viewed from particular

perspectives and these can serve as guidance.

Minification and Magnification

Generally, in a minified display, objects will be perceived closer together {or smaller)
than they really are, whereas the reverse is true of magnified displays. The subject-
ive effects of minification and magnification are well understood and exploited by
photographers, who achieve the same results by varying the focal length of the
lens used. Wide-angled lenses (those which give minification) are used to emphas-
ise linear perspective as well as to give expanded coverage of a scene and depth of
field. Long focal length lenses {those which give magnification) are used to compress

perspective as well as to select elements in a scene and minimise depth of field.
A perceptual ‘minification’ has been shown to occur when viewing a 3D per-
spective display. Even with the viewpoint and station point coincident, objects are

perceived as closer together than they really are.
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Exocentric Judgments of Azimuth and Elevation Angle

Studies have shown that in perspective displays, there are errors in the exocentric
judgments of the relative direction of one object from another that vary with both
the true relative direction of the objects and with the perspective parameters used
to generate the display [ME86, BLR90, ETGS91]. Such judgments are of the type
which might be required in ATC, for example for the relative positioning of two
aircraft [WT'S89].

Various models have been proposed to explain and predict such judgmental
errors. One is the Viewpoint Misestimation Model, described by Ellis, Tharp, Grun-
wald and Smith [ETGS91]. In this model, angles in the display are distorted because
depicted azimuth angles are rotated out of and displaced from the plane of projec-
tion, the amount of rotation and displacement determining the distortion. (As a
corollary, the projection will be undistorted only if viewed in plan, since the azi-
muth angles will then lie within the plane of projection——this is the situation with
the PPI display.) It seems logical that viewers would use their perceived view dir-
ection when trying to judge azimuth, but if there is an error between the perceived
viewing direction and the actual viewing direction, then there will be an error in
judgment. This will occur in general when the viewer’s head direction when looking
at the display is different from that used when constructing the image. Ellis et
al. further propose that another contributing factor to viewpoint misestimation, in
particular causing an observed overestimation of slant angle, could be cues to the
display surface.

Ellis et al. suggest that compensating these biases can be expected to improve

perspective display design. Compensations may be by:

1. Stereo viewing or more oblique viewing to correct for the tendency to perceive
the view direction too orthogonal to the ground reference (slant overestima-

tion). (Stereo viewing helps to remove cues to the display surface.)
2. Training.

3. Symbolic enhancements, such as compass roses, at the expense of increased
clutter [EH90].

Ellis and Hacisalihzade [EH90| studied exocentric azimuth judgment between two

objects on a perspective display with a ground grid and a compass rose centered
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on the reference object. They also found obvious modulation of azimuth estim-
ation error with target azimuth angle, estimation errors being vanishingly small
at the particular azimuth angles where compass rose rays were present. Ellis and
Hacisalihzade report that other studies found similar error estimation patterns from
situations in which no perceptual compensation for a perspective projection was re-
quired (similar to the 2D PPI case here). These errors appeared to reflect some sort
of normalisation process in which angles which were close in size to implicit stand-
ards (i.e. 0°, 90°, 180°, 270°) were erroneously judged to be closer to the standards

than they in fact were.

Other Perceptual Effects

" From Wickens, Todd and Seidler’s summary [WTS89], the following observations

have been drawmn.

1. Minimum biases occur for a large GFOV matched with a large viewing angle.

Biases tend to be smaller when the GFOV and viewing angle are matched.

2. Higher elevation viewing angles reduce the magnitude of azimuth errors. In
the extreme case, an elevation of 90° gives a plan view and best azimuth angle
judgments. Ellis and McGreevy chose an elevation angle of 30° as the optimum

for their CDTI, based on pilot opinion.

3. Changing elevation angle produces a tradeoff in quality of performance between
judgments of altitude and horizontal distance. Cornbined performance at both
has been found to be better at a lower elevation angle of 15° than at a higher

elevation angle of 45°.

Implications for Design

To summarise, empirical evidence suggests that there are various ambiguities and
biases associated with three-dimensional perspective displays. Aside from these
studies, no guidelines exist for aiding the display designer in optimising these para-
meters. Burnett and Barfield [BBO1] suggest that further study is required regarding
optimisation of viewing parameters.

The best approach for designers would therefore seem to be as follows: Select

an initial set of parameters based on task requirements, ‘common sense’ and empir-
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ical evidence, and then trial and optimise iteratively. However, optimisation would
involve extensive experimentation a lot of time, since there are numerous paramet-
ers which interact, and the designers of displays reviewed in this research took a
more pragmatic approach. For example, Ellis, McGreevy and Hitchcock [EMH84]
chose the elevation angle for their CDTT based on pilot opinion. This pragmatic ap-
proach was similarly adopted by the author for the displays developed in this thesis,
although it is acknowledged that any operational implementation would need to

consider more carefully the optimisation of viewing parameters.

3.3 Creating the 3D Effect: Depth Cues

3.3.1 Introduction

As stated in Quote 3.1 above, a 3D display is one which can represent depth along
the line of sight. Depth perception may be divided into three parts: The judgment
of absolute distance (‘how far away is that object from my point of view’), the
judgment of relative distance (‘how far are those objects from each other’) and the
perception of the object itself as three-dimensional (‘what is the true 3D shape of
that object’) [WTS89]. The sense of depth in an image or a scene is conveyed by one
or more depth cues. For exocentric air traffic situation displays, the chief concern is
the judgment of relative distance, so depth cues which convey this aspect of depth
are particularly relevant.

Depth cues have been studied both singly and in combinations. The effect of
adding a depth cue to a display may be either super-additive (the cue enhances the
sense of depth) or subtractive (its influence diminishes the sense of depth).

Some depth cues are more salient than others—if two cues conflict, then one
may dominate over another. However, which cue dominates depends on the cues
employed and also on the circumstances and, to some extent, the preconceptions
of the observer, which may even extend to cultural differences. As Gregory states
[Gre90], no features determine depth or form-—they only increase probabilities of
seeing in particular ways. (See Chapter 10 of Gregory’s fascinating and very readable
Eye and Brain [Gre90] for a more general discussion of how we see depth.)

The studies therefore indicate a weighted additive model of depth cues: Per-

ception of depth increases as an additive function of cues, with some cues weighted
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more heavily than others. Although general conclusions may be drawn as to the
relative dominance of cues, this appears to be somewhat task dependent. For ex-
ample, considering stereopsis: If the 3D shapes of objects are to be recognised in
a. dynamic environment, then stereopsis has not been found to be a highly salient
cue. However, if 3D locations are to be interpreted or the display is static (or nearly
s0, as in the case of an air traffic situation display), then stereopsis becomes more
salient.

Interactions exist between depth cues and viewing and projection parameters,
and these influence the perception of distances and angles in the displays. Research

into this area is incomplete, however.

:3.3.2 Depth Cues

Depth cues may be represented in the objective stimulus on the retina (called
pictorial or world-centered cues) and or by the state of the visual system (observed-
centered cues). Cues may be further classified under effects of light, occlusion,
object size, height in the visual field, the effects of movement, muscular sensations
and binocular viewing. This section will not review depth cues exhaustively but will

introduce some of the more relevant depth cues to this research.

Retinal Disparity

Due to the horizontal separation of a viewer’s eyes, the retinas of each eye receive
slightly different images of the visual scene. If the disparity between the images is
not too great, the visual system ‘assumes’ that the two images fully represent the
visual scene, and will fuse the images to form the perception of one visual scene
with a sense of depth. However, if disparity is too great, then the visual system will
no longer fuse the images, and double images may be seen.

In creating disparity artificially, a slightly offset image is presented to each eye,
the degree of offset (parallaz) being inversely proportional to the intended distance.
Parallax is typically measured in minutes and seconds of visual angle.

When a viewer fixates on objects in the real world, the accommodation (focus)
and convergence of the eyes are coordinated. This relationship is broken when view-
ing stereoscopic imagery; the viewer’s eyes converge as though the images are in

front of or behind the image plane but the eyes focus on the display plane. Discrep-
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ancies between accommodation and convergence may result in viewer discomfort,
confusion and loss of stereopsis. Tolin [Tol87] states that these discrepancies should
be minimised by using only the smallest possible amounts of parallax by placing
objects at the centre of attention or objects requiring prolonged fixation at or near
the display plane. He also states that the sense of depth may be greatly enhanced
by the addition of monocular depth cues, particularly perspective.

In his paper on the theory, benefits and pitfalls of using retinal disparity, Tolin
makes several observations about the ability of people to perceive sterec images
[Tol87]. Stereoacuity amongst the general population is variable; according to es-
timates, 2-10% of the population fail to experience stereopsis, and perhaps a further
10% experience the effect only to a limited extent. Furthermore, stereoacuity is not
constant with individuals, and can be improved with practice; experienced observ-
ers will probably perceive a stereo display differently from inexperienced ones. This

complicates the evaluation of stereoscopic displays.

Object Size Cues

In perspective projections, the size of the projection of the object on the viewplane
varies with its distance from the COP. In a perspective projection, object size depth

cues may be useful.

Size-distance invariance. When the true size of an object is known or estimated,
then the size of the visual angle subtended by its retinal image can be used
to calculate the distance of the object from the observer according to the

approximate relationship:
Size = Visual Angle x Distance (3.1)
This has two corollaries:

1. Objects of a greater visual angle are perceived as closer than those of a

smaller angle.
2. Objects of the same visual angle are perceived as being the same distance

away.

Size-distance invariance is applicable primarily to familiar objects whose true

sizes are known.
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Size by occlusion. Perceived objects size is supported by occlusion, with object
size estimated by the number of elementary texture elements of a background
surface occluded by that object. However, a relative distance cue is reliable

only if the texture of the surface is uniform behind all objects.

Familiar size. A familiar object tends to maintain a constant perceived size, no
matter what its objective visual angle. The perceived distance of that object
then becomes a function of the visual angle it subtends. This is also known as
size constancy or constancy scaling. (However, see [MVE72] for evidence that
size constancy is a function of accommodation rather than of distance of the

seen object.)

" These cues enable the absolute distances of objects from the observer to be estim-
ated. Further, the cues of size-distance invariance and familiar size tend to work
primarily for familiar objects whose sizes are known, and aircraft representations in
a 3D air traffic display are not ‘familiar’ objects but may be abstract representations.

Despite these limitations, these cues may still prove to be useful to the type of
application under investigation here. In an exocentric air traffic display, it is the
relative distances of aircraft (their separations from each other) which are import-
ant, rather than absolute distances (of each aircraft from the observer). If aircraft
symbols were represented as 3D solids, a useful relative distance cue might result
from the relative visual angles subtended by their projections onto the display. 'This
was studied in the preliminary investigation described in the following chapter and

is discussed in §4.2.6.

Occlusion or Interposition

The interposition of objects acts as a cue to their perceived depth. This is ‘the result
of perceptual organisation of the objective image by the observer’ [WTS89]. When
we view two objects, a near one appearing to occlude a distant one, we ‘assume’
that the distant object continues behind the occluding one. More familiar objects
therefore increase the effectiveness of occlusion. Apparatus for upsetting this depth
cue is shown in [Gre90], page 183.

Considering air traffic situation displays, it would be possible to use occlusion

as a depth cue if, for example, aircraft were represented by solid shapes and were
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allowed to occlude each other and other symbology. This was investigated briefly in

a preliminary investigation and is discussed in §4.2.6.

Height in the Visual Field

‘The higher an object is in the visual field, the further it appears to lie from the
observer; in a typical scene, it is assumed that the foreground is low and the horizon
is high (when looking down on objects; if objects are viewed from below, this cue
can be misleading) [WTS89].

Texture Gradients

The texture of a surface affects the perception of its depth. Texture ‘s defined by
the size and spacing of elementary features of which it is composed’ and gradient
as ‘the change of texture perceived as one looks from one’s feet up to the horizon’
[WT'S89]. When texture gradients are used as a depth cue, the viewer assumes that
elementary features are roughly the same size and are spaced approximately equally
across the surface. _ | _
If texture elements are all of objectively equal size and objéctively consistent
density, then the change in width of an elementary feature gives a sense of Iinear
perspective. Linear perspective is only exhibited where perspective projection is used

to construct the scene, and is absent in parallel projections, as discussed above.

Light Effects

The effects of light can convey a sense of depth in several ways:

Luminance/brightness effects. Objects, parts of objects or regions may be per-
ceived to be at different depths simply as a result of the differences in lu-
minance. This phenomenon has been emploved to give a ‘3D effect to ‘but-
tons’ and other graphical components in graphical user interfaces, for example.
However, the direction of this perception has been shown to differ between in-
dividuals; no consistent trend has been found for darker shades to signal either
closer or more distant regions. In designing a ‘3D button’ graphical object, the
author has himself experienced this problem; some subjects thought a button

‘in’ were some perceived the button in the same state as ‘out’.
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Proximity Luminance Covariance. Variation in brightness can induce a sense
of depth; in viewing a computer-generated, luminous wire-frame object, brighter
parts appear to be closer to the observer than dimmer parts. This is also known

in computer graphics as depth cueing ([FVFH90], p. 690).

Aerial Perspective. In real life, atmospheric effects may result in the objective
colour of a distant being desaturated and taking on a bluish hue. Desatur-
ating and/or adding the environment’s ambient cue to an object’s colour can

therefore affect the perceived depth of an object.

Shadows and Highlights. An object’s perceived depth and surface shape may be
affected by the presence of shadows and highlights.

Colour. Differences in colour may effect perceived depth. For example, two juxta~

posed regions of different colours may be perceived at different depths.

3.3.83 Nuisance Cues and Cue Conflicts

Depth cues may introduce undesirable ‘nuisance’ effects, and conflict with other
depth cues. For example, cues to the display surface (screen) may indicate to the
viewer that the image is flat rather than three-dimensional. An object displayed
stereoscopically with negative disparity may appear in front of the screen, but if it
touches the edge of the screen it may also appear to be cut off by the surround,
suggesting that it is behind the display plane [Tol87]. A more compelling sense of

depth may be created by removing such nuisance cues.

3.3.4 Cue Combinations

The number and type of depth cues employed is a trade-off between implementation
cost and effectiveness. For example, research suggests that retinal disparity is a
particularly salient cue for relatively static scenes; however stereopsis is expensive
to implement compared with monocular cues, and any performance advantage which
it gives must be weighed against these costs.

Theoretically, for the ATC application, where 3D location is important, stereop-
sis might be a highly salient depth cue. Regarding other cues, however, there is less
certainty as to which cue combinations are the most effective. The theories from

cognitive psychology may be consulted in the display design process, with the caveat
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that the research is incomplete and its conclusions may be highly task-dependent.
To illustrate this, the following discussion presents some studies where stereopsis
has been added to aviation displays.

Trials by Zenyuh, Reising, Walachi and Biers [ZRWBS88] and Mazur and Reising
[MR90] studied the effect of adding depth cues to the same format of tactical air
situation display (display of positions of aircraft relative to an ‘ownship’). Zenyuh
et al. compared the addition of stereopsis to the cue of familiar object size and found
improved performance (measured in terms of response speed and accuracy in a search
task) where stereopsis was present, but there were no significant advantages where
either was the sole cue used; i.e. the study did not imply that either cue alone was
more effective. Mazur and Reising found that for the particular cue combinations
they studied (all possible one, two and three cue combinations out of stereo-3D,
aerial perspective and familiar object size) a law of diminishing returns appears
to set in with regard to the number of cues. In a task measuring performance in
determining aircraft location (response time and accuracy), there was a marked
improvement in performance in going from one to two depth cues, but three cues
did not seem to give a significant further advantage; further, they found that the
type of depth cue did not appear to have a differential effect, that is, it made a
difference if one or two depth cues were displayed, but the particular cues used had
no significant influence.

These trials showed that stereopsis did have an effect, but that it was no more
effective than any other depth cue tried. This would seem to contradict some of the
cognitive psychology (as opposed to application-orientated) research: According to
Wickens, Todd and Seidler’s review [WTS89], stereopsis is more salient than aerial
perspective, whereas Mazur and Reising found stereopsis and aerial perspective to
be equally weighted.

Studies by Way [Way88, Way89] adding stereopsis to pictorial cockpit displays
found that response time and error frequency were both reduced where disparity
augmented real-world depth, but made no difference when used to make an element
of an otherwise flat display more noticeable.

Steiner and Dotson [SD90] added stereopsis to a plan-view tactical air traffic
display with solid aircraft symbols. They found that response times were faster
and errors were fewer in the 2D case for all traffic densities tried than for the plan

view plus stereopsis. They proposed three explanations for this finding. Firstly,
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the ability to see stereoscopic depth on a CRT must be learned. Secondly, with a
2D display all of the information can be in focus at one time, but with a 3D display
the convergence of the eyes must be varied when viewing different parts of the dis-
play. Finally, they postulated a certain fascination factor with stereoscopic displays
which may cause subjects who are unfamiliar with them to gaze at the display.

In summary, these studies seem to suggest that:

1. Stereopsis enhances depth in conjunction with certain monocular cues, but

may be no more effective than any other depth cue when used by itself.

2. There may be a number of depth cues beyond which depth perception does

not significantly improve.

However, these must be considered with the caveat that they may only be applicable
to the cue combinations and tasks in the studies from which they were derived.
As ever, cognitive theory may be applied in designs, but the final design must

always be validated empirically.

3.4 Chapter Summary

This chapter has first defined what is meant by a 3D display in this thesis, and
introduced a taxonomy of displays based on the relationship between the viewer
and the displayed scene. Next, the way in which a 3D image is generated and
viewed was introduced, and it was observed that viewing and projection may bias
the way in which a viewer interprets the image. Different depth cues (cues which
signal to the visual system of the viewer that an image is three-dimensional rather
than flat) were then introduced.

In the next chapter, some of this theory is applied to the development of a

3D display for air traffic control.
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Chapter 4
Displays for Air Traffic Control

4.1 Introduction

4.1.1 Overview

The preceding chapters have introduced air traffic conirol and three-dimensional
displays and have cited possible benefits which a 3D display might bring to ATC.
This chapter first examines some of the issues in implementing a 3D display for ATC.
A preliminary display design, used to demonstrate the feasibility of such displays
and as an initial development step, and its implementation on a workstation are then
described and discussed. This preliminary display was a precursor for the display
formats used in the pilot study, the development of which is then described.

The technology used to implement immersive displays is very different from that
used for displays implemented on workstations, and has different limitations and
restrictions. The development of the immersive 3D displays for demonstration in

the pilot study is thus described separately at the end of the chapter.

4.1.2 Three-Dimensional Display Design Considerations

It has already been observed that 3D displays are not a panacea for the display
of spatial relationships or other multidimensional data, and bad design or inap-
propriate application may negate any benefits over a well-designed 2D equivalent
[Tol87, ENI89]. The display design must be suited to the task and must consider the
capabilities and limitations of the human cognitive system [YAS85].

Principles used in the design of 2D displays are generally well established since
the technology is mature and well understood, and some of these principles may
be applied to 3D displays. However, as has been shown in the preceding chapter,
3D displays carry additional design issues. Further, current theories of 3D percep-
tion are still not sufficiently complete to give comprehensive, concrete guidelines
relating to the design of 3D displays. Some researchers (e.g. Ellis {E1189] and Wick-
ens and Todd [WT90)) have written observations on 3D display design based on
their experimental work, and Wickens, Todd and Seidler [WTS89] have compiled a



4. Displays for Air Traffic Control 76

survey of research results to aid designers (and this has been referred to extensively
in this research). However, these are insufficient to form a display designer’s ‘bible’,
and so it is up to the designer to apply the relevant information from the research
literature as best he or she can, and then to validate the design with experiments.
This is the methodology adopted in this research.

Some of the design considerations pertaining to 3D displays include:

1. Choice of depth cues. The choices are partly dependent on the chosen /available

display and image generation technologies as well as on perceptual issues.

2. Choice of viewing parameters. These include geometric field of view, eleva-
tion, azimuth and vertical exaggeration. The choice of viewing parameters is
important, since they have been shown directly to impart biases influencing
the interpretation of spatial parameters [EMHS84, ETGS91]. As Wickens et al.
state [WTS89)]:

4.1 ...these various factors considerably complicate the design of perspective
displays, and suggest the need for principles which optimize the setting of all

parameters.

3. Symbolic enhancements, deliberately introduced distortions ‘or training to

counteract the perceptual problems associated with 3D displays [BLRS0].
4. Clutter.

5. Control of viewing parameters. Is it necessary for the operator to be able to
control the viewpoint and other viewing parameters? If such manipulations

are permitted, what are the effects?
6. Representation of elements in the display (appearance, size, colour efc.).
7. Implementation issues. Choice of image generation and display hardware.

8. Restrictions due to working environment, human factors of operation (e.g. fa-
tigue, screening operators for stereo acuity and colour vision), acquisition and

operating costs, required changes in training and operational practice, etc.

These considerations are not isolated; there is a degree of interaction between them

and also a strong dependence on the task for which the display is being designed. As
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with all engineering, display design is necessarily a compromise between the different
factors.

4.2 Preliminary Design Investigation

4.2.1 Introduction

Relevant research material relating to ATC and 3D displays having been reviewed,
a preliminary investigation was made of 3D displays for ATC resulting in the de-
velopment of a basic demonstration display of a rudimentary air traffic simulation.

The purpose of this was:

1. To serve as an initial step in the development of a suitable display format for
a 3D air traffic display for controliers, and to gain feedback from individuals

to whom it was demonstrated,
2. to develop a basic air traffic simulation,

3. to demonstrate the feasibility of the concept of a 3D visualisation of air traffic
for ATC, and

4. to serve as a demonstrator to generate interest in and possibly support for the

research.

The final demonstrator was presented to interested parties at CAA NATS (National
Air Traffic Services).

Three display formats were developed: A 2D PPI, a pseudo-3D T'TW display
and an immersive 3D display. The 2D and pseudo-3D displays were implemented
on a Sun SPARCStation II workstation, using 2D and 3D graphics libraries writéen
by the author earlier in the research programme. In the pseudo-3D display, it
was possible to specify an arbitrary viewpoint and viewing angle {i.e. the user had
control of the location of the COP and the direction of the VPN). The displays
showed aircraft movements over a 60 x 60 n.mi. area; larger than representative for
approach control but smaller than for some en-route sectors. A list of requirements

for information content if the displays was first compiled. These included:

L. Aircraft spatial position information:
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(a) Ground position (i.e. the position of the aircraft over the ground, neg-
lecting its altitude).
(b) Altitude. This must be readable to the precision provided by a mode-C

readout (i.e. 100 ft accuracy).
2. Callsign/mode-A code.
3. Approximate speed information.

4. Track/heading information.

The display formats were then designed to meet these requirements.

The air traffic was driven by a basic simulation. This supported an arbitrary
- number of aircraft moving on preprogrammed flight paths, a flight path being a route
through 3D space specified by a number of waypoints, each waypoint comprising a
ground fix and an altitude. The simulation computed the positions of the aircraft
every 0.5s, but the actual displayed positions of the aircraft were updated only every
4s to simulate the sweep time of a radar.

The following sections discuss the 2D and pseudo-3D digplays developed on the
Sun workstations. First, initial prototype formats and the simulation are described.
A discussion of the prototype design then follows, followed by discussion of the design
of the displays used in the experiments in the light of this preliminary investigation.

The immersive display design and development are discussed separately in §4.4.

4.2.2 2D PPI Display

A diagram showing the format of the prototype 2D PPl is shown in Figure 4.1.
Range rings were shown in grey at 10 n.mi. intervals over a black background. User-
defined navigation points were represented as blue crosses (as a sort of rudimentary
video map).

Aircraft were represented by a filled square centered over the radar position and
a heading line, both in green. Associated with each aircraft was an alphanumeric
datablock showing callsign and altitude (in hundreds of feet}, attached to its associ-
ated ajrcraft symbol by a leader line. Figure 4.1 shows two aircraft: BM298 heading
north at 8000 ft, and BAO45 heading east at 5000 ft.

In order to avoid the datablocks overlapping, a simple datablock overlap avoid-

ance algorithm was implemented. Each datablock could be displayed in one of eight
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Navigation Point
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Figure 4.1: Prototype 2D PPI Display

positions around the aircraft symbol (N, NE, E, etc.). When each datablock was
displayed, its bounding box (smallest bounding rectangle) was computed and tested
in each of the eight positions in turn (starting from N and working clockwise) until
the first position where it did not overlap another datablock’s bounding box was
found, where it was displayed. (If no non-overlapping position was found, the dat-
ablock was displayed in the N position.) This does not avoid datablocks overlapping
the aircraft position symbols themselves, but the basic algorithm could be extended
to include the aircraft symbol with the datablock in the bounding box. If this is
done, a significant part of the bounding box would then be empty, so a more com-
plex bounding polygon would have to be defined to increase display area utilisation.
However, the sirnulations had only a small number of aircraft, so this was not a

problem.

4.2.3 3D TTW Display

The 3D display format was based on Ellis, McGreevy and Hitcheock’s Cockpit Dis-
play of Traffic Information (CDTIT) [EMHS84]. The layout of the 3D TTW display
is shown in Figure 4.2. The 3D view window shows the view from a hypothetical

viewpoint, the position and orientation of which may be adjusted by the user. To
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Figure 4.2: Prototype 3D TTW Display Layout
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the right of this are various sub-displays and controls. The 2D PPI sub-display
shows the positions of all aircraft in plan, without datablocks, the plan position of
the viewpoint and its current view azimuth (represented by a red filled square and
a red line projecting from it in the appropriate direction). The user could move the
plan position of the camera by moving a cursor (controlled by a three-button mouse)
over the desired spot and pressing the left mouse button. As long as the button was
heid, the viewpoint followed the movement of the cursor within the PPI, and the
view in the 3D view window changed accordingly. Releasing the button released the
viewpoint from the cursor at its current position. The view azimuth was controlled
by a circular ‘slider’; the user could ‘grab’ the slider bar with the mouse and move
it to the desired azimuth as desired, again with the scene in the 3D view window
being updated as a result. A digital readout in the centre of the slider gave the
view azimuth in degrees. The viewpoint’s elevation (tilt) and height were similarly
controlled by two linear sliders, each with a digital readout below it. Elevation
was restricted to £90°, with 0° being horizontal. No viewpoint ‘roll control’ was
provided, since it was thought that this would be of limited use and could contribute
to disorientation if it were permitted.

Stili earlier versions of the prototype lacked the 2D sub-display and used a
5 degree-of-freedom input device (the Desktop Bat [SD91]) for viewpoint orienta-
tion and position control. However, using this device, the author experienced great
difficulty in orientating himself within the environment, and so the 2D display and
control sliders were introduced to provide a simple, albeit non-integrated, control
over viewpoint position and orientation.

Aircraft were represented as non-regular flai-shaded tetrahedra, stretched along
one axis with the long axis aligned with the aircraft’s heading. The symbol was
defined in world coordinate space and a perspective projection was used with a wide
geometric field of view (approx. 90°), so the displayed size of the aircraft symbol
varied with its depth, the aim being to provide object size depth cues.

The ground plane was represented by a square grid instead of range rings, fol-
lowing the example of Ellis et ol.’s CDTT (§2.6.3). This provided a depth cue in the
form of a texture gradient. (Moreover, this eased implementation since the author’s
graphics package did not support 3D circle drawing, although this could have been
implemented.) The grid interval was set to 10 n.mi. As in the 2D PPI, it was dis-
played as grey line segments on the black background, with navigation points being
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digplayed as blue crosses.

As with the CDTI, a vertical drop line was projected downward from each air-
craft to the ground plane to represent the aircraft’s height and to show its position
over the ground. This was omitted on a trial basis, but the author found that
without it there were insufficient depth cues to be able to determine the positions
of the aircraft in space. It would also be possible to project lines horizontally onto
two orthogonal vertical planes (NS and EW); however, this would probably lead
to excessive clutter and be of little additional benefit, apart from showing relative

heights more clearly.

_ The 3D view display was drawn in the following order: Ground plane grid, nav-
“igation points, datablocks and leader lines, drop lines, and finally aircraft symbols.
Aircraft symbols were flat-shaded (Lambertian shading) and Z-buffered (in soft-
ware). This meant that they obscured each other and also other symbology. The

aim was to see whether occlusion could be used as a depth cue.

4.2.4 Simulation

The simulation of an air traffic scenario was specified in a human-readable ASCII
script file which was read at the start of the simulation. This specified each aircraft’s
callsign, its initial heading, position, altitude and speed, and an optional flight path
defined by two or more waypoints (given as a ground position and altitude). A new
speed could also be specified at each waypoint if desired. (Without the flight path,

the aircraft just proceeded according to its initial conditions.)

The behaviour of each aircraft was determined by a simple mathematical model.
This was constructed in a layered manner similar to antomatic flight control systems,
although greatly simplified. A simple model was used to simulate the aircraft’s flight
dynamic characteristics. Around this was ‘wrapped’ a simple autopilot capable of
capturing and maintaining the values of certain flight parameters (altitude, heading,
speed). This in turn was driven by demands from the flight path specified in the

scenario script file.

Aircraft were represented as point masses and their basic behaviour was modelled
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by simple dynamics equations:

ds = u dt + Lade?
Position dr = dssind

dy = dscos ¢
Altitude dz = —w dt
Speed U =y - Udt
Heading d¢ = arctan

where:

(u,v,w) are velocities along the aircraft’s body-fixed X (longitudinal, roll), Y
(lateral, pitch, positive right) and Z (vertical, yaw, positive down) axes re-

spectively
% is the acceleration along the aircraft’s X axis

(z,y,%z) are the aircraft’s position in world coordinates (z is positive east, y is

positive north and z is altitude, positive up}

¢ is the aircraft’s heading (the angle between the aircraft’s X axis and north (the

world y-axis)

‘T'he aircraft being modelled as a point, its yaw, pitch and roll angles were set to
zero: Therefore, the aircraft Z axis was always parallel with the world » axis (but
in the oppeosite direction).

The ‘autopilot’ simulation worked by simple feedback, responding to demand

altitude z;, demand speed 44 and demand heading ¢4 and controlling w, % and v

respectively:
Rery '—(zd - Z); W= AZepr ( -W <w W)
Ugpr = Ug — U; U= Bugy :(-U<au<l)
epp = bg— ¢y v = Ceerr ( V<o V)

Where Zepr, Uerr 80 @err are error terms, A, B and C are fixed ‘gains’ and W, U and
V' are maxima,/minima (W and U being fixed, and V (maximum turn rate) being
given by the expression V = wtan(M dt) where M is the maximum turn rate (3°

per second for a ‘standard’ turn). The gains and maximum rates were all fixed, so
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the aircraft all had the same performance. Varying these terms would allow aircraft
of different performances to be modelled.

Demand terms were from the script file. Each waypoint might specify a new
demand heading or altitude, for example, and then the aircraft would turn, climb
or descend as the autopilot ‘captured’ the new parameter, which would then be
maintained until the next waypoint.

The simulation was designed to be only loosely coﬁpled to the display parts
of the program, so that the same ‘core’ could be used for the different display
formats. This approach was adopted throughout this research, and considerably

eased development.

1 4.2.5 Implementation

The simulation and displays were written in C++ [Str91a] and implemented on a Sun
SPARCStation II workstation running the SunOS version of the UNIX operating
system. 2D and 3D graphics support were provided by a machine-independent
graphics library developed by the author and based on a specification developed
for another project (the QMW-developed Graphics Interface Layer of the SPIRIT
European workstation project [BHRR92]). The X11 windows system provided the
interface between the library and the hardware. The original motivation behind this
was to allow portability.

The simulation was constructed as an event-driven object-orientated message
passing system. Elements in the simulation (aircraft, the environment, navigation
points etc.} were all represented by C-+-+ objects. Each simulation object type im-
plemented some common interface functions (in particular, the functions Render and
Behave were supported by all objects). Non-simulation objects included graphical
user interface (GUI) elements (e.g. the slider objects). The GUI elements were im-
plemented by the simulation application instead of relying on toolkits {such as Motif
or Xtk toolkits under the X11 windowing system) to achieve greater portability.

Objects could send messages to each other in response to events. The simulation
was driven by a timer which periodically triggered events, such as simulation object
behaviour (e.g. aircraft model computation), aircraft displayed position update, time
display update etc.

Animation was achieved using double buffering. The normal approach to double
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buffering is to have two sections of video memory (frame buffers) which can be
displayed in turn. While one frame buffer is being displayed (the ‘front’ buffer), the
next image can be constructed in the buffer which is not being displayed (the ‘back’
buffer) and when the time comes to show it, the video hardware simply switches
buffers, ‘swapping’ front and back buffers. This is efficient, since it requires no
copying to display the next frame (the video hardware simply switches the source of
the screen image from one buffer to another), but requires a lot of display memory,

and may compromise spatial or colour resolution.

Unfortunately, double buffering with frame buffers could not be done because
not all SPARCStation Ils support multiple frame buffers. Therefore, the offscreen
image was drawn in a pixmap in main memory and then copied to the frame buffer
by a pixel block transfer operation when the screen was updated. However, this
Hmits the size of offscreen pixmap and the maximum frame rate. If the areas which
are o be pixel block transferred each frame are too large, then the machines tend
to run out of memory and as displayed area increases, so does the rendering time
and the memory transfer time. If the displayed areas are too small, then legibility

suffers.

In light of this, it was felt that it would be very difficult to support a field-
sequential time multiplexed stereoscopic display on the SPARCStation II since this
would require quad buffering (front and back buffers for each eye). It was therefore
decided to drop the author’s graphics library from the research and to use the then
newly introduced Silicon Graphics workstations, which supported hardware double
buffering and stereo buffering, had much higher graphics performance, and had
their own powerful 3D graphics library (GL), a version of which (OpenGL) exists

on several other platforms {including Sun workstations} giving portability.

4.2.6 Discussion

This section introduces some of the issues raised by implementing and demonstrating
the prototype displays described above. It was beyond the scope of this research
to address all the issues, and some are left as questions for further investigation.
However, the results of the preliminary investigation served as a useful base for

further development and allowed sorne choices to be made.
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Aircraft Symbol

This preliminary implementation explored briefly the possibility of using 3D solids
for aircraft symbols (implemented as polyhedra) to see whether object size depth
cues could be exploited. As discussed in §3.3, the cues of size-distance invariance
and familiar size tend to allow absolute distances from the viewer to be estimated,
and apply mainly to familiar objects. However in an ATC display, although the
symbols are not familiar in everyday experience, it is postulated that differences in
relative distance of two aircraft from each other might be judged from differences in
visual angle subtended by their projections onto the display: If two objects of the
same objective size are displayed, one being twice the distance of the other from
 centre of projection, then the further object will subtend half the visual angle of the
nearer one.

The possibility of using a 3D model to represent the aircraft instead of a simple
fixed-size 2D shape {e.g. square or cross) introduces the further possibilities of mak-
ing the shape in some way representative of the aircraft type, and also of orientating
the symbol with the aircraft it represents so that pitch and bank angles are shown

as well as heading (if such information were available}.

Aircraft come in different shapes and sizes. The ATCO needs to know the broad
characteristics of the aircraft with which he or she is dealing to account for their
relative performance. It might therefore initially seem a good idea if the aircraft
symbols were representative of their types. However, this level of complexity may
not be necessary since aircraft can be ‘lumped’ into similar classes in terms of
performance and wake turbulence category. A better alternative may be to restrict
the symbols to represent these classes. Though a representative aircraft symbol
might appear attractive, one must weigh carefully the costs against the benefits.
Current 2D displays use only the one symbol for aircraft and the ATCO must refer
to the flight strip and memory to identify the aircraft type; however, this does not
appear to be a limitation at present. Incident reports would have to be studied to
determine whether or not misclassification of aircraft by ATC has been a significant
factor in incidents. The costs of implementing a 3D symbol are significantly greater
complexity in modelling, higher graphics performance required and possibly more

clutter.

If the 3D models used to represent the aircraft were of different sizes, this might
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interfere with judgments of relative distance. With a large object displayed in the
foreground and a small object displayed in the background, the differences in the
visual angle subtended by the two objects on the viewplane would not only be due
to their different depths but also to their different true sizes. If the observer fails
properly to take this into account and interprets part or all of the difference in visual
angle due to size alone as due to distance, this might cause him or her to think that
the relative distance is greater than it actually is.

A further complication is that the cross-sectional area of an aircraft is much
less than the area of its side, so two aircraft of the same size and equidistant from
the observer, but with one end-on and the other side-on, would appear to be of
different sizes and this might also interfere with distance judgment, especially if the

orientations of the objects could not be determined easily.

In this preliminary investigation, all aircraft symbols were made uniforra. The
simplest closed polyhedron is the tetrahedron, so a ‘stretched’ tetrahedron was
chosen to represent the aircraft; the long axis can be orientated with the aircraft’s
heading to give an indication of direction of flight.

Choosing the size of the polyhedron was not straightforward. When the symbols
were scaled to the size of an ‘average’ aircraft, then with the viewing parameters
used, the aircraft symbols were for the most part no larger than small points and
were too small to discern their orientation (and certainly too small to make out any
features if they were more complex representative solid models). However, when the
viewpoint was placed close to an aircraft symbol, the symbol obscured a significant
portion of the display.

One solution would be to use non-linear scaling: The size of aircraft symbol

varies with depth over a restricted range, having maximum and minimum limits.

Datablocks and Object Occlusion

The alphanumeric characters making up the datablocks should be a constant size so
as not to be illegible or confusing. Leader lines should be unambiguously attached
to the corresponding aircraft symbol. However, problems were found in this display
where aircraft symbol size was allowed to vary and where object occlusion occurs.

Should aircraft symbols be allowed to obscure datablocks and leader lines? If
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so, there could be a problem reading partially obscured datablocks, and possible
problems in associating aircraft with datablocks, since if more distant aircraft’s
symbol were obscured but not its datablock, the distant datablock might appear
t0 be attached to the near aircraft. If aircraft symbols are allowed to obscure each
other but not datablocks, then there is a potentially confusing discrepancy between
the occlusion of aircraft and non-occlusion of their associated datablocks and leader

lines.

Fixed versus Movable View

- This could be another important point for study: Does varying the view of a complex
" 3D scene reinforce the perceived spatial relationships, or does it confuse the observer
by changing the displayed relationships and forcing him or her to update his mental
representation?

From discussions with air traffic controllers, it appears that ATCOs do not gen-
erally want to spend their time fiddling with controls, since it takes them away from
important tasks in hand. However, where something is difficult to interpret from
one angle (too many aircraft near the same line of sight causing clutter) a change

in viewpoint could clarify the situation.

Representing Aircraft of Unknown Height

The 3D display makes the assumption that the height of aircraft is known (by mode-
C transponder). However, not all aircraft are equipped with mode-C transponders
{general aviation aircraft are usually not, since they tend to be flown by private pilots
under visual flight rules and so tend not to fly in airways), begging the question as

to how they are to be represented.

These could be represented not as discrete points but as ‘columns’, but such
a representation may give excess clutter and over-emphasise them with respect to
other traffic. An alternative would be to allow the ATCO to enter a height determ-
ined by voice contact with the aircraft, but this would not necessarily reflect the
true state of the aircraft if the pilot changed his altitude without informing ATC,

and presenting false information of this sort is potentially dangerous.
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4.3 Pilot Display

4.3.1 Introduction

The preliminary investigation having shown the feasibility of the 3D ATC concept
and having raised some 3D display issues, further work was carried out to develop
the display formats to be used in the pilot study described in the next chapter. This
section describes the development of the display formats for the non-immersive 3D
displays, and some of the issues which were considered. Different considerations

applied to the immersive display, and these are discussed in §4.4.

4.3.2 Lessons from the Preliminary Display

The following design points were adopted in the light of the findings from using the
preliminary display:

1. The geometric field of view {90°) was, in the opinions of people to whom the

display was demonsirated, too wide.

2. It was evident that using shaded solid models $o represent aircraft, and so
allowing object size and occlusion depth cues, raised a lot of questions which
would have to be explored in greater detail, and there are problems with their
implementation. It was decided that the aircraft symbol should not be scaled
with depth and should be of the same appearance irrespective of the type or
orientation of the aircraft; the easiest way of doing this is not to use a solid
model to represent aircraft bus simply to draw a 2D geometric symbol directly
onto the viewport at the position which the aircraft would have been projected

to. This approach was adopted for the non-immersive displays.

3. Datablock text should be displayed at a fixed size and where possible, datab-
locks should not overlap. If the aircraft symbols are sufficiently small, then

temporary obscuration of part of a datablock should not be a problem.

4. The question of fixed versus movable views (i.e. allowing manipulation of view-
ing parameters such as COP position and VPN direction) was not investig-
ated further. Changing the view {either through direct control of the viewer

or automatically—for example, sweeping the view azimuth angle periodically



4. Displays for Air Traffic Control 90

through a small cone) might enhance the mental representation of spatial re-
lationships, and would certainly help where spatial relationships are difficult
to determine from a certain viewpoint but this might also lead to disorient-
ation. Anecdotally, conversations with a number of ATCOs indicated that
they wanted to spend as little time manipulating controls as possible due to
diversion of attention from the main task. From the point of view of an ex-
perimental investigation, allowing the subject to change the view would add
another uncontrolled variable. Since it is desired to minimise these, only a
fixed viewpoint was adopted for later displays. For certain tasks, a change-
able viewpoint should not be ruled out, particularly in non-time critical or
workload critical r6les such as perhaps overall flow monitoring displays, or
non-operational réles such as post-mortem analyses of training exercises or

real incidents.

In an immersive virtual environment, changes in viewing azimuth and elevation
angle can be achieved by an action as trivial as looking in another direction,
although large changes in viewpoint position may require more substantial

actions.

5. The use of a square grid for the ground plane (in the 3D display) was rejected
in favour of range rings; this is more consistent with the current 2D PPI

displays.

4.3.3 Display Colour and Symbology

Following demonstration of the preliminary display to CAA NATS, an interim NATS
standard for the use of colour in ATC displays was obtained [RM92] and was used
as a basis for symbology and colour design. This gave recommendations based
on a comprehensive literature survey into the use of colour in ATC (for example,
[NH85]). The interim standard proposed a ‘visual layer model’, dividing information
into a number of conceptual visual colour/luminance layers where static, background
information appears further away and less conspicuous than active data, which is
in turn further away than alerting data. Further subdivision of these layers led to
a seven layer scheme, where ‘higher’ layers must stand out against ‘lower’ layers.
Colour palette values were suggested for each layer and adopted. The standard also

included recommendations for symbology design, such as the design of datablocks
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and aircraft position symbols.

The colours and symbols adopted for the pilot display are discussed in §4.3.5
below.

4.3.4 Depth Cues

A 3D display allows for a direct representation of depth. According to the additive
theory of depth cue combination {§3.3), in general the more depth cues provided,
the greater the sense of depth, so initially it might seem a good idea to employ as
many depth cues as practically possible. However, incorporating a depth cue often
imposes a computation/rendering time overhead and since depth cues are not all
equally important, there may be some which give only minor increases in depth
compared to others. As has been demonstrated in the research reviewed in §3.3.4, a
law of diminishing returns may set in; a point may be reached beyond which adding
further depth cues does not have any significant influence on the performance of a
task relying on depth perception. There is also evidence that the salience of a given
depth cue depends on the circumstances in which it is used. Due to its theoretically
high salience, stereopsis was therefore included as an experimental variable in this
investigation. It was intended to use stereo displays in the pilot study, but this was
not possible due to problems with implementation.

Object size depth cues were rejected by the preliminary study, for reasons dis-
cussed in §4.2.6 above.

The adopiion of the CAA NATS interim colour standard described above ruled
out the possibilities of introducing the effects of proximity luminance covariance
(‘depth cueing’), aerial perspective and other colour effects, since this might have
interfered with the standard’s visual layer model. The standard was designed for
a two-dimensional PPI display and conceptually, the visual layers add a three-
dimensional effect to the display, allowing higher priority information to stand out
against lower priority information. Whether or not such a model interacts with
judgment of spatial depth was not investigated in this thesis.

It was anticipated that linear perspective would be a useful depth cue; however,
discussions with air traffic controllers over 3D projections revealed concerns with
the ability to judge distances and azimuth angles accurately in a 3D display. The

ability to judge horizontal distances and azimuth angles with sufficient accuracy
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was cited by controllers as being very important, since separation minima must not
be violated, and radar vectoring instructions might be required to separate traffic.
Strutt [Str91b] observes that for tasks which require angles to be determined with
precision, for example issuing vectors fo line an aircraft up with a runway extended
centreline for approach, the accuracy réquired may not be within the range of error
associated with reading a 3D display. In a perspective projection, the visual angle
subtended by a given objective distance varies depending on where that ‘distance’ is
located in WC space. With a parallel projection, this problem is not so pronounced. .
This raised the question as to which type of projection would be preferable for an
ATC display. Can viewers compensate for lmear perspectzve (or lack thereof) or
will they mis-read distances? ' ' _

" There are other implications in deciding whether to adopt a perspective or par-
allel projection: Due to linear perspective, objects at greater depth tend to be dis-
played closer together, possibly increasing clutter near to the ‘back’ of the display.
However, the presence of hnear perspectwe may mgmﬁca,ntiy increase the perception _
of depth in a display. '

It was decided to carry out an experament during the pilot study to heip re-
solve this issue (described in §5.2.1). For the pilot study, therefore, two 3D display
formats were developed, one using a parallel projection and the_ other a perspective -

projection.

4.3.5 Display Format

Figure 4.3 shows the design for the 2D pilot experiment display. The 3D displays

are shown in Figures 4.4 (perspective projection) and 4.5 {parallel projection).

All displays depicted an area of 100x100 n.mi. centered on the radar head at
London Heathrow airport. Video map data of major airspace structures and coast-
lines around the London terminal area were obtained from CAA NATS. Different
coloured infills were used for the background of the video map and the terminal
airspaces associated with Gatwick, City and Heathrow airports. Lines delineating
the airspaces and coastlines were drawn in grey. As an aid to assisting judgment of
distance, range rings were superimposed on the map at 10 n.mi. intervals.

In the computer model of the airspace, the world coordinate éystem had the

origin at the Heathrow radar head, with the world z-axis being East, the world
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Figure 4.3: Pilot Experiment 2D Display Format
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Figure 4.4: Pilot Experiment 3D Display Format: Perspective Projection
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Figure 4.5: Pilot Experiment 3D Display Formnat: Parallel Projection
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y-axis being North, and the world z-axis being vertically upwards (height). It was
desired to have a ‘North-up’ display since this is the way that most ATC displays
are orientated. For the 3D displays, the centre of projection was therefore located
on the world y-axis at some distance to the south of the origin, with the horizontal
component of the VPN pointing along the direction of positive-y (i.e. north) (see

Figure 4.6). For the perspective projection 3D display, viewing parameters were as
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Figure 4.6: ATC Display Coordinate Systems
follows:
s Geometric field of view = 40°

» Viewing azimuth = 360° (i.e. looking from the south)

» Viewing elevation = -30° (i.e. looking down at an angle of 30°from the hori-

zontal}
e Vertical exaggeration = x4

The same viewing elevation, azimuth and vertical exaggeration were used in the

parallel projection display.
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Aircraft symbology consisted of a black filled circle for air position (this was as
recommended in the NATS standard). In the 3D display, this was connected to
the corresponding ground position by a ‘drop line’, as in the preliminary display.
Fach aircraft had up to eight ‘trailing histories’, represented by single-pixel dots. In
the 3D displays, trailing histories also had ground shadows (with respect to a light
source placed directly above the display at infinity). This idea was adopted from
Strutt, the idea being that differences between the air histories and their ground
shadows would enable vertical manceuvres to be seen more clearly. (If air histories
alone are shown, it is not always clear whether a manceuvre involves any vertical
component.)

As specified in the NATS colour standard, aircraft-related symbols were dis-
played in black on top of all other symbols (video map and datablocks) so that they
were always visible. This may conflict with the depth cue of occlusion, however.

Datablocks were displayed as black text on an infilled grey background, with a
black border around each. The standard font use by the GL graphics library was
used, although this was far from ideal. {The characters ‘V’ and ‘U’ and the number
‘0" and the letter ‘O’ were not easily distinguishable; an alternative font was not
designed due to time constraints in the implementation of the pilot study.) The
datablock overlap avoidance algorithm developed for the preliminary display was
used.

Datablocks were connected to the corresponding aircraft position symbol by
leader lines. The nearest corner or edge of the datablock’s bounding box to the
aircraft’s position was set at 6 pixels from the centre of the aircraft position symbol.

Datablock content varied with the task. The greatest amount of information

shown in a datablock was:

¢ Mode-A code

Mode-C code (altitude in hundreds of feet, or flight level)

Climb/descent status symbol. This was derived from the current and previous
mode-C code for each aircraft. A caret was used to indicate a clinbing aircraft,

a lower-case vee to indicate a descending aircraft.

Cleared altitude (hundreds of feet) or flight level.
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e Destination code. This refers either to a route or to an aerodrome; in the

latter case, the last two characters of the aerodrome’s ICAO code are used.

Figure 4.7 shows a schematic of an aircraft symbol and its associated trailing his-
tories and datablock; the aircraft has a mode-A code of 1245, is currently at FL220
(flight level 220) and descending to its cleared level of FL110, and is bound for
London Gatwick airport (ICAQ code EGKK, abbreviated to KK in the destination
code field). For decluttering in the 3D displays, datablocks only showed the mode-A

Mode-A code

Climb/.descent symbel

Mode-C code

Destination code
Aireraft position symbol

Leader line -

Previous fix

Figure 4.7: Aircraft Position Symbol and Datablock

code by default. Pressing and holding the SPACE bar on the workstation’s keyboard
caused the whole datablock to be displayed for all aircraft.

Aircraft positions were updated every 6 seconds (corresponding to radar sweep
time). When the aircraft positions were updated, the symbols were moved in single
pixel steps rather than in large jumps; this smooth updating was cited by Strutt as
being less distracting and therefore preferable to a jump. However, the datablocks
tended to ‘jump’ whenever the datablock overlap avoidance algorithm dictated a

change to the datablock position relative to the aircraft symbol, since this was re-
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computed for every frame during the smooth moverent of the position symbols.

4.3.6 Simulation

The simulation developed for the preliminary display was extended so that traffic
information taken from real radar data could be mixed with simulated aircraft, to
alleviate the task of designing realistic simulations of traffic moverents. CAA NATS
provided processed radar data taken from the Heathrow radar for the purpose of
these experiments (15 minutes of data taken from about 09:00 to 09:15 on 2 morning
in April 1994). This was in the form of an ASCII file. The implementation of

software to process the radar file is described below.

4.3.7 Implementation
Platform

At around the time that the preliminary display evalustion ended, new equipment
became available, in the form of Silicon Graphics Indy workstations. These have
hardware double buffering, support for stereo buffering and time-multiplexed stereo
displays, a 3D graphics library (called GL), and dedicated 3D graphics hardware
(including a hardware z-buffer). These made them an ideal platform for continuing
this research, and it was therefore decided to continue development on the Indy

workstations. The software was therefore re-written in C and used GL for graphics.

Simulation and Radar Data File Processing

"The simulation developed for the preliminary display was re-written to incorporate
real radar data with the simulated aircraft. The same simulated aireraft mathem-
atical model was used.

A block diagram of the simulation program is shown in Figure 4.8. The various
parts of the simulation are explained below.

The ASCII radar data file was basically the processed output of the radar
data processing computer. The file consisted of a number of records separated
by newlines. At the start of a radar sweep, the time of the start of the sweep is
written as a timestamp record. There then follow up to 256 aircraft records, which

give information on the positions and identities of the aircraft which the radar ‘sees’
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Update every 0.1s
Display

Update every 0.1s

Aireraft model

Update every 6s
Track files

Simulation
Seript

Update every 6s
Plot Extract

Figure 4.8: Pilot Study Aircraft Simulation: Block Diagram

Radar
Data File
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during the sweep. The timestamp for the next sweep, and that sweep’s aircraft
information then follow, and so on. An aircraft record comprises a number of fields.
The first field is a plot number in the range 0-255. Other fields are the z and y (east
and north) positions relative to the radar head (in 30ths of a nautical mile), mode-A
transponder code (where aircraft is transponder equipped) and mode-C transpon-
der code (where aircraft is equipped with an altitude-encoding transponder). For
a timestamp record, the first field is -1’ (to distinguish it from an aircraft record)
followed by the time of the start of the sweep in the format hhmmm:ss.

The simulation program allowed the user to specify in an ASCII script file the
plot numbers of the real aircraft to be displayed, and the information for the aircraft
to be simulated (as in the preliminary display simulation).

Within the simulation itself, each aircraft, real and simulated, had a ‘track file’
associated with it. A track file was a data structure consisting of current position
and altitude, and queue containing the 8 most recent positions and altitudes for the
trailing histories. The displayed aircraft position data were derived directly from the
track files. For each sweep of the radar, track file positions were updated either from
the radar data file (for real radar targets) or from the aircraft mathematical model
(for simulated radar targets). (The simulated aircraft mathematical models were
actually computed every 0.1s, but the corresponding track files were only updated
on every radar sweep.}

In order to maintain a track file correctly for a real aireraft, the position of
the aircraft has to be correlated between successive sweeps. On the face of it, this
is just an exercise in reading the aircraft positions from the same plot numbers
of successive sweeps. However, there are two complicating factors. There are only
256 plot numbers available, and sometimes aircraft plot numbers may be reassigned.
This tends to happen either when an aircraft leaves the radar’s coverage, in which
case the plot number may be used by another aircraft entering radar coverage,
or when the aircraft’s mode-A code changes. Further, sometimes the MTI radar
processing may remove 3 plot, so an aircraft may ‘disappear’ for a few sweeps. This
therefore requires an additional piece of ‘plot extraction’ logic.

The plot extractor initially assumed that an aircraft would have the same plot
number between successive sweeps. On each new sweep, if the plot number was still
extant and the position and altitude had not changed by more than a certain amount

and the mode-A code was the same, then the new position in the track file would be
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updated from the plot numbered aircraft record in the radar data file. If there were
significant changes in position and altitude (i.e. if it appeared that the plot number
had been re-assigned to another aircraft) then the other radar data file records were
searched to look for another aircraft at a similar position and altitude. In this case,
no attempt was made to match mode-A codes since the plot number re-assignment
might have been due to a mode-A change. If no matching plots were found, the track
was ‘coasted’; i.e. a new position was computed based on extrapolation of previous
positions. An attempt to re-match the coasted plot to another plot in the radar
data file was made over the next three sweeps; if no similar plot (i.e. one matching
position, altitude and possibly mode-A code) was found after the plot was coasted
for three sweeps, the aircraft’s track file was deleted.

On a new sweep, if the aircraft’s plot number was no longer extant, then the
plot was coasted for up to three sweeps whilst trying to find a similar match in
the radar data file. This was to compensate for MTT processing removing the plot
temporarily. If a similar plot was not matched after three sweeps, the aircraft’s
track file was deleted.

This plot extraction logic performed satisfactorily with the radar data provided.

Stereoscopic Display Implementation

Stereoscopic versions of the 3D display formats were also implemented. This was
done using time-multiplexing of the left and right eye images with liquid crystal
shutter glasses (Stereographics CrystalEyes loaned from Division Ltd. for the pur-
poses of the pilot study).

To present retinal disparity, a slightly disparate image must be presented to each
eye (see §3.3.2). For a scene to be presented in stereo, the computer generates a
pair of images (one each for the left and right eye), and these must be presented
to the correct eye of the viewer. In the arrangement used in this study, the user
wears a pair of ‘glasses’ which have liquid crystal cells in place of lenses. These
liquid crystal cells are normally transparent; however, when a signal is applied to
them, they turn black (opaque). The left and right eye images are presented on the
computer’s monitor alternately at 60 Hz. When each image is presented, the shutter
glasses blank out the appropriate eye (the glasses are synchronised to the computer

by means of an infra-red link, so the viewer is unencumbered by wires), i.e. when
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the left eye image is displayed, the right liquid crystal cell turns opaque whilst the
left one remains clear, and vice versa when the right eye image is displayed. This
arrangement is called time-multiplezed because the images are presented on the same
display device, but multiplexed in time.

The model of Indy workstation used in the experiments did not have a hardware
stereo buffer, so the XSGIStereo extensions to the X11 window system {which can
work with GL} were used to implement stereo buffering. Two hardware frame
buffers (front and back) are used for double buffering. Each frame buffer’s memory
is mapped directly to the screen: Half the memory is mapped to the top 50% of
scanlines, and half to the bottom 50% of scanlines. 'To implement stereo, the top and
bottom halves of a frame buffer are used to hold the left and right eye images, and
the computer’s monitor is switched to display either only the top 50% or bottom 50%
of scanlines. Thus, the quad-buffering required for stereo animation can be achieved
with the penalties of doubling the required rendering time (since two images must
be drawn for each scene instead of one) and halving the display y-resolution.

The stereo images were computed using two virtual cameras. The positions and

orientations of the virtual cameras were derived as follows (see Figure 4.9). In this

. Lcop LVPN

0D COR ¢ POR
RN

RCOP RVPN

RD

Figure 4.9: Stereo Viewing: Computing the Virtual Camera Positions

derivation, three parameters must be specified: A Point of Regard (POR), which is a
point in the scene on which the two ‘eyes’ converge; a Centre of Regard (COR) which
is the midpoint between the binocular cameras and would be where a cyeclopean
viewer would view the scene from; and an Interocular Distance {IOD), which is

the separation of the binocular cameras. From these, the left and right centres of
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projection (LCOP and RCOP respectively) and the left and right view plane normals
(LVPN and RVPN respectively) are computed by simple trigonometry. The Regard
Distance (RD) is defined as the distance from the POR to the COR.

For the experimental stereo displays, the POR was fixed at the origin of WC
space {i.e. the centre of the displayed airspace), the COR at the monocular COP, and
the IOD was set to gzth of the RD?. This was found to give sufficient disparity to be
able to resolve the images with stereopsis, but not so much as to cause discomfort.

Stereo image generation complicated the datablock overlap avoidance algorithm,
since datablocks which overlap from one eye’s viewpoint might not overlap from the
view of the other eve. The datablocks were therefore only drawn in the left eye’s
view and so were not displayed with any depth. It was originally thought that this
would not present a problem, but the display could not be tested until just before
the pilot study was due to commence because the CrystalEyes were not available
until then.

When the display was finally tested, it was found that there was an incongruity
between the datablocks being displayed with no depth and the corresponding aircraft
being displayed with depth, which partially destroyed the impression of depth unless
a conscious effort was made to ignore the datablocks. It was felt that this would
not allow the stereo display to be evaluated effectively in the pilot study, so it was

withdrawn at this stage. A solution was found for the main study (see Chapter 6).

4.4 Immersive Display Design and Implementation

4.4.1 Introduction

This section describes the design and implementation of immersive displays used for
preliminary evaluation and the pilot study. Due to the differences between immersive
and workstation implementations and restrictions in using the immersive technology,
the immersive display was not used in the comparative empirical study; instead, an
immersive air traffic visualisation was constructed to demonstrate concepts and gain
subjective feedback about possible current and future applications.

As most readers will be unfamiliar with immersive displays, the equipment used

"This factor is a rule of thumb sometimes used in stereo photography, as determined through

discussions on the Internet Usenet newsgroup dealing with stereo photography.



4. Displays for Air Traffic Control 105

is first described. This is followed by a discussion of the design and development of

the air traffic visualisations used in the preliminary investigation and pilot study.

4.4.2 Immersive Display Equipment

Three variants of two immersive display machines were used over the course of this
research, all manufactured by Division Ltd. Division are continually developing the
hardware and software of their immersive systems and as new systems were bought
in, older systems were either replaced or became unsupported. Unfortunately, each
system had unique sets of problems to work around, and some systems were incom-
patible with others such that application software had to be re-written or modified.
The lack of a stable platform was one of the major problems encountered in this
research. Other problems encountered were hardware reliability, lack of customer
hardware support and inadequate software. (Manuals were at best terse, at worse
incomplete or fictitious. Library routines sometimes did not perform as advertised
and required non-obvious work-arounds.)

The principles of operation of each machine are the same. A Division immers-
ive display machine comprises a multiprocessor computer system which carries out
the management and simulation of the virtual environment (running a Virtual En-
vironment Operating System (VEOS) known as dVS), a stereo image generator
(corﬁprising two identical channels for left and right eye image generation) feeding
a stereo head-mounted display, a ‘3D mouse’ (hand-held input device) and 3D pos-
ition tracking hardware to track the positions and orientations of the head and the
3D mouse. The VE computer is hosted by another computer, either integral within
the same physical unit or a separate workstation. This host computer provides
operating system services to the VE computer (file [/O etc.) and a development
platform for the programmer.

The VEOS is implemented using a number of processes distributed over a num-
ber of processors. A ‘director’ process manages communications between the pro-
cesses/processors. Other processes {called ‘actors’} manage specialist tasks; for ex-
ample, image generation (visual actor}, sound generator (audio actor}, and applica-
tion processes. Actors comrmunicate using a shared database called VL. Local copies
of the elements of the database may be made by each actor for its own purposes,

but changes must be registered to the global shared database. As an example, con-
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sider a virtual object being created and managed by an application actor. Part of
the object’s associated database will include a visual representation. This is first
constructed locally by the application actor when the object is created. For the
object to appear visually, the geometry element of the database is copied to the
global database. This change is picked up by the visual actor, which then renders
the object appropriately. Further changes to the object’s graphical representation or
position by the object’s managing actor must be registered with the global database
for the visual actor to update scene accordingly. | ' ;

Database changes were notified in two ways. In earlier versions of dVS (e.g. 0. 94)
used in the preliminary display, actors were notified of changes through an event
mechanism. Later versions of dVS (e.g. 2.0.6¢c, used for the pilot and main displays)
“used ‘callbacks’ or polling. The change from dVS 0.94 to dVS 2.0.6¢ resulted in a
‘flag-day?’ and so application programs had to be re-written. -

The variants of immersive display machine used in this research, and the phases
of the project for which they were used, are summarised in below. Details are

discussed in the following sections.

1. Preliminary Dlsplay Dmsmn ProVision 200: Sun 3 Workstatlon extemal
host, running SunOS Unix. Inmos Transputer-based ‘core’ running dV5 0.94;
‘director’ 'E‘ransputer manages communications, with a flexible ring of Transputers
running actors. The image generator was Division proprietary, with Intel i860
processors in the graphics pipeline and the Toshiba HSP chip [Tos91] for ren-
dering (according to an engineer at Division); texture mapping was not sup-

ported. Four-button 3D mouse.

2. Pilot Display. Division ProVision 100VTX: self-hosted by an integral IBM
PC clone running Concensys 4.2 Unix. ‘Core’ unknown. IG was Division
proprietary (i860-based) with unknown rendering hardware; texture mapping
was supported. VEOS was dVS 2.0.6¢. Virtual Research Flight Helmet HMD.

Five-button 3D mouse.

3. Main Study Display. Provision 100VTX running dVS 2.0.6c. As above,

but with a PixelPlanes 2 image generator.

2Computer-speak for a change which is neither forwards nor backwards compatible; i.e. applic-

ations written for the old version will not work on the new version and vice versa.
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Different HMDs were used from the earlier ProVision 200 and the later ProVision
100VTX, but they were of similar specifications. The Virtual Research Flight Hel-
met HMD (Figure 4.10), used with the ProVision 100VTX, has two colour LCDs
of 360x240 pixel resolution and a horizontal field-of-view of 75°. The degree of

binocular overlap is not easily adjustable and the interocular distance is fixed.

Photo: the author

Figure 4.10: VR System Head-Mounted Display

The fundamental graphics primitive is the 3D planar polygon. This is defined
in world-coordinate space and may be Gouraud shaded, with optional texture map-
ping supported by the ProVision 100VTX. The system uses z-buffering for surface
visibility computation. For rendering, polygons must be decomposed into a triangle
mesh '(poé'si'bly because the Toshiba HSP réndfﬁg ch.ip” is oytirﬁised for triangle
drawing—see [Tos91]). Software tools are provided for object construction. Draw-
ing 2D objects {e.g. lines and pixels} directly to the display in device coordinates
is not supported. The PixelPlanes II image generator additionally supports object
transparency, although this was not (officially) supported by dVS 2.0.6¢.

Hand and head position and orientation are sensed using two Polhemus position

sensors. A single emitter radiates an alternating electromagnetic field which is
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detected by the two sensors (one on the HMD and one on the 3D mouse), which
output their position and orientation with respect to the emitter to the ProVision
system. The ProVision’s world coordinate system is centered at the emitter, with
the y axis vertical (positive upwards) and the zz plane being horizontal. World

coordinstes are scaled to real world inches,

Input is provided by a Division 3D mouse, which resembles a handgun with the
barrel sawn off. Two types were used; a four-button system made from injection-
moulded plastic components was used with the ProVision 200 for the preliminary
display development, a more solid five-button device was used with the ProVision
100VTX for the pilot and main studies. The five-button mouse has three buttons
~ under the thumb position, one under the index finger and one under the middle finger
| (Figure 4.11). Some button combinations can prove awkward for single-handed
operation; for example, holding a top (thumb) button whilst trying to press the
index finger button. The mouse is held in the right hand; its default representation
in the virtual environment is as a disembodied half-closed right hand which appears

to coincide with the position and orientation of the mouse in the real world.

Photo: the author

Figure 4.11: Division 3D Mouse
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‘The style of interaction with the system may be determined by the application
program, but some defaults are provided. Movement in the virtual world is achieved
using a ‘flying’ metaphor by default. The viewpoint is moved forward in the direction
in which the hand is pointing along a horizontal plane in ProVision world coordinate
space (l.e. along the projection of the hand’s direction vector onto the world zz
plane) whilst the left thumb button is pressed, and backwards in this direction
whilst the right thumb button is pressed. If the index finger button is depressed

simultaneously, this releases the constraint of horizontal movement.

4.4.3 Preliminary Display

As detailed in §4.2 above, a preliminary investigation was made regarding the ap-
plication of 3D displays to ATC. In addition to the 2D and 3D versions described
above, an immersive version was implemented and demonstrated to a small number

of people, including one ex-air traffic controller.

Design and Implementation

The ‘core’ simulation used for the workstation displays was ported to a Division
ProVision 200 running dVS 0.94; this necessitated re-writing the program in C, but
the same object-orientated approach used in the workstation version was applied.

The display format was based on the 3D TTW format. A major problem was
the restriction that all graphical objects must be polygons.  Since the Provision
200 did not support texture mapping, the ground plane was repi"esented by a grid
composed of thin grey recté,ngula,r tubes, with navigation poizﬂ:s as solid blue crosses.
‘This gave the display a ‘chunky’ feel and caused problems where navigation point
crosses intersected; as they were both displayed in the same plane and had precisely
intersecting surfaces, z-buffering imprecision meant that sometimes part of a grid
‘raising’ the navigation point symbols slightly so that their upper surfaces would be
above the ground grid, but this looked a little strange. As:wit_h the 3D TTW display,
aircraft were represented a,s.elongated tetrahedra, with the lohg axis pointing in the
direction in which the aircraft was heading. The ‘drop line’ was implemented as a
thin tube.

The display of datablocks was problematic. Normally, text would be drawn as
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a series of character bitmaps directly onto the viewport in screen coordinate space;
however, this is not possible under dVS. Each character has to be defined as a 3D
planar polygon. As the characters existed in WC space, in order for the text to
always face the viewer they needed to be re-orientated every time the viewpoint
position and orientation change. In order to appear at a constant size (ie. to
subtend a constant visual angle on the display screens), they needed to be scaled by
a factor proportional to the distance from the viewpoint. Constant-sized characters
are necessary to ensure that they are always readable (allowing characters to become
too large or two small renders them illegible). However, this had an incongruous
effect when the whole scene was viewed from far away, the aircraft symbols being
very small _compared to the text, which dominated the view.

The re;scaiing and re-orientation of text impacted severely on machine perform-
ance, especially if this was done every time a head-position change event occured.
To alleviate this, a software timer was set up which set a flag every 0.1s. Each time
the head-position change routine was invoked, the flag was examined and the text
re-orientated and rescaled only if it was set (it was then cleared). Thus, text was
re-orientated and rescaled at a minimum interval of 0.1s, reducing the load on the
systerm.

Datablock overlap avoidance could not be implemented, since there was no way
to determine where datablocks were projected to in screen space (the necessary

graphics transformation matrices being inaccessible).

The characters themselves had to be a managed carefully. Each character exists
as an ‘object’ under dVS in its own right, and the time required to create a new
instance of an object is significant. Therefore, a ‘pool’ was maintained of instances
of each character, and a flag was associated with each instance which indicated
whether or not it was in use {the pool was implemented as a set of linked lists of
instances, one list for each character type). When a ‘new’ character was required for
display, the pool was first checked to see if there were any unused instances of that
character; if there were, the instance was flagged as in use and returned. Otherwise,
if no free instances existed, a new one was created, flagged as in use and added to

the pool.

The fact that dVS events are asynchronous proved to be a problem. When the
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position of an aircraft was updated, the location of the position symbol, drop line
and each text character in the datablock were updated correspondingly and the
changes registered to the shared VI, database as near simultaneously as possible.
However, due to either the propagation delays of updates through the database,
delays in the visual actor or both, the display updates by the visual actor took place
at some later time such that the visual changes to the scene were non-simultaneous;
the position symbol might move, followed by each datablock text character in turn
in a sort of ‘rippling’ effect. This problem was compounded since, at the start of a,

radar sweep, all aircraft displayed positions are updated at once.

Discussion

People to whom the display was shown and who were inexperienced with immers-
ive systems found the resolution poor, the equipment cumbersome (especially due
to the trailing wires from the HMD and 3D mouse) and navigation within the
virtual environment difficult without practice. These problems were commeon to
nearly all applications on the immersive system, however, and were not peculiar
to this implementation. Three major problems were found with the preliminary

display implementation itself:

1. The number of polygons, coupled with the need to re-scale and re-crientate

datablocks, was seriously affecting system performance.
2. Datablock clutter was excessive, due to two problems:

(a) Datablock overlap avoidance could not be implemented.

(b) Datablock text had to be fairly large to be legible, owing to the poor
resolution of the display.

3. There was no effective way of implementing a video map.

The pilot study display (described below) and main experiment display addressed
some of these issues. Despite these drawbacks, however, those to whom the display
was demonstrated still felt that the concept was interesting and worth exploring
further.

Following the preliminary investigation, it became obvious that including an

immersive display in a comparison with other display formats implemented on a
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workstation by a series of empirical tasks would be difficult. Some of the tasgks
being designed measured time taken for the user to select particular aircraft, for
example. On a workstation display, this could be done with a mouse regardless of
the display format. In an immersive display, some alternative selection mechanism
would have to be implemented which would interfere with timings. (Manually timing
verbal responses was ruled out as being too imprecise.) A decision was therefore

made to examine the immersive display only subjectively.

4.4.4 Pilot Display

Following the preliminary display investigation, a new Division machine, the ProVi-
sion 100VTX, was acquired. This had one major advantage over the ProVision 200:
It supported texture mapping. It was hoped that this would allow for an adequate
video map to be displayed and also reduce the number of polygons required (since the
ground plane could now be represented by a few texture-mapped polygons instead
of a grid or other representation made of significantly more polygons). Although
this necessitated a switch from using the event-based dVS 0.94 to the callback-based
dVS 2.0.6¢c, the application program was being re-written extensively anyway since
the simulation ‘core’ was being revised to incorporate real aircraft tracks from radar

data files, so this was not a significant drawback.

Design and Implementation

For the pilot display, the ground plane was represented by texture mapping the same
video map as used for the workstation-based displays onto a polygon mesh (this was
done simply by taking a ‘screen dump’ of the PPI display and using this as the
texture pattern). The ProVision system uses linear interpolation for textures, and
this introduces distortions under perspective projection because the texture map is
not correctly foreshortened. An acceptable solution was achieved by subdividing
the ground plane polygon into a regular grid of smaller polygons and mapping
appropriate portions of the texture map onto each one [FVFH90, Lan91]. Although
this yields only an approximate solution, in this case, subdividing the ground plane
into a 4x 4 grid gave acceptable results. (An exact solution would involve perspective
correction during the texture interpolation process, but this is more computationally

intensive and would necessitate modification of the dV$ rendering code.)
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"This alleviated some of the performance problems encountered in the preliminary
display by reducing the number of polygons required to represent the ground plane.
Aircraft-related symbols were also redesigned to use fewer polygons. Aircraft were
represented as white tetrahedra but with the base triangle omitted. The drop line
‘poles’ were made of triangular cross-section and did not have end ‘caps’. However,
the pilot display also added up to eight trailing histories per aircraft, both in the
air and on the ground giving up to 16 additional objects per aircraft. Histories were
represented as regular baseless tetrahedra, cyan coloured for air histories and yellow
coloured for ground histories.

For the pilot study, it was decided to omit the datablocks altogether; these were
re-introduced for the main study when satisfactory solutions to the problems of
datablock clutter and system performance penalties caused by re-scaling and re-
orientating the text had been found.

World scaling was 6’ per 100 n.mi. horizontally (so the displayed area was 6’ x 6
and 2’ per 10000 vertically).

4.5 Chapter Summary

This chapter described the process of design of the displays used in the pilot study.
Preliminary displays were first constructed to demonstrate the feasibility of such
displays and to explore design issues. The knowledge gained from implementing
these displays was then applied in the construction of the displays used in the pilot
experiment. A simulation of air traffic for the purposes of experiments was also
developed. Finally, the chapter described the development of prototype and pilot

study immersive air traffic displays.
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Chapter 5
Pilot Study

5.1 Introduction

As stated in §1.2.2, this research is an exploratory empirical investigation into the
use of 3D displays for applications such as ATC, It is based on comparing subject
performance at part tasks over different types of displays (2D PPI, pseudo-3D and
stereo-3D TTW displays), and in addition evaluating an immersive 3D display.

Chapter 4 discussed the development of the display format used in the pilot
study. The aim of the pilot study was to gain further insight into the utility of these
display formats, and to develop and validate the tasks and experimental techniques
necessary to evaluate them. The findings of the pilot study were used in the design
of the main study.

Evaluation consisted of both quantitative and subjective assessment of a number

of part-task tests by a small group of pilot subjects:
1. An azimuth angle and relative distance reading task,
2. A memory recall task,
3. A conflict detection task.

The pilot study was rather more limited in scope than the main study. Nine ex-
ATCOs working for the CAA in non-operational capacities were used as pilot sub-
jects; no non-ATCOs were used in the experimental part of the pilot study. As
described in §4.3.7, there were problems with the stereoscopic 3D TTW display, so
this was not included in the study (although it was demonstrated to two individu-
als); the 2D PPI and 3D TTW display were used in the experimental investigation,
and the immersive display was demonstrated.

This chapter first describes the design and methodology of the tasks. The pilot
study experiment itself is then discussed, followed by the conclusions and implica-

tions for the main experiment.
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5.2 Tasks: Motivation and Methodology

"T'his section describes the part tasks used in the pilot study; the motivation for their

selection, the methodology and experimental procedure used to explore them.

5.2.1 Projection, Azimuth Angle and Relative Distance
Introduction

In §4.3.4, the question as to which type of projection (perspective or parallel) would
be more suitable for 3D air traffic displays was considered. A task was therefore
devised to explore this question. From the results of this, it was intended to select
a projection type for the main experiment and then to see how reading of angle and

distance varied with display type using the chosen projection.

Methodology

More formally stated, it was desired to determine the influence of projection type
Ap on the observations of azimuth angle and horizontal relative distance between
pairs of points (targets) representing aircraft positions in a 3D display.

Subjects were required to read the azimuth and distance between two targets
Ty and T3 at the same altitude®, each pair presented in a separate stimulus image.
(Figure 5.1 shows a plan view of a stimulus.} Let the azimuth angle of T, from
71 be As and the distance between Ty and 7% be Ap. These are the two main
independent variables. The dependent variables are the observed azimuth angle y4
and the observed distance yp. It is expected that these will depend not only on
the stimulus azimuth and distance, but also upon the position of the targets in the
display (especially on their depth). Define B to be a point half way along a line
joining Ty and T3, and let the world x and y coordinates of this point be B; and B,
respectively. B, is a measure of left/right placement of targets within the display
(if By < 0 the point B lies to the left of the centre of the display, if B, > 0 then B
lies to right right, if B, = 0, the targets straddle the centre). By is related to the
depth of the pair of targets (i.e. their distance from the observer) (Figure 4.6). From

'In a real air traffic position display, targets will generally be at different heights, in which case it
will probably be necessary to provide suitable ground projections of the aircraft position to enable

accurate determination of horizontal separation and azimuth angle.
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Figure 5.1: Azimuth & Distance Independent Variables
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Figure 5.2, it can be seen that the relationship between depth d, camera elevation
angle ¢ and By, is given by:
B,~-COP
¢ =T (5.1)
= By =dcosd+COP,

i.e. By = ad + k, a simple linear relationship; B, increases in proportion to depth.

COP Yo
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COPy y/North
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o
-

Side View
Figure 5.2: Relationship between z-Depth and B, for 3D Displays

The dependent variables are expected to be functions of the independent vari-
ables:

ya = f(Ap, A4, Ap, Bg, By) (5.2)
Yo = f(AP;)\A:AD:Ba:aBy) (53)

In multiple regression analysis, f() is assumed linear in coefficients and the null
hypothesis is that the coefficients are all zero: i.e. that observed azimuth angle and
distance are not influenced by projection type, stimulus azimuth angle, stimmulus
distance, By or By. The.task experiment is designed to test the null hypothesis.
This experiment is really only concerned with the effect of Ap on y4 and yp, and
in a sense the other independent variables are nuisance variables. A full investigation
of the effects of these by systematic variation of each one individually is well beyond
the scope of this thesis (each factor would merit a full study in its own right). The
values of A4, Ap, B, and B, were therefore generated randomly. The ranges of
these variables are shown in Table 5.1 (displayed area was 100 x 100 nm). Ap has

two levels (perspective and parallel). It was decided to use an independent groups
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~4bnm < B, < +45nm

—45nm < By < +4b6nm

~180° < Ay <& +180°
2nm < Ap < 20om

Table 5.1: Pilot Task 1: Ranges of Randomly-Generated Variables

experiment design; the subject pool was divided randomly into two groups, with
one group being allocated to the parallel projection display and the other to the
perspective projection display. Twenty stimulus images were generated, and each
subject was shown the same stimuli in a random order. For each stimulus, subjects

recorded their responses {azimuth and distance observations) on a piece of paper.

Procedure

The task instruction sheet is shown in Appendix A, p. 2564. Having read it, subjects
were shown the display, which was then explained. Subjects were then given a
response sheet on which to record their answers, and wrote down the first response
with the supervisor watching. That having been done, the supervisor left them to

complete the task on their own (although being nearby in case of any problems).

5.2.2 Memory Recall

Introduction

In §2.6.4, it was postulated that display format might have an effect on the memory
of an air traffic scenario, in particular relating to speed of assimilation into memory,
speed and accuracy of recall, retention time in memory and the ability to chunk
information.

This experiment was designed to make a preliminary exploration of this area.
The approach adopted was an adaptation of the work of Burnett and Barfield, as
described in §2.6.4. Burnett and Barfield used air traffic controllers as subjects. The
subjects were required to memorise flight strip information relating to a dynamic
scenario and were then shown the scenario over a 70 second period. They were

then required to reconstruct the last frame of the scenario. However, the author



5. Pilot Study 119

felt that this approach did not concentrate sufficiently on the effects on memory
of the display alone (due to the memorisation of the strip data) and would also
complicate matters when carrying out an experiment with non-air traffic controller
subjects. The methodology chosen here was therefore to try to memorise a static
traffic scenario, recalling information presented solely on the display.

The pilot task was designed to look at the influence of display format on the
accuracy and speed of recall of spatial relationships. (The main experiment task
extended this to look at the effect of increasing the amount of information to be
remembered.) Two display formats were used: 2D PPI and pseudo-3D TTW with

perspective projection.

Initial Hypotheses

In a 2D plan-view, vertical information is represented textually, whereas in the 3D
display it is shown graphically. It is expected that an approximate spatial mental
model will be formed faster given a 3D presentation than a 2D presentation for two

reasons:

1. Pictures are more useful for storage of spatial codes in working memory than

text [Lea94], and might thus be assimilated more quickly.

2. In the 2D PPI display, the integration into an internal 3D spatial model must
be done mentally, whereas it is already presented in an integrated analogue

form in a 3D display.

A 3D display should therefore give a lower mental workload in forming an integrated
spatial mental model than a 2D PPI display and thus be quicker to assimilate, and
may have a more durable memory trace (since the relationships are remembered
in analogue form which is more useful to working memory than text). Regarding
positional accuracy of the recalled image, however, it is expected that the recall
of horizontal positional information in the 2D display will be more accurate than
in a 3D display, since in a 2D PPI display, horizontal information (horizontal dis-
tances and azimuth angles between targets) is shown unambiguously, whereas in a
3D display it is subject to ambiguity unless viewed in plan.

To summarise, it is conjectured that 3D displays will be better for conveying

rapidly approximate spatial relationships because these can be seen directly as an
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analogue picture. However, this will be at the expense of analytic detail, such as

precise horizontal and vertical position.

Methodology

Define Ap as display format (2D PPI or 3D perspective projection), time to recall a
scenario y; and accuracy of recall (a measure yet to be defined) as y,. It is expected
that y; and y, will be functions of Ap. The null hypothesis for this task is therefore
that display format will have no influence on the speed and accuracy of recall of

static air traffic scenarios.

To test the null hypothesis, subjects should be presented with one or more
stimulus images for a period of time. These are then removed and the subject

required to reconstruct the image from his or her memory on a piece of paper.

Some preliminary research was conducted into how many sircraft should be in
the stimulus scenarios, and how long the stimuli should be presented for. Too long
a presentation with too few aircraft might remove any differences in performance
between the display formats; more aircraft for a shorter a period of time might make
differences in performance between the display types more apparent (since spatial
relationships would have to be assimilated very quickly) but too short an exposure
period with too many aircraft might overload the subjects. Moreover, different
stimuli may be remembered to different degrees in different ways (for exarmple,
subjects might be able to visualise a simple geometric pattern for a small number
of aircraft, but this might break down with larger numbers of aircraft). The best
advice received from psychologists consulted was to try to determine the number of
aircraft and the time of presentation empirically. It was decided that each scenario
should contain 15 aircraft and be presented for 60 seconds. This was intended to
place a deliberately heavy burden on the memory capacity of the subjects so that
any differences in speed of assimilation might be shown, but it was thought that

this might have a demoralising effect.

Subjects were randomly allocated to one of two groups: One used the pseudo-

3D perspective display, the other used the 2D PPI display.
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Procedure

The instruction sheet for the task is shown in Appendix A, p. 255. Two static
scenarios were presented, the first for training. For each scenario, subjects were
asked to try to memorise the ground positions and altitudes of each of the 15 aircraft
shown. After 60 seconds, the scenario was removed and the subjects were given a
piece of paper on which was printed the displayed area in plan view, complete with
range rings and video map outlines. Subjects were required to indicate on the piece
of paper the positions of the aircraft and, if possible, their heights. Heights could
be recalled by writing a number and/or by drawing the length of the ‘drop lines’
(vertical lines connecting each aircraft to the ground, representing height} for each
aircraft. (Both displays had datablocks with the mode-C code; however, only the
3D display represented height graphically.)

The reconstruction was to be timed by the supervisor, and evaluated in terms of
accuracy of recall (number of aircraft, and horizontal and vertical placement error)

and time taken to reconstruct the scene.

5.2.3 Conflicts
Introduction

As related in Chapter 2, the prime task in air traffic control is to ‘maintain the safe,
orderly and expeditious flow of traffic’, and this is done by long-term (strategic)
planning using flight strips, and short-term (tactical) planning and monitoring us-
ing the radar. The role of a 3D display in strategic planning is difficult to assess
&s it would involve long interactive scenarios. This research therefore concentrates
on whether or not a 3D presentation is more or less effective in the purely monit-
oring and tactical planning roles; more specifically, using the radar-derived position
information to detect and resolve potential conflicts. Detection of conflicts may be
taken as a measure of controller awareness—if controllers are more aware of the cur-
rent state of the traffic they will detect more conflicts. It is postulated that because
of its integrated presentation of the three spatial dimensions and reduced mental
integration workload, there will be greater situational awareness of the traffic state
with the 3D display than with the current PPL

Having detected a conflict, the way in which it is resolved is also important.

This may require split-second decisions to be made and these are critical, since
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aircraft must be instructed to manceuvre to avoid conflict with each other and also
so that they do not come into conflict with other traffic in the vicinity as a result. As
described in §2.6.3, McGreevy and Ellis’s CDTI study showed that pilots made more
traffic avoidance manceuvres in the vertical plane with a 3D display than with a plan-
view presentation augmented with digital height readouts. If similar behaviour were
demonstrated in the ATC context, this may give controllers an ‘extra dimension’ in
which to work when resolving conflicts, although Hopkin states that whether this
would be desirable in ATC is a moot point [Hop94].

Burnett and Barfield’s Conflict Experiment

Burnett and Barfield’s study {described in §2.6.2) included an experiment in which
controllers were required to detect impending conflicts in 2D and 3D perspective
displays. Traffic density (two levels: 7 and 17 aircraft) was crossed with display
type (two levels: 2D plan-view and 3D perspective display). Subjects were provided
with tabular flight plan data (akin to flight strip information) and shown dynamic
scenarios using a time-calibrated slide-projector to present successive frames of an-
imation at 12 s intervals, corresponding to radar sweep updates. Each scenario
comprised six frames and contained three conflicts and a random number of con-
troller instructions. Prior to presentation of each frame, subjects were informed of

one of four situations:
1. A controller instruction(s) to be issued at the subject’s discretion,

2. impending conflict; the experimenter informed subjects of conflict type and
conflicting aircraft, and provided three possible resolutions of which only one

was correct,
3. both (1) and (2),

4. no response required; subjects were advised to use the time to review the

traffic situation.

Response time from presentation of a frame to verbal response was measured manu-
ally using a stopwatch. The study found that conflict resolution performance in the
7-aircraft scenarios was faster for the 3D format than for the 2D format, but little

difference was observed between the formats for the 17-aircraft scenarios.
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Methodology
'The null hypotheses are:

1. Conflict detection performance (in terms of time to detect a conflict and num-

ber of conflicts correctly detected) is independent of display type, and

2. type of conflict resolution instruction (e.g. horizontal or vertical manceuvre)

is independent of display type.

"This task was designed to test these hypotheses.
For this research, it was felt that Burnett and Barfield’s approach contained two

main problems:

1. The need to interpret tabular fight data excluded non-ATCOs from the study

unless given additional training, and

2. subjects were warned in advance as to whether or not an impending conflict

existed.

A different approach was therefore adopted for t_hﬁs task. This task involved detect-
ing and resolving conflicts in a dynamic scenario, but subjects were not informed as
to whether or not the scenario contained a conflict, nor on the number or type of
conflicts. All responses were at subject discretion. No tabular information would be
available; all information would be extracted from the display. Conflict detection
performance measures would be speed of identification of potential conflicts, and
correct identification of conflicts.

For controllers to detect conflicts, some route information is required, and this
was incorporated in the aircraft’s dasablock. However, it was recognised that this
information would be useless to non-ATCOs.

For the experiment, subjects were randomly allocated to one of two BrOupS:
2D PP1I or pseudo-3D perspective display. Two dynamic scenarios each of 3 minutes
duration were presented, and subjects were asked to identify conflicts and give res-
olution instructions. The scenarios contained one conflict each, and were based on
real traffic samples, with one simulated aircraft to cause the conflict. The first scen-
ario had two aircraft on the same airway travelling in the same direction, but slowly
converging, with the lower climbing through the level of the upper. The second

scenario contained a crossing conflict: An aircraft level at high altitude against a
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climbing aircraft crossing its path. This second conflict actually resulted in a merged
plot on the display, and a minimum separation of less than 0.1 nm (i.e. a probable
collision). The time to detect the conflict and the resolution instruction(s) issued

were recorded for the second scenario, the first being used for training.

Procedure

The task instruction sheet is shown in Appendix A, p. 256. When subjects had read
the instruction sheet, a real traffic sample was shown in order to familiarise them
with the dynamic display, whilst the instruction sheet wag read by the supervisor.
The familiarisation display showed all traffic movements within the displayed area
contained in the radar data file, minus general aviation traffic (i.e. all aircraft with
squawk code 7000) and non-mode-C transponder-equipped aircraft (for which no
height information was available). Additionally, traffic below an altitude of 3000/
(i.e. 2 mode-C code of less than 30) was filtered out.

In the 3D display, the use of the SPACE key in presenting a full datablock was
demonstrated. Subjects were then left to examine the display for unlimited time
until they reported ready. The two scenarios were presented, the first for training
purposes. The supervisor manually timed subject’s responses with a stopwatch and

noted any instructions which they issued.

5.3 Pilot Experiment Findings

5.3.1 Introduction

This section describes how the pilot experiment was carried out in practice, and

presents the findings.

5.3.2 Owerall Procedure

Nine subjects participated in the pilot study over the course of a week. These
were ex-ATCOs currently working in various non-operational capacities within CAA
NATS. Subjects had a variety of operational backgrounds, ranging from civil ATC
without radar to military ATC. All were enthusiastic and interested in the research,
and were commendably objective, despite having reservations about the applicability

of 3D displays to current operational practices.
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Tasks were conducted with the 2D PPI and pseudo-3D TTW displays described
in §4.3.5. The stereoscopic display was demonstrated rather than used in the ex-
periment due to development problems as explained in the previous chapter. After
the tasks were complete, subjects were invited to comment on the experiments and
were offered the opportunity to use the VR display (described in §4.4.4).

The experimental groups for each task were allocated before the arrival of any
subjects. For the azimuth and distance reading task, subjects were allocated to
use either a parallel or perspective projection 3D display. For the remainder of the
tasks, each subject was allocated to use either a 2D PPI display or a 3D perspective
projection display—i.e. each subject used the same display format for all tasks apart
from the first. Thus, during the experiment, a single subject might use a 2D and
a 3D display, or two different 3D display formats, or a single 3D display format.
For a full study, it would be desirable to have subjects using one format of display
throughout. -

Instructions to subjects were presented by instruction sheets (Appendix A}. On
arrival, subjects were asked to read a background information sheet and the instrue-
tion sheet for the first task (azimuth angle and distance reading experiment) whilst
it was prepared. It was explained that the experimental programme was a pilot
study, and that open, constructive criticism was welcome. It was intended to have
subjects write comments at the end of the whole experiment. Questionnaires were
not used, the type of information required having yet to be determined (apart from
demographic information, which was not important for the pilot study).

Tasks were presented in the same order to each subject:
1. Azimuth Angle and Relative Distance Reading.

2. Memory Recall.

3. Conflict Detection.

Prior to each task, its appropriate instruction sheet was given to the subject while
the task was being set up. The supervisor then repeated the instruction sheet and
answered any questions. The subject then performed the task, after which it was
discussed before moving to the next task. (It had been originally intended to have
subjects fill out a comment sheet having completed all the tasks. However, this

proved to be impractical, since the subjects were commenting whilst the tasks were
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in progress, and if comments had been deferred until the end of the experiment,
some useful feedback may have been Jost.}

Having completed the quantitative tasks, subjects were given the opportunity
to try the VR display prototype. Subjects were asked to read the instruction sheet,
which described the VR display and its operation, before trying the display. Before
donning the HMD, subjects were again briefed verbally, and the HMD components
pointed out. When subjects put the HMD on, they were given the 3D mouse
control device and its correspondence with the position of the computer-generated
‘hand’ was explained. ’Navigation in the virtual environment was then described
and subjects were asked to perform simple navigation tasks until they were used to
it. They were then allowed to explore the environment at their leisure for unlimited

time. The environment showed a 15 minute scenario from a real traffic sample.

5.3.3 Azimuth Angle and Relative Distance

General

The pilot study was carried out with ex-ATCOs of varying experience. Several
commented on the fact that they were ‘rusty’ and that current ATCOs would be able
to estimate angles and distances with greater proficiency, this being done routinely
in radar control work. Out of the nine subjects who took part, four were shown the
parallel projection, five the perspective projection.

None of the subjects had used a 3D display previously. Most reported that
subjectively, the non-uniformity of ground distance with position on the display
(and allied to this, the distortion apparent in the range rings) presented a difficulty.
Regarding the perspective display, one subject commented that the fact that the
drop lines of the same actual height would appear to be different lengths depending
on the depth at which they were displayed, and that this would negate any usefulness
which they might otherwise have.

One subject commented on the lack of a north index in the display for a reference,
but was able to perform the task when it was indicated that the virtual camera
azimuth was 360°. .

One subject reported that estimation of distance presented more of a problem
than heading.

One subject who had had operational experience within London Air Traffic Con-
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trol Centre reported that he used his local knowledge (knowledge of relative bearings
and distances of features on the ground map) as an aid.

A couple of subjects used a pen up against the display screen to measure dis-
tances instead of ‘eyeballing’. {The instructions did not prohibit this—in fact, did
not mention it.) This technique is not uncommon amongst operators of plan view

radar displays.

Instruction Sheet

The instruction sheet used an incorrect technical term (it talked about heading
rather than the correct term which was bearing).

The instructions also failed to clarify whether to use the air plot or the ground
position of aircraft position for the task (in fact, in this task it made no difference
since the aircraft were co-altitude, but some subjects requested clarification).

Even though the instruction sheet pointed out that the bearing was to be taken
from aircraft 1 to aircraft 2, this still caused some initial confusion with some sub-
jects providing the opposite direction bearings for one or two responses until they
recogrised their mistakes and queried the supervisor. (Although the bearing of tar-
get 2 from target 1 is just the opposite direction bearing of that from target 1 to
target 2, and subjects corrected their mistakes by adding (or subtracting) 180° from
the first bearing they gave, requesting the bearing or that of its opposite direction
may influence perception.)

All of the above would probably be rectified by clearer instructions, perhaps
illustrated with examples {either on the sheet itself, or on the computer as a ‘training’

exercise).

Azimuth Angle Observations

Figure 5.3 shows scatter plots of the observed azimuth angle y4 versus stimulus
azimuth angle A4 for parallel and perspective projections.
The data were analysed using linear regression analysis to fit a linear model to

Equation 5.2. This gave the following:

Parallel y4 = 6.43+0.14B; +0.9604 R2=099,p <001  (5.4)
Perspective ya = 26.01 + 0.82) 4 R? = 0.72,p < 0.01 (5.5)
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This suggests that there are significant differences between observations of azimuth
angle under the parailei and perspective projections used. For the parallel projec-
tion, the A4 coefficient is closer to unity and the constant term is smaller than for
the perspective projection. This suggests that observations of azimuth angle under
the parallel projection will be closer to the true azimuth angle than under the per-
spective projection; in other words, the parallel projection affords greater accuracy
for the viewing parameters chosen in these displays, all other things being equal.

"The results suggest that there is a correlation between observed azimuth angle
and By in the parallel projection case, but not in the perspective projection case.
Equation 5.4 suggests that for the parallel projection, when targets are in the left
half of the display, there is a tendency to under-estimate the true azimuth, and when
the targets are in the right half of the display, there is a tendency to over-estimate
the angle.

In both parallel and perspective projections, the results suggest that there is no

significant correlation between observed azimuth angle and B,

Distance Observations

Figure 5.4 shows scatter plots of observed relative distance yp versus stimulus rel-
ative distance Ap.

Linear regression was not valid for distance analysis since as can be seen in the
figures, the variance of Ap is not constant with yp. Therefore, a logarithmic fit was

tried. Regression analysis gave:

InAp =1.4-+0.083%yp (5.6)
=  Ap =4.06e%% p2 073 (5.7)

"This model was the same for both parallel and perspective projections. The observed
relative distance therefore unexpectedly appears to be independent of projection
type, By and B,,.

5.3.4 Memory Recall

General

"This was the least effective experiment in the study, but still yielded useful informa-

tion. Subjects generally found the task to be very difficult, due to the sheer amount
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of information to be committed to memory and the short time of presentation. The
results were of such poor quality (i.e. the recalled patterns bore so little relationship
to the stimulus patterns) that they were not analysed here.

It was intended to use the first scenario for training and the second as a re-
corded run, and to present both identically. In practice, however, because of the
unfamiliarity with the 3D display format in particular, the first training scenario
was presented whiist the supervisor re-read the instruction sheet to the subject and
explained the format of the display, and subjects were then allowed to examine the
display for unlimited time until they reported that they were ready to continue.
Subjects reported using this time to familiarise themselves with the format of the
display (particularly in the case of the 3D presentation), and to work out a method
of memorising the scenario. When they reported ready, the second scenario was
presented for 60s and subjects were asked to reconstruct it. It was intended that
the reconstruction be timed. However, the presence of the supervisor meant that
the subjects tended to make comments whilst performing the reconstruction and so
the time of finishing was difficult to determine.

(Queries raised during the reconstruction soon highlighted the fact that there
should have been a full training run prior to the recorded run, with the same pro-
cedures as the recorded run. This would have allowed any questions to be raised
during the training run (during which time the supervisor would be on hand) instead
of in the recorded run.

The reconstruction task given the 3D stimulus presented problems in that sub-
jects were asked to draw the approximate lengths of the height poles if they could
not remember the actual heights, but only one subject did so. This was not made
explicit in the instructions, and should perhaps have been clarified by an illustra-
tion in the instruction sheet. One subject commented on the potential difficulty of
reproducing a display presented in 3D in a plan view. This may have been a factor
for more than one subject. In both display formats, subjects were reluctant to guess
heights, often preferring to omit these, although whether or not this was because
they genuinely couldn’t remember the heights even approximately, or was due to
some other factor wasn’t clear.

One subject reported that the task had a demoralising effect. This may have
had an impact on the following task {conflict detection). As related by one subject,

ATCOs as a group generally find their job stimulating and take pride in being able
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to perform a challenging task well. The author postulates that the demoralising
effects of this task may therefore have had a more severe psychological impact than
may be expected with other groups.

One subject was accidentally shown the stimulus for 2 minutes, and seemed to
fare better at the recall. This may indicate that the difficulty found in the task
was due to the sheer amount of information and/or lack of time, rather than being

inherent in the memorisation and recall of a scenario per se.

Task Performance

The most _i.nteresting aspects of this experiment came as subjects related the ways
“in which tiley were performing the task.

It was expected that subjects would remember the traffic position in terms of the
overall spatial pattern, and try to recall the heights in the 2D display by reading the
datablocks and in 3D display by a combination of memory of the length of the height
poles as well as the datablock. In fact, the subjects did not discernibly conform to
this behaviour.

In the training scenario, some subjects attempted to devise a strategy for mem-
orising the scenario. One said that she started at the centre of the display and
worked outwards, another that he tried to quarter the display area and remember
the traffic in each quarter. In general, however, the method of memorising the traffic
did not appear to be visually based in terms of chunks of spatial patterns, as ex-
pected, but in terms of traffic patterns and approximate levels; Some remembered
traffic in terms of it being at a high, medium or low level, and tried to classify
the afrcraft in terms of a familiar traffic behaviour pattern, for example, Heathrow

inbounds, overflights, etc.

5.3.5 Conflict Detection
Familiarisation

Before the task was presented, subjects were shown a dynamic scenario for famili-
arisation. Due to the large area displayed (compared to the average sector size) and
the busy time of day (around 9:00 a.m.), there was a lot of traffic in the scenario

and some subjects were initially overwhelmed. This may have had a slight negative
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influence on the subjects (however, it was pointed out that there would be far fewer
aircraft in the actual task).
Most subjects examining the 3D display tried to work out a strategy for using

this display at this point, and one spent over 10 minutes on the familiarisation.

Task Performance

The supervisor was on hand the whole time, and subjects were encouraged to talk
about what they were doing and how they were doing it. Although this was very
useful, it made it difficult precisely to time when each conflict was identified.

The use of the datablock to present the cleared level and destination code was
unfamiliar to subjects, and a lot of conflicts were reported which on closer exam-
ination of the cleared levels, would have been revealed as not being conflicts at all
(mostly aircraft being cleared to a level above that of lower traffic). One controller
was confused when the aircraft did not obey his (verbal) instructions—it was not
pointed out sufficiently well that the scenarios were fixed and not interactive. When
this was explained to later subjects, this had the side effect that once aircraft were
classified as conflicting (or potentially conflicting), they were ignored.

One subject used the SPACE key as a declutter button in the 3D display, in the
opposite sense to that intended—i.e. he held it down most of the time to display the
full datablocks, and released it where he wanted the display decluttered.

All subjects identified the slowly converging overtaking traffic conflict, but weren’t
sure about the precise distances involved. They tended to be conservative; e.g. the
tracks were converging, so controllers tended to stop the lower aircraft’s climnb, sort
out the lateral separation problem with a course change, then resume climb when
lateral separation was seen to be clear.

"The crossing conflict was missed by some subjects, or identified too late in the
case of one subject, especially on the 3D display. Several sources of confusion were

cited as reasons:

1. The airspace sector shown was very large compared to real sectors, and the
first few subjects tended to ‘assign’ themselves to a particular sector and ignore

other traffic! Later subjects were told explicitly to consider all traffic.

2. It was expected that the drop lines would be used as a cue to height and that
the 3D display would be sufficiently clear. However, the display tended to
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appear very cluttered, and separation of a cluster of aircraft along the same
line of sight was difficult. Two air plots could appear next together even
though their ground positions were well separated due to height differences
(i.e. the depth cue of ‘height in the visual field’ was acting as a nuisance cue),

and there were insufficient depth cues to separate the two easily.

o The perspective projection exacerbated this since aircraft near to the

horizon tended to be clustered together.

o Perspective projection also caused problems in that fixed-size drop lines
vary in displayed length according to its depth, negating their value in

.the opinion of two subjects.

e With two or more aircraft along similar line of sight, it was difficult
to determine heights and which air plot corresponded to which ground

position.

3. Correct identification of aircraft was made more difficult by a datablock cros-
sover problem where several air plots were shown in the same region of the
display. {See §5.4.)

ATCOs tended to look at lateral and vertical separations separately. From the
comments as the task was conducted, some tended to look at the lateral separations
of the ground plots, then try to follow the height poles up to the air plots to find the
associated labels to read the heights. This was difficult if several aircraft were along
the same approximate line of sight due to clutter and possibly insufficient depth

cues.

5.4 Display Evaluation

5.4.1 2D and 3D Displays
Colours

Colours were generally acceptable. Some subjects were familiar with the colour
standard; only one subject said that he did not like it, but that was a criticism of
the NATS standard rather than the implementation.
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Area

‘The displayed area was generally considered to be too large compared to the size
of sectors which ATCOs usually control. This was no problem in the parameter
reading task (except perhaps that the separations were viewed against a much larger
area than normal) but this interfered with the conflict detection experiment, to the
extent that some subjects were ignoring traffic in some parts of the display as they
had ‘assigned’ themselves to one particular sector {e.g. Heathrow approach) and
were ignoring traffic outside that sector (e.g. overflights or Gatwick traffic) as non-

pertinent.

Datablock Format

There was some unfamiliarity with the datablock in the conflict detection experi-
ment. Since the rationale was to get subjects to extract information purely from the
display and to dispense with flight progress strips, the cleared altitude was included
in the datablock next to the destination code. (The full datablock format used is
shown in Figure 4.7.) Since the presence of the cleared flight level was unfamiliar
to the subjects, it tended to be ignored. The general consensus was summed up by

one subject:
Datablock layout [is] unfamiliar—and needs time to get used to.

Another subject liked the fact that the cleared level and actual level are not vertically
adjacent but offset by the route code, since this helps to distinguish the two and
reduce the chance of one being read for the other.

‘The familiarity problem could be solved by greater exposure and training before

the main experimental run.

Legibility of Symbology and Datablocks

Generally, subjects found that symbology viewed in isolation to be legible; however,
some commented that the trail dots were rather small in the 2D and 3D TTW
versions (being single pixels on a high-resolution display) and information was gen-
erally difficult to see against a datablock, even though aircraft-related symbology is
guaranteed not be obscured by datablocks. One subject commented:

Trail data [are] difficult to read when garbled with a datablock.
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This was generally supported by the other subjects. Strutt suggested the use of
XOR plotting to alleviate this difficulty.

Datablock ‘Cross-Over’

There was a problem in the datablock overlap avoidance algorithm in that datablocks
related to targets drawn close to each other could ‘cross’, so that it could be difficult

to associate a datablock with a given target (Figure 5.5). There were also problems
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Figure 5.5: Datablock Crossing Problem

when the datablocks actually did overlap, in determining which block belonged to
which aircraft. Part of the problem is related to the thinness of the leader line (only

one pixel) and the subsequent difficulty in seeing it.

5.4.2 VR Subjective Trial

All but one subject tried the VR. display (and the one who didn’t was constrained
by time rather than by lack of interest). All enjoyed the experience and found it to
be novel and fun. Once navigation was mastered, none reported any problems with
using the display. No problems were found with motion sickness or disorientation.
Although the technology was limited (in terms of resolution, display update rate

and the cumbersome apparatus) subjects were objective and tended not to be put
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off by the present limitations, preferring to view the technology as developing and
to see whether or not it could be made use of in an ATC context.

It was felt that the egocentric perspective afforded by an immersive display
might influence the way in which subjects viewed the data, and this was indeed
supported by observations. Some subjects were also pilots and they commented
that the viewpoint was more that of a pilot than an ATCO, suggesting that such
an egocentric display might be useful in cockpits, (presumably with a see-through
HMD, or a TTW display) for gaining an awareness of the disposition of other traffic
(which at the moment has to be done by monitoring radio communications and is
therefore vague), but would not be useful from a controller’s point of view with cur-
rent working practices. Some subjects were fascinated watching the traffic patterns:
Watching inbound aircraft enter a stack and then leave it to head for the extended
centreline, turning onto it and landing, or watching outbounds climbing out from an
aerodrome, then turning and climbing over a stack or going under it. Two subjects
used the display for over 15 minutes and one for over 30 minutes (even though the
radar data was only for 15 minutes and so had to be replayed). One commented
that he could see the climb angle by the angle of the air trailing histories particu-
larly clearly and so see whether or not a particular aircraft would be able to climb
over the stack at present rate of ascent. (The symbols were not sufficiently clear
or large to enable him to do this in the TTW display.) Subjects also tried to place
thernselves inside aircraft to follow them or to position themselves at an airport to
gain a ‘tower’ view of the traffic.

Regarding potential applications, one subject thought that it might be useful
in airspace planning. Here, airways are planned and tested by using simulated
aircraft with representative performances to fly the routes and procedures. These
are displayed in 2D plan and profile views; however, the subject felt that the pilot’s
perspective as afforded by the VR display might give a better feeling for how well
the airway is suited to the simulated flight profiles. A couple of subjeéts thought of
potential applications in training, for debriefing trainees after exercises.

Two applications were proposed to subjects, who were asked to comment. QOne
was a low cost control tower visual control room simulator. Full-size simulators
are constructed for training, with large visual displays providing a panoramic view,
but some training could be done using a much cheaper immersive display. The

other was a see-through HMD for control tower applications on which taxiways and
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aircraft could be shown under conditions of restricted visibility superimposed on the
outside world. At present, under restricted visibility, ground movement control is
done using a surface movement radar, which gives a plan view. A see-through HMD
would give an overlay picture instead, and would not be restricted to aircraft on
the ground {aircraft could appear as a radar target box, perhaps with mode-A and
mode-C information appended). Most subjects thought both applications feasible

and potentially useful.

5.5 Discussion: Implications for Main Study

5.5.1 Introduction

The pilot study helped to further develop the display formats, hypotheses and ideas
of how to test them. Much was also learned about how individuals experienced in air
traffic control reacted and behaved when performing the tasks, and how they carried
out the task of ATC. This section reviews the overall lessons and implications of the
pilot experiment, what it revealed about the major hypotheses and better ways or

ideas for examining them, and the implications for the main experiment design.

5.5.2 Subject Behaviour

One of the things that emerged was the extent to which previous training and
experience influenced subject behaviour, and this validates the use of a control
group of non-ATCOs for the main study. For example, when presented with the
conflict detection scenarios, subjects reported that they mentally ‘filtered’ traffic
to concentrate only on aircraft of interest, even though in the conflict detection
scenarios presented, all aircraft were nominally of interest. For example, controllers
reported filtering aircraft by height (high, medium, low) as well as geographical
Jocation. An approach controller is not interested in overflying traffic; a controller
managing an upper airway is not concerned about traffic in a terminal area beneath
him. Some controllers also concentrated on areas where they had had previous
operational experience, rejecting traflic in other areas (for example, concentrating
on London Heathrow traffic and ignoring Gatwick traffic}.

It was at this stage that the tendency of controllers to treat horizontal and

vertical dimensions ‘separately’, as related in Chapter 2, first came to light. As
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controllers were describing how they carried out the conflict detection task {by a
‘running cornmentary’), some said that with the 3D display, they were looking at
ground positions and tracks, then following the drop lines up to the datablocks
(which were attached to the air plots) to find the heights. (Controllers have indi-
vidual styles, however, so this should not be taken as representative without further
research.) If ajrcraft ground positions and tracks did not reveal a conflict, there was
no need to look at the air plots to find vertical information.

‘The filtering of traffic by height and the emphasis on horizontal separation led
directly to the development of a task for the main study; investigating how speed
of extracting height and horizontal proximity information would vary with display

format.

5.5.3 Position Ambiguity in the 3D Display

The 3D display was found to be very cluttered, partly as a result of displaying such a
wide area and so tending to put aircraft likely to be in conflict close together. In some
ways, it presented too much information for conflict detection with the behaviour
described above, the air pibts being largely redundant. The author speculates that
if the datablocks were attached to the ground position instead of the air position (as
in Burnett and Barfleld’s display), there would have been a tendency to ignore the
air plots altogether. This right be partly due to trained behaviour with the 2D PPI
display, and partly due to the fact that the air plots could be confusing; two air plots
might appear close together but their ground plots might in reality be far apart,
as shown in Figure 5.6(a). Also, from the verbal evidence of the controllers and
observations of their behaviour, the author speculates that height in the visual field
may have been a nuisance cue; an air plot towards the top of the display may have
been interpreted as ‘high’, even if the actual altitude of the aircraft was not, when
the length of the drop line is not properly considered, as shown in Figure 5.6(b).
These problems are exacerbated where clutter is high (for example, with multiple
aircraft along a similar line of sight) since it may not be easy to determine which
ground position corresponds to which air plot. This is particularly problematic in
the case of the perspective projection since linear perspective tends to show aircraft

deeper into the display closer together.

It was postulated that a contributing factor to these problems was an inadequate
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B
A B
PY A
®
(a) Ambiguity of Position {b) Height in the Visual Field as a nuisance cue.
Air plots of A and B may be close whilst Failure to consider ground position may result
their ground positions may be far apart. in B being perceived as at a greater altitude

than A,

Figure 5.6: 3D Display Problems

sense of depth in the display. For example, in Figure 5.6(a), two air plots may be
displayed in close proximity where they are actually far apart spatially. With in-
sufficient depth cues, they might be mistaken as close together spatially, but more
depth cues might better convey their separation. One subject who was shown the
stereoscopic display had previous experience at viewing stereoscopic photographs
(having earlier been an RAF photographic interpreter) and related that the dis-
play ‘umped straight in’ when viewed in stereo. It was therefore anticipated that
adding stereopsis to the 3D TT'W display would give significant differences in task

performance.

5.5.4 Selection of 3D Projection

One of the objectives of the pilot study was to select a projection type (parallel or
perspective) for the 3D display formats in the main study. A perspective projection

3D image was found to have a number of problems:
1. The clutter problem described above,

2. subjects reported that the variation in length of drop line with depth negated

its value in making relative height judgments,
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3. readings of azimuth angle were found to be significantly less accurate with the

perspective projection display than with the parallel projection display.

Item (2) above was only from verbal evidence and not investigated experimentally;
however, the other two problems alone were sufficient reason to reject the perspective
projection for the main study, and to use parallel projections for the 3D T'T'W display
formats. (It is not possible to vary the projection type in the immersive 3D display;

a parallel projection in such a display might appear to be very strange to the viewer.)

5.6 Chapter Summary

A pilot study was conducted to examine further the utility of the developed display
formats, and to develop and validate expe?iments' to evaluate therm. First, the
design of the experiment tasks, the motivation for adopting them and the anticipated
results were introduced. The findings of the experiments, and the results of subjects’
evaluation of the displays were then presented, and finally the implications for the

main study were discussed.
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Chapter 6
Main Study

6.1 Introduction

This chapter describes the design and implementation of the main experimental
study of this research. The results are described in the next chapter. The develop-
ment of the displays used in the main study is first described. This is then followed

by the design of the experiment tasks. s S B

6.2 Display Implementation

6.2.1 Introduction

The display formats used in the pilot study were further developed for the main

study in light of feedback from the pilot experiment.

6.2.2 Changeé to PPI and TTW Displays

The display formats adopted for the main study are shown in Figures 6.1 and 6.2.
A number of changes were made to the 3D TTW display formats (see Figure 6.2):

o As discussed in §5.5.4, a parallel 3D projection was found to be preferable
over a perspective 3D projection, and was therefore adopted for the 3D TTW

displays used in the main study.

e In order to make aircraft ground position more clear, this was represented by

a white filled circle.

For all displays, the size of the displayed area was reduced to 50 x 50 nm.

Due to of the datablock crossover problem, it was decided to remove the auto-
matic datablock overlap avoidance and to display all datablocks in the 12 o’clock
position with respect to the appropriate aircraft plots. This then created the prob-
lem of how to view overlapping datablocks. The solution adopted for the 2D PPI
was that if one datablock (partially or totally) obscured another, if the user ‘clicked’
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Figure 6.1: Main Experiment 2D Display Format
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Figure 6.2: Main Experiment 3D Display Format
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on the obscured datablock using the left mouse button (i.e. moved the tip of the
arrow-shaped cursor to the obscured datablock and pressed and released the left
mouse button) then the datablocks were ‘swapped’. For 3D displays, however, dat-
ablocks had to be displayed such that near datablocks obscured far datablocks in
order to avoid violating the occlusion depth cue; i.e. a datablock should not occlude
another which is at less depth. For the 3D displays, therefore, a modified solution
was adopted; clicking on a datablock which partially or completely obscured an-
other caused it to become transparent, leaving just its frame and so revealing the
datablock behind.

6.2.3 Changes to Immersive Display

The main problem in the preliminary display had been the excessive demand on
system performance from the requirement to re-orientate and re-scale the datablocks
continually in respotse to changes in head position and orientation. Clutter had also
been found to be a major problem. This led to datablocks being omitted from the
pilot study display, but it was important to try to find a solution to these problems
which could be implemented in the main experiment display. - _
One approach to reduce both clutter and system load was to reduce the number
of datablocks displayed at any one time, in which case the problem becores one of

how to select datablocks of interest. T'wo solutions to this problem were considered:
1. Manually select aircraft for display of datablocks.

2. Automatically disﬁiay datablocks for aircraft lying within an area direc.tl.y in
front of the subject’s head.

Solution (1) envisaged a visible narrow ‘beam’ coming out of the ‘hand’ and being
intersected with aircraft in order to display their datablocks. This was suggestéd to
some of thé'éubjecfs”ih fﬁé'pi'lot.éﬁcperifhent.s, .aith.o.ugh 1t was ﬁot derﬁons'trated; it
was rejected as an idea since subjects ‘don’t want to spend their time continually
having to select aircraft’.

Selution (2) was investigated for the main experiment. This is based on the
hypothesis that the viewer will tend to move his/her head to look directly at objects
of interest to fixate on them. Although the display is head-tracked but not eye-

tracked, and only eye movement is required to foveate on any aircraft currently
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displayed on the HMD, it is speculated that for objects outside an area directly in
front of the viewer, the viewer will tend to turn his/her head towards the object of
interest to view it anyway. With this in mind, solution (2) envisaged only displaying
datablocks for aircraft within a certain area directly in front of the viewer. It is very
similar to solution (1), except that the conceptual ‘beam’ (invisible in this case)
would be larger and head-slaved instead of hand-slaved. However, with solution {2),
the hypothesis is that because it attempts to work with the way in which we view

the world naturally, it would be less intrusive.

The implementation of solution (2) was a relatively complicated. The problem
is to find quickly the objects contained in a given ‘selection volume’. The choice of
selection volume shape is important, both for consequences on computational load
and for the effects presented to the viewer.

One implementation investigated using the dVS operating system’s collision call-
back mechanism. Callbacks can be registered for collisions between the bounding
boxes of objects. These bounding boxes are formed simply by taking the maxima
and minima of the z, y and z coordinates of an object’s vertices, and have all the
usual problems of axis-aligned bounding boxes; the fit between the bounding box
and the object’s boundary can be poor, and for long, thin objects especially, the
bounding box can be potentially a lot lIarger than the object. However, the bounding
box mechanism does provide a rapid method for finding which objects are potentially
in collision, and more detailed collision computation can then be carried out on this
reduced set by an object boundary intersection test. The issue is then to implement
this test efficiently. Unfortunately, a major flaw was found with this approach. The
way in which dVS detects and handles collisions is very limited, and in the case of
multiple simultaneous bounding box collisions, only one collision actually results in
a callback to the application. Detecting the case where objects ‘decollide’ (are no
longer in collision} was also very difficult.

It was therefore decided to abandon this approach and use a brute force method
of periodically testing all aircraft objects against the selection volume. The ease of
such an approach depends on the shape of the selection volume. If it is assumed
that all polyhedra in the scene are closed and convex, then a simple intersection
test is as follows: An object a intersects or lies within object b if any of a’s vertices

are on or within b's boundary area. (This does not cover the cases of edges only
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intersecting, or the case where the polyhedra are precisely the same shape and are
perfectly aligned. However, since the aircraft polyhedra are small in comparison to
the selection volume, the latter issue does not apply, and since the head position is
constantly updating the former restriction should not pose a problem.) One of the
easiest volumes to test for intersection against is a unit cube at the origin aligned
with the world coordinate axes. Whilst this is obviously impractical as a selection
volume as it is, a shape may be selected which can be transformed to this unit cube
easily. The same transformation can then be applied to the object under test, so
the test may be done trivially within this transformed space.

‘T'wo shapes of selection volume suggested themselves: A simple cuboid and a
truncated pyramid. Transformation of a simple cuboid is trivial: Indeed, if the
geometry for the viewing volume displayed by dVS was originally a unit cube to
which transformations were subsequently applied, then the transformation matrix
may be obtained directly from dVS. In the case of the truncated pyramid, the
transformation matrix to a unit cube is well known as the camera transformation

in computer graphics. For simplicity, a cuboid selection volume was chosen.

6.3 Experiment Design

6.3.1 Introduction

The experiment design extended that of the pilot study to include the stereoscopic
3D display and to introduce non-air traffic control subjects as well as ATCOs. The
major hypotheses of the main study were therefore that subject performance at
experimental tasks would depend (a} on the type of display and (b) on the type of
subject.

‘The immersive 3D display was demonstrated to subjects but was not incorpor-
ated in the tasks.

6.3.2 Overall Experiment Design

Display type D has three levels: (1) 2D PPI, (2) pseudo-3D TTW and (3) stereo-
3D TTW. Subject group G has two levels: (N) novices (non-ATCOs) and (X)
experts {ATCOs}. This gave a 3 X 2 study with 6 cells, shown in Table 6.1.

The tasks built on the lessons learned from the pilot experiment:




6. Main Study 148

Display D
i 2 3
Group N | N1 | N2 N3
G X | X1[X2]X3

Table 6.1: Main Experiment Cells

1. Precision of Observation of Azimuth Angle and Relative Distance.
2. Information Extraction Speed.

(a) Height information.

(b). Horizontal separation.

wo

. Memory of a Scene,
4. Conflict Detection.
5. Interception.

These are described in the following sections.

As in the pilot study, subjects were given instruction sheets for each task (see
Appendix B). Each task incorporated one or more demonstration/training scenarios
which allowed the supervisor to explain the instruction sheet details, allowed the
subjects to practice the task and allowed the supervisor to ensure that the task
would be carried out properly.

At the start of the experiment, each subject was given an infroduction sheet
(§B.1) and required to complete a questionnaire (§B.2). They then performed each
task in turn, for which measures were taken. After each task, subjects were required
to complete a further questionnaire which asked for subjective difficulty ratings (on
a scale of 1-7) and for any comments. The reason for taking subjective ratings was
to try to ascertain whether subjects perceived any difficulty in performing certain
tasks.

After carrying out the experiment, subjects were given a cormmercially-developed
spatial ability test [SW88]. It was hypothesised that air traffic controllers might have
higher than average spatial reasoning ability and this might explain any observed

differences between the two subject groups. The spatial ability test showed 20 shapes
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presented as unfolded ‘nets’ with markings on the outside. There were four questions
per shape, each question showing a solid. For each question, subjects had to indicate
whether or not the solid could be made by folding the associated net, Subjects had

20 minutes to answer the 80 questions.

6.3.3 Task 1: Azimuth Angle and Relative Distance
Introduction

The aim of this task was to examine the influence of display type and subject type
on the reading of azimuth angle and relative distance. As stated in §4.3.4, the ability
to make sufficiently accurate judgments of azimuth angle and relative distance has
been stated by air traffic controllers as being very important.

As related in §3.2.3, 3D displays have the problems of perceptual ambiguities in
reading distances and biases in reading of azimuth and elevation angles, whereas in
a plan-view display, horizontal distances and azimuth angles are presented without

ambiguity. As one air traffic controller has related to the author:

6.1 ... the advantage of the 2D/mode-C concept [is] the accuracy. Use the vector

and read the numbers. ..

The pilot experiment indicated that with the display camera parameters used, a
parallel projection gave smaller errors in reading azimuth angle than a perspect-
ive projection (although in the parallel projection, observed angle was found to be
significantly dependent on B}, and observed relative distance errors were not signi-
ficantly different between the two displays. The main experiment seeks to compare
the accuracy of angle and distance observations between different display types and

subject groups.

Methodology and Hypotheses

The design of this task is based on that used in the pilot study (§5.2.1) and adopts
the same nomenclature. In addition, the angle between the line joining 7y and 7%
and a radial line from the centre of the display passing through point B is defined
as o.

‘The task is designed to test the influence of subject group @ and display type

D) on observed azimuth angle y4 and observed relative distance yp between the
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two aircraft. The task was carried out by presenting subjects with 20 stimuli in
turn and asking them to note the angle and distance between the two aircraft in
each stimulus. Since this task concentrated on exploring the influence of D and
G on the dependent variables and was not designed to systematically explore the
relationships between the dependent variables and the other variables, the values
of ya, yp, By and B, were generated randomly. The ranges of these variables are
shown in Table 6.2.

—20nm < B, < -+20nm
—20nm £ By < +20nm
—-180° < g < +4180°
Inm < Ap < 10nm

Table 6.2: Main Task 1: Ranges of Randomly-Generated Variables

Regarding observations of azimuth angle, it is expected that the 2D PPI display
will result in the greatest accuracy, with the stereo-3D TTW display the next most
accurate and the pseudo-3D display the least accurate. A stereoscopic display is
expected to yield higher accuracy of azimuth observations than a non-stereo display
since Fllis suggests that stereo viewing removes one of the sources of viewpoint
misestimation azimuth judgment bias (see §3.2.3). ATCOs are expected to read
angles with greater accuracy on the 2D PPI than novices due to their training
and experience, but whether there is any difference between the groups on the
3D displays (due to the ATCOs’ training with 2D displays) is not known.

Regarding observations of relative distance, it is expected that the 2D PPI dis-
play will give higher accuracy than either of the 3D display formats. It is also
expected that distance reading accuracy will depend on the angle between the line
joining Ty and T and a radial from the centre of the display passing through point B
{define this angle to be ¢). This is because of the fact that range rings are provided
to judge distance, and it is expected that it will be easier to judge distances if the line
between T3 and Th is perpendicular to the range rings rather than if it is tangential

to them.
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Procedure

I'wo training scenarios were shown to subjects. The first was displayed while the
subject read the task instruction sheet (§B.3), so that he or she could refer to
the display. (Being the first task instruction sheet, it described the format of the
display in addition to the task itself.) Subjects were additionally given a response
sheet (§B.4) on which to record the angle and distance between the aireraft in the

training scenarios and each of the 20 experiment stimuli.

Having read the instruction sheet, the supervisor again talked through the points
on the sheet, particularly explaining the features of the display (for example, the
representation of aircraft and how to reveal obscured datablocks by clicking on
them with the mouse) and covering any points of which subjects were unsure (for
example, the use of the mouse, although most subjects were familiar with these).
The subjects carried out the task for the two training scenarios under supervision,
after which any further questions were answered. The subjects then carried out the
task itself without further interference from the supervisor {although he remained

close at hand in case of difficulty).

The same 20 stimuli were presented in a random order to each subject. Subjects
could work at their own pace. After each stimulus, subjects were instructed to
press the middle mouse button to proceed to the next stimulus. Having completed
the 20 stimuli, subjects were presented with a questionnaire (§B.5) which asked
them to record subjective accuracy and difficulty in reading distance and angle, any

particular problems with reading distance or angle, and any further comments.

6.3.4 Task 2: Information Extraction
Introduction

As discussed in §5.5.2, it was found in the pilot experiment that air traffic controllers
mentally ‘filter’ non-pertinent traffic, including sorting by height, and also tend to
consider the horizontal and vertical dimensions separately. This task was aimed at
investigating how speed of extracting horizontal and vertical information depends

on display format and subject group.
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Methodology and Hypotheses

The task was divided into two parts. The first part concerned the extraction of alti-
tude information, the second part concerned the extraction of horizontal proximity
information.

For each part of the task, subjects were presented with a succession of stimulus
images each containing 10 aircraft, and for each stimulus were required to select two
aircraft according to given criteria (highest and lowest, or the two aircraft with the
smallest horizontal separation). For each stimulus, the time from presentation of the
stimulus to selection of the two aircraft was recorded. Let time of altitude extraction
for a stimulus be denoted by yar and time of horizontal proximity extraction be

“denoted by yar. The null hypotheses for this task are that y4r and ygr are both
| independent of display type D and subject group G.

Burnett and Bazfield’s study comparing a PPI display against a 3D perspective
display using air traffic controllers (§2.6.2) included a task in which subjects were
required to identify the callsigns of the highest and lowest aircraft in a scenario. Not
surprisingly, they found that subjects performed the task faster using the perspective
display than with the plan-view display for both moderate (7 aircraft} and heavy
(17 aircraft) traffic densities. The current task had only one traflic density level but
similar behaviour was expected. To determine height on a 2D display requires the
subject to read all the datablocks, whereas in a 3D display the heights of aircraft
are visualised directly in a pictorial image, and it is anticipated that the direct
visualisation of height will be faster to interpret than reading all the datablocks.

For the horizontal proximity extraction sub-task, the 2D PPI display presents
horizontal distance information unambiguously, whereas the 3D display is subject
to ambiguity regarding components of distances along the display LOS (§3.2.3). It
was hypothesised that subjects might be slower at extracting information from a
3D presentation than a 2D presentation for scenarios where the ambiguity in the

3D presentation might be problematic.

Procedure

The instruction sheet for this task is given in §B.6. It was decided to carry out
the timing by computer. When each scenario was displayed, a timer was started.

Subjects then had to select two aircraft from the scenario by clicking on their position
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symbols (the air position symbol only for the 3D display formats) with the left mouse
button. Doing so caused an aircraft’s position symbol to turn from black to red.
Clicking on a red symbol caused it to turn back to black, which allowed subjects to
change their minds in case they made a mistake. When satisfied with their selection
of two aircraft, subjects were required to press the middle mouse button, which then
caused the elapsed time since the start of the scenario to be recorded and the next
scenario to be displayed. Subjects were asked to work as quickly as possible whilst
maintaining accuracy.

At the start of the task, subjects were asked to read through the entire instruction
sheet. The sub-tasks were then carried out separately, the altitude extraction sub-
task first. In both sub-tasks, subjects were first given a briefing (verbal explanation
of the instruction sheet) and then presented with three training scenarios (to get the
subjects used to selecting aircraft with the mouse, and to counter any ‘habituation’
from the first sub-task affecting the second sub-task), followed by ten scenarios for
which times were recorded. The same ten scenarios were used for each sub-task, but
were presented in different (random) orders, both from sub-task to sub-task and
from subject to subject.

After finishing the entire task, subjects were required to fill in a questionnaire
(§B.7) which asked them to rate difficulty of each sub-task and to make comments

on any particular problems with each sub-task and any other general comments.

6.3.5 Task 3: Memory Recall
Intreduction

This extended the pilot study memory task (§5.2.2) which was designed to invest-
igate the effect of display format on the memory of an air traffic scenario: Speed of
assimilation into memory, speed and accuracy of recall, retention time in memory
and the a,hilify to chunk information. .

Several lessons were learned from the pilot study, the main one being that the
pilot scenario (containing 15 aircraft presented for 60 seconds) severely overloaded
the subjects’ memories. It also emerged that subjects were using their knowledge
of traffic patterns in the Heathrow area to remember the positions and altitudes of
aircraft (the pilot scenarios were drawn from real traffic samples). It was therefore

decided to introduce two more variables into the main experiment task: Varying the
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number of aircraft to examine the effects of greater and greater load on memory,

and showing random traffic patterns as well as ones selected from real traffic data.

Methodology

This task had four independent variables: D (display type) and G (subject group),
A (number of aircraft) and R (scenario randomness). The overall experiment
design consisted of independent groups of subjects, each being in one of the cells in
Table 6.1. Each subject was presented with a number of scenarios which varied the
number of aircraft and whether the traffic pattern was random or drawn from a real
traffic sample.

For real traffic samples, callsign information was not available {(since the radar
data file from which the samples were taken only contained the mode-A codes from
the RDP computer and not the associated callsigns) and so had to be made up, asin
the random traffic samples. Callsigns consisted of two letters (representing an airline
code) and three numbers (representing the airline’s flight number). (At present real
callsigns use three letters and three numbers, but the author was unaware of this
at the time.) The numeric codes were chosen at random. Some airline codes were
suggestive of airlines (e.g. BA for British Airways, PA for Pan American) whereas
some were simply made up.

Number of aircraft (A) had four levels: 3, 5, 7 and 9 aircraft. It was expected
that 3 aircraft would present a modest load on memory, 9 aircraft a very heavy
load on memory. Scenarios were presented in order of increasing number of aircraft,
and subjects were not informed about the number of aircraft. The training scenario
contained three aircraft. Scenario randomness had two levels: Random pattern (R)
or real traffic data (T).

Two stimulus scenarios were generated for each level of A, one random and
one taken from a traffic sample. This gave eight stimuli, summarised in Table 6.3.
Stimuli were presented as follows. First, the training stimulus, followed by the 3,
5, 7 and 9 aircraft stimuli. Within each pair of stimuli with the same number of
aircraft, the order of presentation of random and traffic scenarios was randomised.
For example, the presentation order for one subject might be (A, B, D, C, E, F, G,
H) whereas another might be (B, A, C, D, E, F, H, G). Subjects were not informed

in advance that the number of aircraft varied from stimulus o stimulus, nor that
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some were random and some were based on traffic samples.

Stimulus | Aircraft | Sample
train 3 R
A 3 R
B 3 T
C 5 R
D 5 T
E 7 R
F 7 T
G 9 R
H g T

Table 6.3: Task 3 Stimuli

Each scenario was presented to the subject for 90s. The subject was then re-
quired to reconstruct the scenario on a piece of paper which showed the displayed
area in plan, complete with video map (§B.9), recalling aircraft position, height and
callsign information. Time fo recall ypr and accuracy of position yp 4, altitude yma

and callsign yo4 were all dependent variables.

Hypotheses

The null hypotheses were that recall time and accuracy of recalied position, alti-
tude and callsign would be independent of scenario randomness, number of aircraft,
display type or subject type.

As in the pilot study, it was postulated that the 3D display formats would result
in position and approximate height being faster to memorise and recall. Display
format was not expected to influence recall of callsign information.

It was expected that the numeric component of callsigns would be less easily
remembered than the alphabetic component, especially where the alphabetic com-
ponent bore some resemblance to an airline code (although it was not known whether
subject type would influence memory of the alphabetic component).

For the expert subject group (G=X) it was anticipated that positions in real
traffic samples would be more recalled more accurately than for random traffic

patterns. No such behaviour was anticipated for the novice subject group (G=N).
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Procedure

Subjects were asked to read the instruction sheet prior to the task (§B.3). The
training scenario was then presented. Before each scenario, the response sheet was
presented face down such that it had to be turned over left-to-right each time (this
was explained to the subject and demonstrated). Each scenario started by showing
a blank screen. When the subject was ready, he or she pressed the middle mouse
button, which displayed the scenario for 90s. After this time, the screen was blanked,
and subjects were asked to turn over the piece of paper, note down what they could
remember and then to hand the paper to the supervisor when they had finished.
The task was manually timed with a stopwatch from when the subject turned over
the sheet to when he or she handed the sheet to the supervisor.

Subjects were instructed that they could rest for as long as they liked between
scenarios, but were not told how many aircraft would be in the scenarios or that
some scenarios were randorm.

Following the task, subjects were presented with a questionnaire (§B.10) which
asked them to rate the overall difficulty of the task, and the difficulty of recalling
position, height and callsign. (It was intended that the latter three should be relative
to each other.) The questionnaire also asked subjects to describe how they carried

out the task, and invited any further comments.
6.3.6 Task 4: Conflict Detection Task

Methodology and Hypotheses

This task was designed to extend the pilot conflict detection task to test the null
hypotheses:

1. Conflict detection performance (in terms of time to detect a confiict and num-

ber of conflicts correctly detected) is independent of display type.

2. No more vertical conflict resolution instructions will be given using the 3D dis-

play types than in the 2D display.
3. Conflict detection performance will not depend on subject type.

Much of the rationale behind this task has already been described in §5.2.3 and so

will not be repeated here. The main experiment task extended the pilot task to look
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Stimulus | Conflict

A No conflict.

B Altitude bust (failure to level off). Heathrow outbound
against holding stack,

o Aircralt climbing westbound out of Gatwick against level
southbound traffic. High clutter.

D No conflict.

B T'wo aircraft westbound in same airway, the east-most air-
craft overtaking and converging with west-most aircraft,

P ‘I'wo converging head-on east-west, one climbing through
the other’s level

Table 6.4: Main Experiment Conflict Detection Task Stimuli

at differences between expert and non-expert groups of subjects.

Subjects were presented with two training scenarios plus six scenarios in random
order for which results were recorded. Each was a dynamic traffic scenario compris-
ing 90s of animation (one frame every 6 seconds) and contained either a conflict
or no conflict. Scenarios were based on real traffic data with a simulated aircraft
introduced in scenarios containing a conflict. Performance measures were: Time to
identify a conflict (if one existed), correct identification of conflicting aircraft and
type of instruction issued.

The scenarios and types of conflicts they contained are summarised in Table 6.4

below.

Procedure

The instruction sheet (§B.11) had to explain the conflict detection task in sufficient
detail for a novice to be able to carry out the task adequately. The supervisor also
gave a verbal explanation and ‘talked through’ the first training scenario to ensure
that the concepts were understood. Subjects then monitored the second scenario
unassisted, but could ask questions of the supervisor.

For the task itself, the six scenarios were presented in random order. Subjects
were not told whether or not each scenario contained a conflict. Before each scenario,
a blank screen was presented. Subjects then pressed the middle mouse button to
start the scenario, which also started a timer. The scenario was then displayed

for a maximum of 90s. Time elapsed was displayed at the top right of the screen.
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If subjects did not detect a conflict, they were required merely to let the scenario
run to completion. If a conflict was detected, subjects were required to stop the
scenario by pressing the middle mouse button, then to select the two conflicting
aircraft by clicking with the left mouse button on their position symbols which
caused selected aircraft to turn red, in the same manner as task 2. When the desired
aircraft had been selected, subjects were required to press the middle mouse button
again to confirm the selection. The time elapsed between the start of the scenario
and its interruption by the subject and the two aircraft selected were recorded
automaticé,lly. In addition, subjects were asked to give instructions to the conflicting
aircraft to resolve the conflict, and these were noted by the supervisor,

Following the task, subjects were presented with a questionnaire (§B.12) in which
they were asked to rate the difficulty of the task, to describe how they carried it ouf

and were invited to make any further comments.

6.3.7 Task 5: Interception Task
Introduction

This task was not carried out in the pilot experiment but was a result of later
considerations.

The above part-task tests are passive, in that they merely require subjects to read
information from the display, and then compare the variation in speed or accuracy
of the reading over the display types. Here an active synthetic task was introduced
to see if the results of the part-task tests considered in isolation could apply to a

task which was the combination of some of these elements.

Methodology and Hypotheses

The task devised involved controlling an interceptor (chaser) aircraft to catch a
manceuvering target aircraft. The task was divided into two parts. The first part
was a selection task: Given a static scenario with several aircraft, the subject was
tasked with picking the aircraft which was the closest absolute distance from the
origin of the world coordinate space {i.e. the point on the ground at the centre of
the display range rings). The next part was the interception task: All targets apart
from the selected one were removed and a chaser aircraft appeared on the ground

at the middle of the screen and started moving. The subject’s task was to guide
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the chaser to within a specified distance of the target, which manceuvered on a
preprogrammed flight path.

The interceptor and target moved at constant speeds (the interceptor’s speed
was fixed at 1.5 times that of the target). To allow results to be compared if the
subject failed to select the correct target, interception time and target manceuvres
were both normalised. Interception time was normalised by dividing it by the initial
absolute distance between target and chaser. The flight path of the target was
specified by a sequence of triples of time, relative turn (azimuth) angle and pitch
angle (flight path angle): e.g. at time ¢;, turn left 40°and set pitch angle to —5°; at
time £9, turn right 66°and set pitch angle to 0°; etc. The target’s manceuvres were
normalised by setting its initial heading relative to its initial bearing from the centre
of the display, and normalising the times in the flight path by the initial absolute
distance from the centre of the display.

Subjects controlled the interceptor by two ‘slider’ bars, as detailed in the instruc-
tion sheet (§B.13). One slider controlled target azimuth angle, the other controlled
target pitch angle.

The selection phase of the task is akin to the study performed by Bemis, Leeds
and Wiéﬁer (§2.6.3, p. 51), comparing plan-view versus perspective format displays
for threat detection and interceptor selection tasks. This study found that subjects
using the perspective display made significantly fewer errors for all tasks, and that
times taken to perform the threat detection and interceptor selection were lower.
For this task, it was hypothesised that since this required visualisation of absolute
distance instead of purely horizontal and vertical components, selection time would
be lower and accuracy would be greater with the 3D display formats than with
the 2D display formats, since distance between two points may be seen directly
in a 3D display. (The 2D PPI display only shows horizontal distances in pictorial
format.)

For the interception phase of the task, it was again hypothesised that interception

time would be lower for the 3D display formats than for the 2D display.

Procedure

Having read the instruction sheet {(§B.13), subjects were presented with two training

scenarios for practice. After this, five scenarios were presented in the same order
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for each subject. The variables of time to select, aircraft selected and time to
intercept were recorded automatically. After the task, subjects were presented with
a questionnaire (§B.14) which required them to rate the difficulty of the task and

invited any comments.

6.4 Immersive Display Demonstration

After the main experiment, expert subjects were given the opportunity to try using
the immersive display on a voluntary basis. The aim was to introduce the concept
of virtual reality, and to solicit opinions. Subjects were first required to read an
introduction sheet (§B.15). They were then verbally briefed and the equipment was
" demonstrated. Subjects were then shown two scenarios, which they could spend
as much time viewing as they liked. A possible application of immersive displays
was then described to elicit comments as to feasibility/desirability. Finally, subjects
were invited to write down any comments.

Two scenarios were shown: An architectural visualisation, in which subjects
explored a room (a kitchen) and could interact with objects (e.g. pick up a teapot,
open cupboards, dismantle a cooker), and an air traffic control radar visualisation
with a scenario taken from real traffic data.

The architectural visualisation was shown to demonstrate the potential of im-
mersive displays for simulating work areas. The expert subjects were from Heathrow
tower, mostly working in the Visual Control Room {VCR). As part of the proposed
future development of Heathrow airport, a new control tower is to be construc-
ted, and controllers are being consulted in the design process. The architectural
visualisation was introduced to give controllers an idea of the potential for simu-
lating a VCR. (This idea was raised by an ATCO just before the main experiment
was scheduled to start, so there was insufficient time to model a VCR; the kitchen
demonstration was therefore substituted!)

The air traffic visualisation was to show controllers the potential for immersive
radar displays, and to solicit opinions. This was a continuation of the demonstration
carried ouf in the pilot study.

The proposed ATC application was an idea developed by the author and de-
scribed verbally to subjects as a potential future application for immersive display

equipment when the enabling technology becomes sufficiently mature. The use of
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a see-through lightweight HMD was suggested for use in the VCR, onto which air-
craft and other symbology (ground vehicle positions, runway outlines etc.) derived
from surface movement, primary and secondary radars and other sources, would
be projected. This would allow controllers to see information superimposed on the
outside world, and to stay ‘head-up’ in situations of reduced visibility (e.g. at night,
or in fog or low cloud!), and to maintain contact if an aircraft being monitored
visually disappears into cloud. Further, additional symbology such as projected ex-
tended runway centrelines and glideslopes could be superimposed so that controllers
could see immediately whether an approaching aircraft was deviating from a safe
trajectory without having to go ‘heads down’ to consult a supplementary display.
Ground controllers are used to carrying out their task visually the majority of
the time, and such a display would enable them to do so under conditions of poor
visibility. Designers of VCR, simulators have related to the author that a difficulty
experienced by trainees is correlating blips on a radar screen with aircraft in the
outside world. This suggests that there may be a mental workload involved between
relating an exocentric display such as radar to a situation where the consroller is
usually viewing the situation from a first-person {egocentric) perspective. Such a
display would allow an egocentric perspective to be maintained and so might afford a
lower workload than using a radar display. (Similarly, a workload is also experienced
by a pilot transitioning from instruments to visual contact for landing, time being
required to re-focus the eyes and to orientate oneself with respect to the outside

world. A head-up display of flight symbology eliminates this.)

6.5 Chapter Summary

This chapter described the design and implementation of the main experiment study.
First, the final design of the displays incorporating the lessons learned from the pilot
study was described. Next, the design of the experiments was presented. Finally, a
demonstration of the immersive display to be shown to ATCO subjects after they

had carried out the experiment tasks was described,

*The new proposed Heathrow control tower is so tall that the VCR is expected occasionally to
be in cloud!
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Chapter 7
Results

“Go on, Mr. Pratt,” says Mrs. Sampson. “Them ideas is so original

and soothing. I think statistics are just as lovely as they can be.”

0. Henry The Handbook of Hymen

7.1 Introduction

This chapter presents the results of the main experiment. For each task, a summary
of the raw data, its statistical analysis, and a discussion are presented. The results
of the immersive display demonstration are also presented.

Tabulated statistical data and analyses are given in Chapter C. Unless otherwise

indicated, the analyses were carried out at a significance level of 0.05.

7.2 Demographic Data

A total of 49 subjects took part in the main experiment. Of these, the first 10 sub-
jects were used to pilot the experiment, and debug procedures and instruction sheets.
One of the remaining subjects was allocated to use the 3D stereoscopic display, but
was found to be unable to see stereo (the subject reported the inability to see any
difference in the displayed image with and without the stereo glasses, and further
reported the inability to see random-dot or anaglyph stereograms); this subject’s
objective data therefore had to be removed from the study, although his subjective
opinion data was incorporated. This left 38 subjects in the main study.

The main study pilot group was drawn largely from research students in the
Computer Science Department at QMW, plus two students and a member of staff
from other departments within the college. Pilot group subjects were paid £5 for
participating in the experiment.

The main experimental factors were Group G and Display type D. The subjects

were categorised into two groups; novices (non-ATCOs) (group G =N) and experts
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(ATCOs) (group G =X). 16 subjects were novices, 22 were experts (with one ad-
ditional ATCO's data being inadmissible due to lack of stereo vision, as explained
above).

All ATCOs were employees of CAA NATS working in the control tower at Lon-
don Heathrow airport, and were each paid one day’s overtime for attending the
experiment. However, only a few of these subjects were current radar operators,
Heathrow tower operations consisting mostly of non-radar VCR tasks, with Thames
Radar and London Special VFR, radar being operated only by a few (although all
radar operators at Heathrow also work in the VCR). All had been trained on radar,
however, and all but one had previous radar operational experience.

Most novice subjects were student volunteers from QMW, although two members
of staff also participated in the study. As a consequence, nearly all novice subjects
were ‘computer literate’. Novice subjects were each paid £5 for participating in the
experiment.

Each subject was allocated to one of the three display types, and so into one of
the six main experiment cells (Table 6.1). The number of subjects it was planned to
allocate to each cell (based on projections of how many ATCOs might be expected
to volunteer for the study), and the number of subjects actually in each cell, are
shown in Table 7.1. The distribution is uneven due to “no shows” and reschedulings

of subject attendance.

Display Display
Group | 1 } 2 | 3 || Total Group { 1 | 2 | 3 | Total
N 6 166 18 N 6|55 16
X 6 |66 18 X 71916 22
Total |12 112 12| 36 Total ; 13 | 14 | 11 38
(a) Ideal (b) Actual

Table 7.1: Subject Cell Allocation

Age distributions of the novice and expert subject groups are shown in Figure 7.1.
The expert group subject’s ages are fairly evenly distributed between age ranges 21—
30, 31-40 and 41-50, whereas the novice group subject’s ages are predominantly in
the age range 21-30, reflecting the fact that most of this population were university

students.
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Figure 7.1: Subject Age Distribution

Breakdown by gender is shown in Table 7.2, Both expert and novice groups were

predominantly male.

Group | Male | Female
N 14 2
X 18 4

Table 7.2: Subject Gender

7.3 Spatial Ability Test

A histogram of spatial ability scores for both groups is shown in Figure 7.2 (a score
of 80 is the highest possible). Descriptive statistics (mean and standard deviation)
are given in Table C.1. Spatial ability scores for two novice subjects were not
available. A Student t-test was carried out to test the hypothesis that the means of
the spatial ability scores of the two groups were different. This found no significant
difference in spatial ability between the two groups (¢ = 0.672, ts4005 = 2.032,
p = 0.506).
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7.4 'Task 1: Azimuth Angle and Relative Distance

7.4.1 Azimuth
Azimuth Observations

Subjects were instructed to read the azimuth of an object target 75 from a reference
target T;. Occasionally, however, they wrote the bearing of T3 from T3 instead. This
was a relatively rare occurrence (less than 10 observations out of the total of 760)
and was corrected simply by adding {or subtracting) 180° to the observed azimuth
where it was obvious that this had occurred.

The scatter plots of observed azimuth angle y4 versus stimulus azimuth angle
A4 with a superimposed line y4 = A4 for the novice and expert groups over all three
" display types are shown in Figure 7.3. The observations of the two groups appear
to be very similar. An analysis of covariance incorporating the factors D and & and
the independent variables By, By, and A4 in a standard linear model resulted in the

following models:

D=1: yg= ~0.7-+10xs—0.1B;+0.2B, (7.1)
D=2: yg= —28+10\4+02B; —0.3B, (7.2)
D=3: yg= —2.4-+1074+0.1B, - 0.2B, (7.3)

The model’s estimates and standard errors for the significant variables are shown in
Table C.2.

Subject group G was found not to have a significant influence on y4: i.e. contrary
to expectation, there were no significant differences between the novice and expert
ETOUpS.

The constant terms in the above models take account of some of the random
error and overall bias in reading azimuth between the displays, all other things
being equal. For the 2D display (D = 1), the result is much as expected: There
is no appreciable constant bias on azimuth. The 3D displays each show a negative
bias (i.e. the subjects tended to underread the azimuth angles), the stereo-3D display
having a slightly smaller bias than the pseudo-3D display.

By (the left/right position placement of targets on the display} was found to
have a slight but significant influence on azimuth angle observations. This influence

is greater for the pseudo-3D display than for the stereo-3D display.
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There was a significant but slight influence of B, which was different in each
of the three display types. This was at odds with the pilot study, which found no
significant influence of By. Recall that By is the world y-coordinate of the point B
which is the midpoint of a line joining the two targets {Figure 5.1). For the 2D PPI
display (D = 1) By indicates whether the target pair is towards the top or bottom
of the display window. In the case of the 3D display types, By is proportional
to target depth (§5.2.1). The result for the PPI display (B, coefficient of 0.2) was
surprising since it indicates a tendency to overread the azimuth as the targets appear
more towards the top of the screen, and a tendency to underread the azimuth as they
appear more towards the bottom. For the 3D display types, the models suggest that
increasing the z-depth of the target pairs imparts a negative bias on the reading of
azimuth angle, the bias being greater for the pseudo-3D display than for the stereo-
3D display. This is again at odds with the findings of the pilot study.

Define g, to be the azimuth estimation error:
Ye = YA — A4 (7.4}

Mean and standard deviation plots of y. against A4 are shown in Figure 7.4. De-
scriptive statistics are given in Table C.3. The azimuth error plots are consistent
with the Ellis and Hacisalihzade's reports that azimuth error is modulated with
target azimuth angle, the errors being smallest close to implicit standards (0°, 90°,
180°, 270°) (§3.2.3, p. 65). There were insufficient azimuth stimuli in this experi-
ment to show that this was actually the case; however, it is highly probable that
similar error estimation patterns apply. In support of this, one subject commen-
ted that ‘Judging the intermediate angles (i.e. not right angles) was more difficult.’
(Quote D.54).

Subjective Accuracy

Subjects were asked to estimate their margin of error by drawing a mark on a line
which was marked off in steps of 5° from 0° to 45° (see §B.5, p. 272). The means
and standard deviations of the subjective azimuth accuracy are shown in Figure 7.5.
(Descriptive statistics are shown in Table C.4.) Cell N1 has two plots; a includes
an outlying data point, b excludes it. The outlying point (an estimate of 40° of

azimuth error) drastically affects the mean and variance of the sample (X = 13.7,
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s = 13.5 with the outlying point, compared to X = 8.4, s = 4.5 without it). It is
possible that this could have been due to misunderstanding the questionnaire. The
questionnaire asked for the estimated margin of error and gave the example “if you
think you estimated angles to £5°, please put o mark on the ‘5’ position on the line.
However, it is possible that the subject may have thought that the questionnaire was
asking for the size of the angle range around the nominal value in which his answers
might lie; a £5° error margin means that the value might lie in a range spanning
10° centered on the nominal value, so in indicating 40°, he may have meant £20°. It
seems unlikely that one would have so low an opinion of his angle estimation ability

as to rate this as £40°; however, one cannof be certain. The data were analysed
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Figure 7.5: Subjective Azimuth Accuracy: Mean and Standard Deviation Plots

with and without the outlying point. Two-factor ANOVA analyses (Tables C.5 (all
data) and C.6 (without outlying point)) showed no significant influence due to either

display or group in either case.

It may also be interesting to see if there is a relationship between subjective azi-

muth reading accuracy yg, and actual azimuth reading accuracy. This was done by
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comparing the each subject’s mean absolute azimuth error Ag, over all observations

with his or her estimated azimuth accuracy. Ag, is defined as:

™
Z ‘yei I
. i=1

ASq = T (7.5)

where e, is the azimuth error for observation ¢ and n is the number of observations
per subject {20). Linear regression analysis revealed no relationship between sub-
jective accuracy and Ag,, display or subject group. Thus, no evidence was found of

a relationship between subjective accuracy and true accuracy.

Subjective Difficulty

Subjects were asked to rate the difficulty of reading azimuth angle on a scale from
1 (very easy) to 7 (very hard). Histograms are shown in Figure 7.6. Descriptive
statistics are given in Table C.7.

Since these ratings are on a ordinal scale, rather than an interval or a rational
scale, they are non-additive and thus strictly speaking cannot be analysed conven-
tionally. However, in the spirit of data exploration, it may be useful to analyse the
data, with the above caveat and the proviso that any evidence so gained may only
be used in support of a hypotheses.

A two-factor ANOVA analysis (Table C.8) suggests no influence of display or
group alone, but an influence by an interaction between the two. Single-factor
ANOVA analysis within groups between display types and within display types
between groups showed that for the 2D PPI display, there was a significant difference
between experts and novices (cells N1, X1: F = 10.756, F1 11 = 4.844, p < 0.01),
with novices reporting a higher level of difficulty overall than experts (novice median
difficulty 5, expert median difficulty 2), but no other significant differences within

groups or displays, which is consistent with the histograms.
7.4.2 Distance

Distance Observations

Scatter plots showing observed distance yp versus stimulus distance Ap for novice
and expert subjects over all display types are shown in Figure 7.7. As with the

pilot study, these plots show that variance of yp is not constant with Ap (variance
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increases with true distance). This is supported by comments of four novice subjects,
who noted that difficulty increased with increasing distance between the targets. The
variation in variance invalidates a straightforward linear analysis {(which assumes
variance is constant). The pilot study examined Inyp against Ap, since this did not
appear to show increasing variation with Ap. However, this produced a curvilinear
scatter plot with the main experiment data. Instead, Inyp was plotted against
InAp (Figure 7.8), which gave a linear relationship. The following linear models

were derived by analysis of covariance:

D=1: Inyp=—0.009 + 1.0001n \p — 0.001B, (7.6)
D=2: lnyp=~0.053+ 1.000In Ap -+ 0.004B;, (7.7)
D=3: lnyp = —0.046 + 1.0001n \p + 0.001B, (7.8)

which may be re-expressed as:

D=1: yp=099\pe 00015 (7.9)
D=2: yp=095xpel0ith (7.10)
D=3: yp=096\pel00iB: (7.11)

The model’s estimates and standard errors for the significant variables are shown in

Table C.9. Group was not found to be a significant factor, nor were ¢ and B,,.

The error between observed and stimulus distance was also explored. Define the
distance reading error y., to be the difference between the observed distance yp

and the stimulus distance Ap:

Yep = YD ™ AD (7.12)

This is not itself easily amenable to analysis because y,.,, is itself it a function of Ap
(shown by the increasing variation of yp with Ap). Therefore, a percentage error
term yg,, is defined as the error as a percentage of the true distance:
_ ~A
vEo = MpE (7.13)

Ye
0D

Distance percentage errors for each cell are shown in Figure 7.9. The variance is

particularly large for the lowest stimulus (1.1 nm). A two-way ANOVA analysis
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provided supporting evidence that display type had a significant effect (F' == 3.644,
Fy 00 = 3.01 at o = 0.05) and that group and the interaction between display and

group did not have any significant influence.

Subjective Accuracy

Subjects were asked to estimate their margin of error by drawing a mark on a line
which was marked off in steps of 1 nm from 0-10 nm (see §B.5, p. 273). Subjective
accuracy mean and standard deviations are shown in Figure 7.10, with descriptive
statistics in Table C.10. Analysis by two-factor ANOVA (Table C.11) found no
significant i_nﬁuence on subjective distance reading accuracy of display, group or the

interaction between them.

Consider subjective distance reading accuracy against true distance reading ac-

curacy. The mean absolute distance reading error for a subject is defined as follows:

T
Yep,
— i

Asp = Zh—— - (7.14)
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where e, is the distance error for observation ¢ and n is the number of observa-
tions per subject (20). Linear regression analysis of subjective accuracy versus Ag,,
failed to find a relationship between subjective distance reading accuracy and mean
absolute distance error, display or subject group. Thus, no evidence was found of a

relationship between subjective accuracy and true accuracy.

Subjective Difficulty

Subjects were asked to rate the difficulty of reading distance on a discrete scale from
1 (very easy) to 7 {(very hard). The subjective difficulty is shown in the histograms in
Figure 7.11. Descriptive statistics are shown in Table C.12. Analysis by two-factor
ANOVA revealed no influence of display type, group or the interaction between the

two on subjective distance reading difficulty.

7.4.3 Discussion
The Effect of Subject Group

Since radar operators are used to reading angles and distances from a display, it was
speculated that this training would have led to experts being more accurate than
novices. Contrary to expectation, however, subject group was not found to have a
significant influence on the accuracy of reading azimuth angle or relative distance.

One explanation for the failure to find a difference may have been that the beha-
viour of the two groups was different. For both azimuth and distance observations,
some subjects asked questions of the type “How accurate do you want it?”. to which
the reply “As accurate as you think you can make it.” was given. From informal
observation by the experimenter, the novices tended to take more time over their
readings and attempted to achieve higher accuracy than the experts.

Because ATCOs seldom have to read azimuth angles with precision of greater
than 5°, they may have just read angles to this sort of accuracy because they thought
there was little point in trying for higher accuracy. Expert subjects had a higher
proportion of observations that were multiples of 5° (428 out of 440 observations
= 97%) than novices (283 out of 320 observations == 88%), which is consistent
with this hypothesis. Similarly, novices may have attempted to read distances to

a higher precision. Distance observations which were whole numbers were a higher
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proportion of expert observations (397 observations out of 440 = 90%) than of novice
ohservations (241 observations out of 320 = 75%), which supports this hypothesis.
Time taken by each subject over the task may be an indication of care taken,

but this was not measured. This should be accounted for in future experiments.

Influence of Display Type

From the models in Equations 7.1-7.3 and the analysis of azimuth error, the results
were much as expected: A 2D plan-view presentation affords the greafest accuracy
for judgment of azimuth angle, followed by a stereo-3D display, with a pseudo-
3D display being the least accurate. The smaller bias in interpreting the stereo-
- 3D display is consistent with the assertion of Ellis, Tharp, Grunwald and Smith
* that stereo viewing will reduce errors in exocentric judgments of azimuth angle
caused by the viewer’s overestimation of slant angle (see §3.2.3, p. 65). Subjects
tended to underread azimuth angle (inore so for the pseudo-3D display than for the
stereo-3D display); however, displays with different viewing parameters may exhibit
different biases.

For observations of relative distance, from Equations 7.10~7.11, holding B, con-
stant, the 2D PPI display gives coefficient of Ap closest to unity (and hence the
greatest accuracy), followed by the stereo-3D and pseudo-3D displays in order of

decreasing accuracy. Again, this is as anticipated.

Influence of Target Position on Azimuth Angle Observations

For the 2D display, the vertical placement of the target pairs on the screen (i.e. whether
they were displayed towards the top or bottom of the screen) was found to have an
unexpected significant influence. It is possible that this may have resulted from the
display screen being perpendicular to the viewer’s line of sight only at one loca-
tion (eye level), so subjects had to cope with target pairs on the display not being
perpendicular to the line of sight even if presented in plan view. This would be
a function of distance of the eyepoint from the display surface and the eye level.
{Unfortunately, eyepoint position was not tightly controlled and varied during the
experiment as subjects were asked to adjust the chairs on which they were sitting
to a comfortable height, and could move the chair slightly further or nearer to the
screen as they saw fit, although the face of the digplay screen was kept vertical and
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its position on the desk in front of the viewer was constant.) One subject (an ex-
pert subject using the PPI display) alluded to such effects on the interpretation of
relative distances in his comments after the task (Quote D.30 in Appendix D), and
it is speculated that if such effects influenced interpretation of distance, they would
also influence the interpretation of azimuth angle.

For the 3D display types, increasing the z-depth of the target pairs tended to
impart a negative bias on the reading of azimuth angle, the bias being greater for
the stereo-3D display than for the pseudo-3D display.

The left/right placement of the targets on the screen (B,) was found to have a
slight but significant influence on azimuth angle observations. This influence was
found to vary between the display types.

Some of these findings were at odds with the results of the pilot experiment.
The experiment was not designed to make a thorough exploration of the effects of
target position on the observation of azimuth angle, but the results suggest that

there may be significant effects which should be investigated in further studies.

Influence of Target Position on Distance Observations

There was no significant influence of ¢ (the angle between the line joining 7} and
Ty and a radial line from the centre of the display passing through B}, which is
contrary to anticipated from subjective reports (seven subjects, 2 novices and 5
experts, commented that distances were easier to judge if the targets lay on a radius
from the centre of the display, since range rings give best distance guidance along a
radius and the least guidance where the line between the targets is tangential to a
range ring). It is possible that although some subjects reported reading to be rore
difficult in cases where the targets lay on a tangent to a range ring, they may have
- taken more care in these cases such that accuracy was not significantly affected.

Unexpectedly, no significant effect’ of By (which is proportional to z-depth in
the 3D displays) was evident, but there was a significant influence of B,, which,
broadly speaking, is negative if the targets are shown on the left hand side of the
display, and positive if they are on the right hand side. The range of B, in the
stimuli being —20 < B, < 20, this gives the following ranges for e?P+ and for the
overall coefficient of Ap at B, = ~20 and B, = 20:

Thus, for the PPI display, there is a slight tendency to overread distance in the
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1.020 | 0.980 § 1.01 - 0.97
0.923 | 1.083 | 0.88 — 1.03
3 || 0.980 | 1.620 | 0.94 - 0.98

D ” e~ 20y j 20y ” Ap coeff
1
2

Table 7.3: yp Linear Model Coefficient Ranges

left side of the display and a slight tendency to underread distances at the right
side of the display. For the pseudo-3D display, this tendency is reversed and slightly
stronger. For the stereo-3D display, there is a tendency to underread distances on
both sides of the display, with a greater tendency on the left than on the right.

Six subjects (all ATCOs—perhaps because novices simply accepted the distor-
| tion?) commented that because the 3D projection distorted the range ring circles
into ellipses the scale differences between the display = and y (east and north) axes
were confusing. These should account for some of the error of reading distances in
different parts of the 3D display, but there should be influence of B, as well as B,
on Yp.

Again, the experiment was not designed to explore the effects of target position
on the observation of distance, but the results suggest that there may be significant

effects which should be investigated in further experiments.

Subjective Difficulty

One expert subject commented ‘it’s a lot harder to see angles when viewing an el-
liptical display as opposed to a flat 2D screen’. This seems reasonable given the
unfamiliarity with 3D displays. Three subjects using the 3D display formats fur-
ther reported that angles were more difficult to read in certain parts of the display
(Quotes D.85, D.77 and D.78). It was also expected that the fact that the distances
between the range rings are not subjectively uniform in the 3D display {due to their
projections being ellipses) would make distance reading with the 3D displays more
difficult than with the 2D display.

The azimuth angle reading subjective difficulty results suggested that for the
2D display, experts found the task easier than novices, but both groups found the
task equally difficult for the 3D formats. This may be explained by the greater

experience of ATCOs at reading angles than novices on the PPI display; however,
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the 3D displays were unfamiliar to all and so all subjects may have found them

equally difficult for reading angles.
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7.5 Task 2: Information Extraction

This task was divided into two parts. In the first part, subjects were required to
select the highest and lowest aircraft from a number of scenarios. In the second part,

subjects were required to select the aircraft with the closest horizontal proximity.

7.5.1 Overall Problems

A number of problems were found which applied to both parts of this task and also

to later tasks.

¢ Selection was using a mouse on the air plots on the 3D display. Despite the
training, some subject forgot this and initially tried to select the ground plots

instead.

o For the 3D display, the datablocks were more likely to overlap, especially
using the stereo display. This made subjects more likely to have fo click on

datablocks than for the other displays.

e Some subjects reported the fact that the mouse sometimes kept sticking (des-
pite being cleaned prior to each experiment) and this sometimes made it quite

difficult to select an aircraft, even if they identified it in good time.

o The relatively small size of the aircraft symbols {and thus the area sensitive

to mouse clicks) made selection difficult, especially with a sticking mouse.

o There were occasional problems with people who were familiar with single-
button mice sometimes pressing the wrong button on the three-button mouse

used in the experiment.

7.5.2 Altitude Extraction

Altitude extraction times y47 for each stimulus are shown in Figure 7.12. It can be
seen that there are some data points with much greater times than the rest. These
may have been due to the problems mentioned in §7.5.1 above, The technique of
leverage plots [How92] showed that the points were below the threshold at which

they could be considered as outliers, so analysis proceeded using all data.
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Descriptive statistics of ya4r are shown in Table C.13. A two-factor ANOVA
analysis was performed on the time data (Table C.14), and single-factor ANOVA
was also employed to compare cells against each other individually (Table C.15).

These analyses suggest the following regarding altitude extraction times:
1. Comparing display types in the novice group:

(a) There is a significant difference between the PPI and pseudo-3D displays
(faster altitude extraction using the PPI than the pseudo-3D format).

{(b) There is a significant difference between the PPI and stereo-3D display,
with the stereo-3D display giving the lower mean exfraction time.

(¢) There is a significant difference between the pseudo-3D and stereo-3D dis-

plays, with the stereo-3D display giving a lower mean extraction time.
2. There are no significant differences between display types in the expert group.

3. There is a borderline significant difference {p = 0.052) between novice and
expert groups using the 2D PPI display, with a lower mean time for novices

than for experts.

4. There is no significant difference between novice and expert groups using the

pseudo-3D display.

5. There is a significant difference between novice and expert groups using the
stereo-3D display, with novices being significantly faster than experts (for

novices, X = 9.6s, for experts X = 12.0s}.

Subjects were asked to rate the difficulty of the altitude extraction task on a
discrete scale of 1-7. Descriptive statistics are shown in Table C.18. Analysis by
two-factor ANOVA failed to find any significant influence of group or display on
subjective altitude extraction difficulty. However, some subjects reported in their
comments that the 3D presentation made the task easier than by using datablocks

alone.

7.5.3 Horizontal Proximity Extraction

Plots of horizontal proximity extraction times ygr versus stimulus are shown in

Figure 7.13. As with the altitude extraction task, it can be seen that there are
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a few points with much greater time than the rest, possibly due to the problems
described in §7.5.1, but leverage plots again revealed that it was not safe to discard
such points as outliers. Descriptive statistics of horizontal proximity extraction time
are shown in Table C.17. A two-factor ANOVA analysis {Table C.18) suggests that
horizontal proximity extraction time is significantly smaller for the 2D PPI than the
stereo-3D display, and that the stereo-3D display gives significantly lower extraction

time than the pseudo-3D display. Subject group was not found to be significant.

Subjects were asked to rate the difficulty of the proximity extraction task on
a discrete scale of 1-7. Histograms of the subjective task difficulty are shown in
Figure 7.14. Descriptive statistics are shown in Table C.19. A two-factor ANOVA
analysis (Table C.20) suggested strong influences of the display and of the interac-
tion between display and group. These were investigated further using single-factor
ANOVA to compare individual cells or groups of cells (Table C.21). Regarding

horizontal proximity extraction subjective difficulty, these analyses suggest that:
1. There are no significant differences within the novice group.
2. There are significant differences within the expert group:

(a}) The mean and median estimated difficulties are lower for the 2D PPI
display (median value of 1.0) than for either of the 3D display formats
(both with medians of 4.0).

(b) There is no significant difference between the 3D display formats.

3. Using the PPI display, there is a significant difference between novice and
expert groups, the experts’ estimated difficulty having a lower mean and me-
dian than the novice group (expert median difficulty 1.0, novice median diffi-
culty 2.0).

4. Using the pseudo-3D display, there is a significant difference between novice
and expert groups, with the novice estimated difficulty having a lower mean
and median than the expert group (novice median difficulty 2.0, expert median
difficulty 4.0).

5. Using the stereo-3D display, there are no significant differences between the

novice and expert groups.



7. Resulis 188
50 50
40 of 40
35 35
3 g .
B s
° 25 4 g 25 R
£ E
26 20
18 15
ic 10
5 5
0 I o b
B [+ E F a H 1 J A E F G J
Stirulus Stimukis
Cell N1 Cell X1
B0 50
45 45 .
40 fred i - 40 -
45 348
20 36 -
Z Z
2 25 4 2 26 e
E &
20 26
15 %
10 10
B 5
o 0
B < E F a H 1 J A E F G J
Stirmuius Stimuius
Cell N2 Cell X2
50 50
R I R SNTTSISS SR IR [T (] PACSE o 4 45
40 &0 o
a5 as
b7 s J NS I RS RN DI el 30 |- e
) kX
@ 25 b z 25
£ &
20 20
15 15
16 10
8 5 :
[ Q i
B [+ D £ F G H 1 J A D E F J
Stimulus Stimulus
Cell N3 Cell X3

Bach subject’s data are represented by 2 different point style.

Figure 7.13: Horizontal Proximity Extraction Time yyr



7. Results

189

Frequency
[~}
7

i z 1

Y5

3 4 s
Bitficulty Rating

Cell N1

Frequency
o

T ¥ Y

3 4 3
Ditficuity Rating

Cell N2

Frequenoy
o«
3

T Y T

L 1 L

3 4 ]
Difficulty Rating

Cell N3

Frequency

Frequency

Fraquency

1 % 2 &

3 4 ] & 7
Ditflevity Rating
Cell X1
T T T Y T
L . " : :
a 4 -] [} 7
Difflculty Rating
Cell X2
T T T Y ¥
L L L L
8 7

3 4 &
Difficuty Raling

Cell X3

Figure 7.14: Estimated Horizontal Proximity Extraction Difficulty



7. Results 190

7.5.4 Discussion
Altitude Extraction

Subject comments (§E.1) were used to gain insight into how subjects were perform-
ing the altitude extraction task. These suggest that subjects using the 3D display
formats used the length of drop lines to narrow down the search, then used the
datablocks for confirmation and accuracy. However, this was not so useful where
drop lines were of similar length. Some subjects also reported problems when com-
paring drop lines of similar length which were displayed far apart (e.g. Quotes E.39
and E.44). A number of subjects reported that the drop lines made the task easier
than with a 2D display.

Contrary to expectation, for the expert group, no significant differences in alti-
tude extraction times were found between the different display types. Some expert
subjects reported that they tended to use the mode-C readout in the datablocks
instead of the length of the drop lines in the 3D presentations; reasons given were
force of habit (Quote E.24 in Appendix E} and doubts about accuracy using the
drop lines (Quotes .29 and E.32). This bias toward the use of the datablocks could
explain the lack of significant difference of performance between display types.

For the novice group, altitude extraction was found to be fastest for the stereo-
3D display (X = 9.6s); next fastest for the 2D PPI display (X = 11.2s); and slowest
for the pseudo-3D display (X = 14.2s). This was unexpected, and may be due
to the problems with position ambiguity and clutter found in the pilot 3D display
(§5.5.3), with inadequate depth cues possibly making the pseudo-3D display dif-
ficult to interpret. It is postulated that with adequate depth cues (in this case,
with stereopsis), a 3D display of aircraft position affords faster performance than
a 2D display for determination of height due to the pictorial visualisation of the
vertical dimension. However, if depth cues are not adequate, then the potential be-
nefits of the 3D presentation may be negated such that performance is worse than
with a 2ID presentation.

It is speculated that differences in performance between novices and experts
(novices being significantly faster than experts for the PPI and stereo-3D displays)
could be due to either novices being more ‘computer literate’ and so more exper-
jenced in using mice, or due to behavioural differences in using datablocks and

drop-lines to extract the information from the display. Subjects were instructed
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to work as quickly and accurately as possible, but expert subjects may have been
more concerned with accuracy (which would tend to place an emphasis on datab-
lock information) rather than speed {which would tend to emphasise the use of the
drop-lines in the 3D display formats).

Horizontal Proximity Extraction

The fastest proximity extraction times occurred for the 2D PPI display, next fastest
for the stereo-3D display and slowest for the pseudo-3D display. Subject group was
not significant.

Histograms of errors (incorrect selections) are shown in Figure 7.15. It can be
seen that the majority of incorrect selections were in certain stimuli. Moreover,
some of these stimuli gave incorrect selections in nearly all cells (stimuli A and J)
whereas some gave incorrect selections only in the 3D display cells {stimuli D and F).
Stimuli A, D, F and J all contained more than one pair of aircraft for which horizontal
- separations were very similar, but for stimuli D and F, one of the pair with similar
separations lay along a N-S direction (i.e. coplanar with the line of sight) and the
other pair lay along an E~W direction {i.e. orthogonal with the plane of the line of
sight). The fact that stirauli D and F gave incorrect selections only in the 3D display
formats is therefore probably due to the ambiguity of determining position along
the line of sight in a 3D display (Quote E.74). (Recall that in the plan view display,
horizontal separations are displayed unambiguously.)

Some subjects commented that they found the elliptical range rings in the
3D projections difficult; this may have made it slower to use. The evidence of
difficulty ratings supports the suggestion that experts found the PPI display less
difficult to use than the 3D formats. There may have been an additional search
time for the 3D displays (cells 2 and 3) since the instructions stipulated that the
subject had to select the aircraft air plots, but closest horizontal proximity must be
determined on the ground plots, which must then be followed up the drop line to
the air plots.




Figure 7.15: Horizontal Proximity Error Histograms
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7.6 Task 3: Memory Task

7.6.1 Recall Times

Plots of memory recall times are shown in Figure 7.16. Descriptive statistics for
display D crossed with group G and for number of aircraft A crossed with sample
type R are shown in Table C.22, Two-factor ANOVA analyses were carried out to
test the effects on recall time of display and group {D against &, Table C.23}, and to
test the effect of number of aircraft and whether or not the scenarios were random
(A against R, table C.24).

The analyses suggest that number of aircraft, scenario randomness, display and
group all had significant effects on the recall times, but that there was no significant

interaction between the factors in either of the analyses.
1. Experts showed significantly faster recall times than novices.

2. Recall time was fastest for the 2D PPI, second fastest for the stereo-3D display
and slowest for the pseudo-3D display.

3. Recall time was significantly faster for scenarios taken from real traffic samples

than for randomly-generated scenarios.

4. Recall was fastest for 3 aircraft scenarios, then was roughly level for the 5, 7
and 9 aircraft scenarios. This may be due to ‘saturation’ occurring for these

scenarios.

7.6.2 Recall Analysis Method

When it came to analysing the reconstructed scenarios, there was great difficulty
in arriving at useful measures of accuracy of recall of position, height and callsign,
especially for scenarios in which the number of aircraft was greater than 3.

For position what is required is some index of ‘goodness of fit’ of the recalled
positions with the actual positions. The obvious method is to measure the distance
of each recalled point from the actual position, but this only works well where
there is an easily discernible one-to-one correspondence between recalled points and
stimulus points; i.e. where the overall pattern the points make correspond reasonably

closely between the stimulus and recalled scenarios. However, if the patterns differ
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significantly, for example if the recalled scenario contains false additional points or
points far removed from the stimulus pattern, then this approach becomes more
difficult, since it becomes a more subjective judgment as to which points in the
stimulus scenario correspond to which points in the recalled scenario. Further,
there is evidence that subjects were remembering aircraft in ‘clumps’ so that the
positions of the aircraft within a ‘clump’ may have been accurate, but the overall
placement of the clump may have been inaccurate, and this approach fails to take
this into account.

The accuracy of callsigns was difficult to judge. There were several classes of

error. For callsign/aircraft correspondence:
o Callsign assigned to incorrect aircraft.
¢ No callsign assigned to aircraft.
and for callsign correctness:
o Alphabetic callsign correct, but numeric component incorrect:

~ Nurmeric component missing,.
— Numerals transposed.

— Some numerals correct, some incorrect.
¢ Alphabetic callsign incorrect, but numeric component correct:

— Alphabetic component missing.
— Alphabetic component totally wrong.

= 3 letter designator recalled instead of 2 letter (e.g. BAW instead of BA)

in the case of expert subjects (see below).
o Callsign totally incorrect.

As the number of aircraft increased and the stimulus pattern and the recalled pat-
tern became less and less alike, determining whether a callsign was assigned to an
aircraft correctly became more and more difficult, especially if the callsign itself was
incorrect.

The accuracy of heights were most difficult of all to judge. Again several types

of error were identified:
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o Correct height assigned to incorrect aircraft.
¢ Incorrect height:

— Digits transposed or otherwise permuted.
— Heights rounded in some way.
— Missing digits (e.g. only the first digit recalled).

— Relative heights correct, but numbers incorrect or missing (e.g. by drop

line length and/or numbers).
— Relative heights incorrect.

— No height information.

Most subjects did not try to record drop line length but numeric values or nothing
at all. Again, accuracy with these sorts of error was very difficult to define or
determine.

These problems ruled out numerical analysis of the results, since suitable meas-
ures of accuracy could not be determined. A simple count of errors divided by
categories also proved to be impossible; it was not always clear which category an
error belonged to, especially in cases of assigning a callsign or height to a particular
aircraft.

It was therefore decided to analyse the data by reviewing the scenarios together
with the material gathered in the questionnaire as to how subjects remembered
and recalled the information, and possibly to relate this to subjective difficulty.

Subjective difficulty ratings are examined first.

7.6.3 Subjective Difficulty

Subjects were asked to rate the difficulty of components of the task on a discrete
scale of 1-7: Overall, Recall of position, Recall of identification (callsign) and Recall
of height. It was intended that these should be relative to each other; although this
was not explicitly stated on the instruction sheet, this was clarified to those subjects
who asked. Histograms of the estimated task difficulty are shown in Figures 7.17-
7.20.

For recall of callsign, two subjects made two entries: Omne for the alphabetic

component, one for the numeric component {both rated the alphabetic component
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difficult as 2, the numeric component difficulty as 6). For these entries, the higher
rating (6) was chosen. One subject indicated a difficulty of 4, but wrote that the
alphabetic component was easier than the numeric component.

Descriptive statistics for recall difficulty ratings are given in Tables C.25~C.28.
ANOVA analyses looking at the effects of display type and group failed to find
any influence of these factors on the subjective difficulty ratings, but suggested
that subjects found‘reca‘ll of position to be easier than either height (F' = 34.54,
Frs0.08 = 3.97, p < 0.01) or identifier (F = 46.05, Fys .05 = 3.97, p < 0.01) (median
difficulties: Position = 4.0, height = 5.3, identifier = 5.6).

7.6.4 Recall Analysis
Position

Despite the difficulties outlined above in measuring position recall accuracy, position
error data were obtained for scenarios containing 3 and b aircraft. Position accuracy
was measured by overlaying transparent acetate sheets on which a stimulus and a
1 mm grid were printed onto a response sheet, deciding which recalled aircraft
corresponded to which aircraft on the stimulus (not necessarily the closest, but the
one which best matched the ‘pattern’ of the stimulus) and measuring the z and
y offsets (amount east/west and north/south of the target) in millimetres. For
scenarios containing 7 and 9 aircraft, it was too difficult to see which of the recalled
aircraft corresponded to which aircraft in the stimulus.

The position error = (east/west) and y (north/south} components were not found
to be correlated with display type (unlike Burnett & Barfield’s memory experiment
which showed recalled position to be consistently to the north of target stimulus for
the 3D display format).

Absolute position error (distance of aircraft recalled position from true position
= /22 + 42) was analysed by two-factor ANOVA analyses looking at the influence
of display and group (Table C.30) and number of aircraft and scenario randomness
(Table C.31). (Descriptive statistics are shown in Table C.29.) Display and the
interaction between display and group were found to have a significant influence on
position error. Group itself was not a significant factor. The 2D PPI display was
found to give smaller position errors than either of two 3D display types for both

novices and experts. For novices, the pseudo-3D display gave smaller position errors
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than the stereo-3D display; this was reversed for experts.

Nurber of aircraft and scenario randomness were both found to have a significant
influence on position error. As expected, the aircraft positions in the 3-aircraft
scenarios were recalled more accurately than those in the 5-aircraft scenarios, and
non-random scenarios were recalled more accurately than random ones.

In recalling position, some subjects reported doing an initial count of the number
of aircraft to serve as a check (e.g. Quote F.52), Strategies for remembering air-
craft position were largely centered around looking for patterns of some description.
Novice subjects (apart from one) did not recognise traffic patterns for what they
were but used various visualisation strategies: Remembering patterns by geomet-
ric shapes {e.g. Quotes F.1, F.26), joining the dots to make pictures {Quote F.6),
clustering aircraft into ‘clumnps’ and making patterns within those clumps, and refer-
ring clumps and individual aircraft to the video map/range rings {e.g. Quotes F.33,
F.64). Some expert subjects recognised traffic patterns and tried to memorise in
terms of these where possible (e.g. Quotes F.117, F.102, F.110), since these they
reported to be easier to remember (e.g. Quotes F.117, F.129). Where they did not
recognise a traffic pattern, they used similar strategies to the novices.

One subject reported that ‘lone’ (Quote F.126) or conflicting aircraft (Quote F.128)
were easier to remember (another subject made a similar comment verbally). This
may be an example of controllers identifying aircraft which do not conform to the
pattern or which ‘do not look right’ (see footnote on p. 39}).

Subjects reported that position was easier to remember than height or identific-

ation, which is supported by the evidence of the subjective difficulty ratings.

Height

Strategies for remembering aircraft heights were found to change as the number
of aircraft increased, and according to whether the aircraft were in a random pat-
tern or not. For the 3-aircraft scenarios, most subjects were successful at simply
remembering the numbers. As the load increased, some subjects resorted to other
methods, such as grouping into height bands and looking for patterns, and others
decided to forget heights altogether to concentrate on other, easier aspects, or only
to remember salient heights. The fact that combinations of strategies were used,

and that the strategies changed with number of aircraft and scenario type, makes
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analysis of subject statements by grouping into categories quite difficuls. However,
bearing this in mind, it may be instructive to try to categorise statements. Below
are given height recall strategies, with the number of subjects reporting using that

strategy and the breakdown of those subjects by cell.

Numeric Memory A lot of subjects used memory of numbers in combination with
other strategies, but a number reported using this as the main or sole memory
strategy, even in 3D display formats. Of these, two reported that salient drop
line heights stuck in the memory (Quotes F.25, F.164). Note that all bar one of
the eight subjects who reported using numeric memory were using 3D displays.
8 subjects: N1:1, N2:2, N3:1, X1:0, X2:3, X3:1

Height Patterns Some scenarios containing traffic patterns showed approaching
and departing traffic. Such aircraft would be in ‘clustered’ in close geographic
proximity and would have similar heights. Aircraft leaving a holding stack,
joining the extended runway centreline and then flying down it to the run-
way would be descending, so the traffic stream would have decreasing height.
Similarly, a stream of aircraft departing an aerodrome would have ascend-
ing heights. Four novice subjects reported identifying such sequences, which
helped to stick in memory. Six ATCOs reported using familiar traffic patterns,
and their knowledge of the heights of the aircraft within those patterns or the

sequence of heights, to remember scenarios.

Of all the subjects who reported using height patterns or sequences, only one
of these (an expert) was using a 2D display format. It is speculated that the
3D format may have helped height sequences rapidly to be identified.

10 subjects: N1:0, N2:2, N3:2, X1:1, X2:2, X3:3

Grouping by Similar Height/Height Rounding
7 subjects: N1:1, N2:3, N3:0, X1:0, X2:2, X3:1

Length of Drop Line Only two subjects (both novices) reported trying to re-
member the length of the drop line. _
2 subjects: N1:0, N2:2, N3:0, X1:0, X2:0, X3:0

lie. 8§ subjects reported using this strategy; one from cell N1, two from cell N2, one from cell
N3, three from cell X2 and one from cell X3.
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Relative Heights Five subjects reported trying to remember relative heights of
aircraft. Relative height may be a reference to height patterns, but it is difficult
to be certain.

5 subjects: N1:0, N2:2, N3:1, X1:0, X2:0, X3:2

Visualising Heights Four subjects (all using 2D displays) reported trying to visu-
alise heights.
4 subjects: N1:2, N2:0, N3:0, X1:2, X2:0, X3:0

Other Strategies

Association with Historical Dates Onesubject studied history as a hobby

and tried to associate numbers with dates {Quote F.72).
Association with Airline Code (Quotes F.84 and F.125).

Pattern Violations and Conflicts One ATCO reported looking for “any-
| thing unusual in the heights of two aircraft relative to their positions”
(Quote F.103); one reported that conflicting heights were remembered

first (Quote F.133).

Three subjects reported the drop lines of being little or no use, apart from
for picking out extremely high or low aircraft. Apart from these comiments, there
is insufficient information to be able to link any particular height memorisation

behaviour with any particular display format.

Callsign

The callsign was composed of two parts: A two-letter ‘airline’ code (in some cases
real, in some cases bogus) and a three digit ‘Aight number’ code.

Although two-letter callsigns were used, real aircraft callsigns now contain three
characters (for ATC purposes), which was not appreciated at the time that the
experiment was designed. A British Airways aircraft was known in the past by
the callsign prefix ‘BA’ but the prefix is now ‘BAW’. Some expert subjects recalled
the three-letter prefix instead of the two-letter prefix, and one afterwards reported
verbally that he didn’t notice the discrepancy. This may be because although airlines
are identified by a callsign prefix, controllers are required to speak to the aircraft
using a similar but related name (e.g. BAW2024 would be called ‘Speedbird 2024°,
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DLH102 would be called ‘Lufthansa 102’ etc.) and refer to the aircraft by that
name or a similar abbreviation (e.g. ‘the Speedbird’, ‘the Luftie’ etc.) when talking
to others face-to-face. When looking at a familiar calisign, it is speculated that
expert subjects do not remember the code but the name associated with the code,
and when recalling they note the code associated with the name.

ATCOs still found some of the callsigns familiar, and reported that the use
of familiar callsigns helped. Although the numeric codes were random, some call-
signs inadvertently corresponded to real aircraft, and some ATCOs noticed familiar
aircraft at the incorrect location (e.g. a London—Paris flight well to the North of
Heathrow); one ATCO reported that this particular flight was particularly salient
for this reason. Some novices also found some airline codes familiar (e.g. BA, AF)
since flights are still known by the two-letter prefix codes for ticketing purposes, and
reported that these were retained in memory better,

For unfamiliar codes, both novices and expert used mnemonics or similar strategies
(e.g. trying to make words out of the prefixes of two adjacent callsigns).

From the recalled scenarios and the subjects’ comments, the numeric component
of the callsign was the least likely element of the scenario to be remembered. A
numeric height code at least relates to something real so subjects could try to
visualise height or relative height between aircraft, or look for sequences, but as
a subject observed, the flight numbers were “just a random bunch of numbers”
(Quote F.50). Some subjects attempted to make ‘patterns’ out of the numbers; one
reported that some sequences were memorable {e.g. 468, 137) (Quote F.121), and
some tried to associate the height and the callsign, but by and large, the existence

of any pattern was due to coincidence.

7.6.5 Discussion
Effect of Number of Ajrcraft

As the number of aircraft in the scenarios increased, subjects tried alternative
strategies to remember the various elements, and became selective about what
they tried to remember depending on how easy it was to commit those elements
to memory. Generally speaking, the elements of the scenarios in order of ease of

memory (easiest to remember first) were:

1. Position (especially of relative positions of groups of aircraft)
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2. Callsign alphabetic prefix
3. Height
4. Callsign flight number

This is supported by the subjective difficulty ratings. However, within a scenario,
some element could be particularly salient (for example, a flight number or sequence
of heights could be remembered where other heights or flight numbers were not).

The relative difficulties were much as anticipated, except that subjects did not
appear to use the direct visualisation of height in the 3D displays. It was thought
that a 3D display might better convey approximate heights, so retention of these
~would be better than for the 2D display. It was anticipated that as memory load
" increased, subjects would be more inclined to remember approximate heights and
relative, using the patterns formed by the drop lines in the case of 3D displays,
rather than the precise heights. However, this did not appear to occur.

One explanation is that the task may have encouraged the subjects to try to
record precise height information where possible, instead of more approximate or
relative height information. Since heights were presented in a digital format, and
could easily be drawn as such on a piece of paper, subjects may have been biased
towards using ‘number memory’ instead of trying to remember relative heights as
the memory burden increased. At least one subject did not appreciate that relative
height information would have been acceptable (Quote F.17). Further, there was no
adequate method indicated of how to record the relative heights of aircraft. The in-
struction sheet indicated that a ‘best guess’ was acceptable, and that subjects could
draw the drop-line length to indicate approximate height, but there seemed to be a
reluctance to do so; there is evidence that some subjects chose to remember some
more memorable elements more accurately (such as position) than other aspects

poorly, concentrating their memory resources on easier things (e.g. Quote F.141}.

Effect of Scenario Randomness

Scenario randomness is perhaps a misnomer. As anticipated, subjects seemed to
be better at recalling scenarios derived from traffic samples rather than random
scenarios, but this appears to be due to the fact that the aircraft selected from traffic

sample scenarios tended to form discernible groups or patterns as regards both their
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positions and heights (e.g. streams of aircraft landing or taking off), whereas aircraft
in random scenarios were scattered. Novices had no prior knowledge of the traffic
patterns, but were still able to identify and use patterns to help them to remember
the scenario. It is likely that if scattered aircraft were selected for the traffic sample
scenarios, and if made-up scenarios were less random but contained groups of aircraft
with height sequences within the groups, then the made-up scenarios would be

remembered better than the traffic sample scenarios.

Effect of Subject Group

As expected, expert subjects were able to apply their knowledge of traffic patterns
in scenarios which contained these, and some reported that familiar patterns were
easier to remember than unfamiliar ones (e.g. Quote F.117). Familiar callsigns would

have made recollection easier still (Quote F.98).

Effect of Display Type

The position recall accuracy data which were obtained suggested that 2D displays
gave ‘better accuracy than either of the 3D display formats. This could be due
to the ambiguity of reading distances along the LOS in 3D displays (which could
also explain Burnett & Barfleld’s finding that aircraft positions recalled from a
3D presentation were biased significantly towards the north of the true sircraft
position—the display was viewed from the south and so distances in the north-
south plane would have been subject to ambiguity). However, the fact that the
3D displays had to be reconstructed in plan caused a problem with at least one
subject (Quote F.182), and this may also have had an influence.

It is possible that 3D display formats allowed for more rapid identification of
height patterns and approximate heights, but this task yielded no evidence to sup-
port or refute this:

Critique

Some useful information was gained from this task regarding how subjects behaved
when trying to memorise a great deal of information presented as different codes.
However, the task failed to address adequately the chief concern of this thesis,

namely, the effect of display type on the memory of spatial information. Due to




7. Results 208

the extremely heavy load on subjects’ memory, recalled information tended to be
poor and was such that most quantitative data could not be statistically analysed.
Analysis therefore had to focus primarily on subject comments, using the recalled
scenarios as supporting evidence, which is a less desirable state of affairs than the
opposite case.

The questionnaire used to gain subject comments was limited in that it was an
open questionnaire rather than one which asked specific questions. It was therefore
open to the dangers of subjects forgetting to give information, or not giving it as it
might be considered ‘obvious’ or non-pertinent, or simply not thinking of it.

Overall, it was felt that the task tried to gain evidence to support too many
hypotheses, and ended up gaining only circumstantial evidence pertaining to some
~ of the hypotheses. It would have been better if it had been targeted more specifically,
resulting in a more sensitive experiment design. Future experiments should therefore
be carried out to test each of the hypotheses in isolation, if possible, especially on
the key questions of how display format influences memory and recall of spatial

information.
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7.7 'Task 4: Conflict Detection Task

7.7.1 Conflict Detection Responses

For each of six scenarios (which contained conflicts or not according to Table 6.4)
subjects either indicated that a conflict existed or did not. If a scenario contained
a conflict and the subject selected that conflict, or if the scenario contained no
conflict and the subject indicated as such, this was classified as a correct response.
A response was incorrect where subjects either failed to identify the correct conflict
in scenarios containing a conflict, or indicated a conflict in scenarios which did not

contain a conflict.

The number of correct and incorrect responses for each scenario and cell are tab-
ulated in Ta.bler C.32. The percentage of incorrect responses for each cell are shown
in Figure 7.21. These were analysed by logistic regression. It was found that subject
response depended significantly on the display type (x* = 6.73, x2(0.05) = 5.991)
but not on group or the interaction between display and group. The proportion
of incorrect selections per display type were: 2D PPI 12.8% (10 of 78), pseudo-3D
31.0% (26 of 84), stereo-3D 24.2% (16 of 66). Thus, significantly more incorrect
selections occur for subjects using the 3D display formats than for subjects using
the 2D PPI display.

Histograms of the percentage of incorrect responses in each cell for each scenario
are shown in Figure 7.22. It can be seen that certain scenarios give a much greater
proportion of incorrect selections than others. Possible reasons for this are discussed
in §7.7.6 below.

7.7.2 Conflict Detection Times

Conflict detection times are plotted in Figure 7.23. Descriptive statistics are given
in Table C.34. A two-factor ANOVA analysis (Table C.35) found that subject
group had a significant influence, but display and the interaction term did not
(expert group (41.2420.6 5, n = 74) was significantly faster than the novice group
(49.1 + 18.5 s, n = 43)).
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Figure 7.21: Incorrectly Detected Conflicts by Cell

7.7.3 Conflict Detection Techniqgues

The task questionnaire asked subjects to note down how they carried out the conflict
detection task. The responses are given in §G.1. These reveal the techniques used
by novice and expert subjects to be remarkably similar (except that novices tended

to disregard speed). The overall technique seems to be as follows:
1. First, scan for immediate conflicts by looking at

» ground position (for lateral separation)

s height (for vertical separation)

(some subjects reported looking at position first, some at height first, some

did not indicate which they considered first, if anything).

2. ‘Background’ aircraft unlikely to be in immediate confliction (e.g. aircraft clear

of anything else). For the other aircraft, look at manceuvres:
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o tracks (as the trailing histories appear)?

e vertical manceuvres
to look for impending conflictions.
3. Continue scanning, with higher priority to some aircraft than others.

For the 3D display formats, where subjects reported the type of position inform-
ation they used, ground position was mentioned far more than air position. (The

distinction does not exist in the 2D display, of course!)

7.7.4 Conflict Resolution

Conflict resolution instructions were divided into four categories: Horizontal manceuvre,
Vertical manceuvre, Speed and Combined (combined horizontal and vertical manceuvre
and possibly speed). No pure speed resolution instructions were given by subjects.
Histograms of conflict resolution instruction type versus cell is shown in Figure 7.24,
and a histogram of conflict resolution instruction type versus scenario is shown in
Figure 7.25. From Figure 7.24 it is apparent that the class of conflict resolution
instruction given is not dependent on display or subject group. *

In a few cases, the type of resolution instruction given was observed to depend on
when the conflict was spotted. For example, in scenario C, one aircraft was climbing
through the level of the other and passed within 0.3 n.m. horizontally if the scenario
was left to run uninterrupted. Subjects often entirely missed the conflict, or spotted
it sufficiently in advance to level the climbing aircraft off at a lower altitude until
the aircraft had crossed. However, the experimenter observed that a few subjects
spotted the conflict only when the vertical separation was less than 1000 ft, so a
vertical instruction would have been ineffective and a horizontal conflict avoidance

was the only alternative®.

*When the scenarios started, aircraft did not have trailing histories—these built up as the

scenario unfolded, so track information could not be immediately assessed.
YHowever, even a horizontal avoidance instruction would have probably been ineffective in this

scenario with < 1000 ft vertical separation. A similar situation probably existed in an anecdote in
which a US controller is quoted: “Lear7P, if you still read me, traffic is no longer a factor.”!
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7.7.5 Subjective Difficulty

Subjects were asked to rate the difficulty of the conflict detection task on a discrete
scale of 1-7. Histograms of the estimated task difficulty are shown in Figure 7.26.
Descriptive statistics are shown in Table C.33. Analysis by two-factor ANOVA

revealed no significant influence of display, group or the interaction of the two.

7.7.6 Discussion
Conflict Detection Responses

Conflict detection is a difficult task to assess because it is partly subjective. Despite
the inclusion of route codes, some expert subjects were unsure of where aircraft were

* going, which they would have known had they been actually controlling the aircraft:

As some aircraft were turning, not knowing whether they were going to
roll out on a safe heading or not doesn’t help. In the “real world” as
you would have more idea of what the aircraft should be doing the task

would have been slightly easier.” (Quote G.48)

If subjects had been controlling the aircraft, they would have a plan whereby some of
the potential conflicts would have been resolved. However, some controllers reported
verbally that not knowing the overall plan made the task more difficult. They may
have thus perceived possible conflicts and preferred to take action on a ‘better safe

than sorry’ basis. As Burnett and Barfield describe:

7.1 ... because each controller develops a different traffic management style, one
controller may perceive a conflict exists for any given situation and a different corn-
troller may perceive that a conflict is non-existent for the same situation if certain

procedures are immediately ezecuted. [BB91]

T4 is therefore a bit of a misnomer to classify some responses as ‘incorrect’ in cases
where individuals perceived a conflict to exist where there wasn’t one. The incorrect
responses of scenarios A and D are certainly in this category, since there were no
occurrences of impending or actual loss of separation in either of these scenarios.
Scenario A is particularly interesting. Figure 7.22 shows that more ‘incorrect’
conflicts were detected for the 3D displays than for the 2D display (logistic regression
analysis supports this, finding display to have a significant effect (x? =7.388, ¥3 =
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5.991)). In all cases, the same two aircraft were falsely perceived to be in conflict
(V8220 and BAT754). Figures 7.27 (a) and (b) show the appropriate portions of the
display in the 2D and pseudo-3D display formats respectively. V5220 (the aircraft

(a) 2D PPI Display (b) Pseudo-3D Display

Figure 7.27: Conflict Scenario ‘A’ Close-Up

further south) is level at 5200 ft and bound for Gatwick, whereas BA754 (further
north) is at 6400 £ descending for 5000 ft and bound for Heathrow. The vertical
separation of the two aircraft will therefore be less than 1000 ft at some point
in the near future. This is still safe provided that the aircraft remain more than
3 n.m. apart laterally. At the time of Figure 7.27 (about 1 minute into the scenario)
VS220 has just rolled out of a right turn; earlier in the scenario, it was heading due
north, and its projected track would have intersected with that of BA754. However,
its speed is lower than that of BA754, which means that V8220 would never have

lost separation.

The author speculates that the situation is less clear with the 3D display (and
hence may lead to more subjects incorrectly reporting a conflict between the two
aircraft with the 3D format than with the 2D format) because both aircraft are
heading approximately north, which is roughly along the LOS. This may have caused
the distance between the two aircraft to have appeared to be smaller than it actually
was, and because the trailing histories appear to be closer together, this may have

partially masked the differences in the speed between the two aircraft.
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True ‘incorrect’ responses were where subjects failed to detect an extant con-
flict. Scenario ‘B’ contains many responses in this category (17 out of 19 responses
were cases where the subject failed to spot the conflict). This scenario involved an
‘altitude bust’ where an aircraft failed to level off at its cleared altitude and came
into conflict with aircraft in a holding stack. Only constant monitoring of all traffic,
ensuring that aircraft were doing what they were meant to be doing, would have
revealed this conflict, and this suggests a tendency either to check some traffc at a
higher priority than others (referred to in §2.3 as having traffic in the ‘background’
and ‘foreground’—see for example Quotes G.13 and G.28) or to trust the cleared
level (Quote G.40). Logistic regression analysis failed to find any significant effect
of subject group on the number of mcorrect responses in this case.

A common problem encountered was excessive clutter due to datablocks where
a nuraber of aircraft were in close proximity (e.g. Quotes G.63 and F.1). This
particularly appeared to be a problem with scenario C where there were several
aircraft around the location of the conflict and where all the incorrect responses
were cases of the conflict not being identified. The problem appeared to be worse
in the 3D display cases than in the 2D displays (compare Figures 7.27 (a) and (b))
because of the greater amount of symbology in the 3D displays which could overlap
with data blocks.

Conflict Resolution

§2.6.3 described the study of Ellis, McGreevy and Hitchecock in which pilots were
found to carry out avoidance manceuvres ‘somewhat earlier’ and more frequently
in the vertical dimension when using a perspective traffic display (Figure 2.4) than
a plan view display. It was hypothesised that similar behaviour might occur when
using a 3D display for conflict resolution. This was found not to be the case—the
display format was not found to have any significant effect on conflict resolution
instruction.

Conflict resolution is a much different task than pilot evasive manceuvres. Pilot
evasive manceuvres are usually carried out to avert impending collision, when aircraft
are already in close proximity. In contrast, potential conflicts are usually identified
by controllers well before separation is lost. In resolving a conflict, the controller

will often want o create the minimum amount of disruption to either aircraft, so
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if an aircraft is established on a course, the vertical dimension gives the controller
the means to separate aircraft without causing them to deviate from their routes.
For a climbing or descending aircraft crossing another level aircraft, it is therefore
preferable to stop the climb or descent until the aircraft have crossed if further climb
or descent will bring the aircraft into conflict. This may explain the dominance of
vertical resolutions instructions in Figure 7.25. (The exception to this is scenario E
which had two aircraft converging while flying in the same airway. Here the ‘correct’
resolution instruction was a horizontal one to parallel the tracks, since one aircraft’s

course would have eventually taken it out of the airway.)

Summary

" The fundamental questions with which this study is concerned are how display and
subject group influence this task.

| Surprisingly, the behaviour of the expert and novice groups was found to be
very similar. The only significant difference in quantitative results was that experts
tended to identify conflicts sooner than novices. The methods they used, the classes
of resolution instruction given and the number of ‘correct’ responses they gave were
all similar. (However, it should be stressed that this was only a simple part-task
concentrating purely on the detection of conflicts, and the real air traffic control
task is a lot more complex.)

Contrary to the findings of Burnett and Barfield’s experiment, there was no
evidence that the 3D display aided conflict detection (and at least one subject made
a note as such (Quote G.68)). There were significantly more ‘incorrect’ responses
than ‘correct’ responses for the 3D display formats than for the 2D display, and no
significant influences of display type on conflict detection time or conflict resolution
instruction were found. Reasons for the latter have already been discussed above.

Possible reasons for the failure of 3D displays to show any significant performance

benefits over 2D displays are:

1. The ambiguity of position along the display LOS inherent in a 3D display may
lead to problems with detecting conflicts between two aircraft where one or

both are travelling approximately along the LOS, as discussed above.

9. Excessive clutter. Subjects reported aircraft-related symbology being ‘garbled’
against the datablocks (e.g. Quotes G.56 and G.66), and that excessive dat-
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ablock overlap increased workload (e.g. Quote G.49). The 3D display formats
contained twice as much aircraft-related symbology (ground and air plots and
trailing histories) as the 2D display format and so were more prone to this
problem than the 2D displays. The display scale chosen was also very wide
and the displayed area covered several ‘sectors’ (see Quote G.60), making the

display particularly crowded in areas of activity.

3. There is evidence that subjects considered vertical and horizontal information
separately when assessing conflicts, and when referring to horizontal position,
they referred to ground position. The air position symbols would not therefore

have been of much use.

‘The contradictory results of this and Burnett and Barfield’s experiment show that
the investigation of this area is not simple. A future study should perhaps repeat
this experiment, but with an improved design of display less prone to the problems

of label clutter.
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7.8 Task 5: Chaser Task

7.8.1 Selection

The first stage of the task was to select the aircraft closest to the point on the
ground at the centre of the displayed area. Dependent variables were correctness of
selection and selection time.

Histograms of incorrect selections are shown in Figure 7.28. As can be seen,

incorrect selections are only in stimuli C, D and E. Logistic regression analysis did
not find any significant influence of display, group or the interaction term on the
number of incorrect selections.
. Selection times (for all selections, both correct and incorrect) are plotted in Fig-
ure 7.29. These show a gamma, rather than a normal distribution, and the analyses
were carried out accordingly. Table C.36 shows descriptive statistics. Analysis by
two-factor ANOVA. {Table C.37) suggests that:

1. The 2D display gives faster selection than the 3D formats for the expert group,

but not for the novice group.

2. Experts are faster than novices for the 2D and pseudo-3D displays, but novices

are faster than experts using the 3D stereo display.

7.8.2 Interception

Time to intercept was recorded and divided by the initial distance from target to
normalise the results in the case of an incorrect selection. Only three ‘no-intercepts’
were recorded, so it was expected that removing these would not significantly alter
the results. Normalised interception times are plotted in Figure 7.30. Descriptive
statistics are shown in Table C.38. Analysis by two-factor ANOVA (Table C.39)
showed that the 2D PPI display gave the fastest interception fimes, with the stereo-
3D display the second fastest and the pseudo-3D display the slowest (the means and

standard deviations for observations for each display type are shown in Table 7.4).

p=1 | D=2 | D=3
2.1+ 1.7,65 | 3242568 | 2.8 19,54

Table 7.4: Task 5 Normalised Interception Time: Sumumary by Display
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Three sources of difficulty were observed in performing the interception task:

1. For both 2D and 3D, precise determination of height required the subject to
use the mode-C readout in the datablock. However, datablock overlap caused
a problem when the target and chaser were in close proximity; subjects had
to click on a datablock in order to see obscured information, and this required
them to move the cursor away from the control sliders, often at times where
control was required (since the aircraft were in close proximity and adjustment
of the chaser’s trajectory was often required for the final phase of the intercept)
{e.g. Quote H.30).

2. Two separate controls were provided for control in the vertical and horizontal
planes, rather than an integrated control mechanism. This appeared to cause
difficulty for some subjects, since chaser path control required co-ordinated

use of both sliders.
3. Pitch control tended to be difficult:

e The pitch slider was quite sensitive, controlling a large range of pitch
angle (+£90°) within a small travel (e.g. Quotes H.28 and H.34).

o There was no ‘dead-zone’ around 0° pitch, which made levelling off the
chaser quite difficult (e.g. Quote H.16).

¢ There was a time lag built into the response of the chaser—it did not
instantaneously assume a new command pitch angle but pitch change
rate was limited (a similar rate restriction applied to heading as well)
(e.g. Quote H.9).

The upshot of this was that height control tended to require almost constant

attention.

7.8.3 Subjective Difficulty

Subjects were asked to rate the difficulty of the conflict detection task on a discrete
scale of 1-7. Histograms of the estimated task difficulty are shown in Figure 7.31.
Descriptive statistics are shown in Table C.40. A two-factor ANOVA analysis ex-
amining the influence of display type and subject group found no significant influence

from either of these factors or from the interaction between them.
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7.8.4 Discussion
Selection Times

Overall, it appears that the 2D display formats give faster selection times than the
3D display formats. However, the reason for the interaction between display and
group (for example, why cells X3 and N2 had greater selection times than the other
cells) is not known. Further, the number of selection errors was not significantly
different between the experiment cells.

These results were contrary to expectation, and contrary to the results in Bemis,
Leeds and Weiner’s study (§2.6.3, p. 51). The task required aircraft to be selected
by absolute, slant distances rather than by purely horizontal or vertical distances,
- and it was expected that since these distances are visualised directly on a 3D display,
selection would be quicker than on a 2D display. There are possible reasons as to

why this expected behaviour did not occur:

1. Some subjects had problems interpreting the instruction sheet; it was not clear
to some that selection was to be in terms of slant, rather than horizontal,
distance. This had to be explained verbally by the supervisor in several cases
{sometimes by drawing diagrams), and it is possible that some subjects did

not understand the instructions fully.

2. The scenarios did not sufficiently exercise judgment of slant distance, or the

difference between the slant distance and horizontal distance was not great.
3. Aijrcraft selection difficulty due to equipment problems described in §7.5.1.

The discrepancy between the findings here and other earlier resulfs remain to be

investigated for future work.

Interception Times

It was expected that the 3D display formats would give faster interception times
than the 2D format; however, the 2D format gave faster performance than the
3D formats. Unfortunately, the questionnaire did not explicitly ask how subjects
performed the task. However, the separation of vertical and horizontal controls may
have also caused subjects to consider the horizontal and vertical dimensions separ-

ately (especially since pitch control was a lot more difficult that heading control),
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partly negating any benefit of a 3D presentation. Some expert subjects still pre-
ferred using the datablocks for height extraction, even where the datablock obscur-
ation was causing difficulty reading height and drop line information was available
(e.g- Quote H.21 and H.30), although at least one expert subject reported using the
drop lines (Quote H.36) and one belatedly realised that he could have used them,
albeit with an accuracy penalty (Quote H.22).
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7.9 Immersive Display Demonstration

7.9.1 Display Problems

As originally designed, the radar visualisation VR display showed a view of the same
area as the 2D and 3D displays, using a texture map to implement the video map.
Aircraft were represented by tetrahedra at the air position, standing on a ‘post’
which connected the air position with its plan position on the ground. Trailing
histories were shown both in the air and on the ground. Datablock text was selected
by the mechanism described in §6.2.3—the viewer was required to look at an aircraft
to bring up its associated datablock, which was scaled and orientated every 0.1s such

- that it would always face the viewer and would appear at a constant size. =

This was implemented and working before the main experiment. The only real
problem was that ‘pixellation’ of the video map was obvious, and consequently the
range rings and some airway boundaries were illegible. This could have been alle-
viated by mapping the video map image onto a larger number of smaller polygons,
with a performance penalty, The datablock selection method was a little slow but

worked effectively.

However, shortly before the main experiment was due to commence, the ma-
chine was upgraded to use a PixelPlanes Il image generator. When the machine
was returned, it was found that the application was ‘broken’ in subtle and myster-
ious ways. Running the same application code, the video map was now no longer
displayed (the texture mapping mechanism had presumably changed), some of the
‘posts’ were afflicted with transparency (i.e. they were no longer solid-shaded but
transparent) and the datablock selection performance was now totally inadequate—
the time delay between looking at an aircraft and the datablock being selected, and
the time to display re-orientated and re-scaled text objects, were unacceptably long.
Further, the backlighting on one ‘eye’ on the HMD had failed, so that the image
presented to one eye was dimmer than that presented to the other eye (this problem
was not fixed until the last two subjects).

There was insufficient time to fix these problems before the main experiment,
and some of the problems could not be fixed despite help from the manufacturer’s
technical support. The system therefore had to be demonstrated with these prob-

lems.
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7.9.2 Subject Opinions

The VR display was demonstrated to air traffic controliers. As described in §6.4,
this involved three parts: A demonstration of a kitchen visualisation, an air traffic
visualisation and verbal description of a possible application. Subjects were asked

to note their comments, and these are shown in Appendix L

General Comments

Subjects commented on the technical problems with the display: Weight, poor resol-
ution, update rate, and difficulties with ‘navigating’ in the virtual environment (see
comments in §1.1). For operational application in ATC, these comments indicate

that current technology would have to be a lot more mature than at present.

Radar Visualisation

Subject comments are given in §1.2. Immersive displays were universally rejected for
radar control work. There was evidence that subjects found the sensation of depth
greater than in either of the 3D TTW displays in that vertical information seemed
to be much more apparent (Quotes 1.17, 1.18 and 1.20). However, reasons for not

using an immersive display for radar control work included:

s An exocentric viewpoint is required, where the controller is outside the scene
and able to see everything, otherwise there is the danger of missing something
outside the FOV (Quote 1.13}.

¢ One controller cited the need for a fixed image against which to assess location
and movement for conflict detection (Quote 1.24). Another cited the changing

viewpoint as potentially disadvantageous (Quote 1.25).
¢ Potential for disorientation (Quotes 1.16 and 1.27).
¢ No obvious benefits over present equipment (e.g. Quotes 1.14, 1.15, 1.22 &e.).
Other considerations include:

¢ Physical and physiological effects of prolonged use of immersive equipment are
not known (Quote 1.23).
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s Air traffic control is a highly cooperative system, where controllers have to
operate as a team, and another point raised was the need to cooperate with

other controllers, rather than to be encased in one’s own ‘world’ {Quote 1.11).

e The controller would still require access the various tabular displays (e.g. flight
strips, maps, weather reports) and controls (e.g. R/T channel selection), and

these would have to be provided in an hmmersive environment.

The reaction to the immersive radar visualisation was therefore negative.

) Kitchen Visualisation

Subject comments are given in §L.3. Responses to the kitchen visualisation (to
demonstrate potential VCR applications!) were a lot more positive than for the
radar visualisation, although with reservation. Subjects mostly saw applications in
VCR simulation for limited training and potentially for the design of new VCRs,
especially assessing lines of sight.

The author has visited two companies specialising in VCR training equipment.
Companies such as these can already provide full VCR simulators which are akin
to flight simulators, using real furniture within the simulated VCR and television
projection $o reproduce the scene out of the window, for high fidelity but at a very
high cost. More limited computer-based training aids, displaying a more limited
view on one or two monitors, are also available. Limitations of VR compared to
such simulators and training aids include the lack of ability to write on flight strips
(quote 1.42), poor resolution and cumbersome technology, but VR certainly has the
potential to be more cost-effective and flexible than a full VCR simulator in some
part-task training applications, if not for full-task VCR simulation.

Subjects generally liked the idea of using VR for applications such as modelling
the new Heathrow VCR. Some had already seen a computer animation video of
proposed layouts, but these are not interactive in any sense. Controllers liked the
possibility of using a VR simulation to assess lines of sight (which was raised many
times as an area of concern}, layout of furniture, access etc. It is postulated that
such things would be easier to assess in an immersive visualisation than in a TTW

visualisation, and this would allow for effective prototyping and development.
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Proposed Application

A possible future operational application of VR, described in §6.4, was verbally
presented to subjects. Their comments are given in §1.4. To recap, the proposal was
for a lightweight see-through HMD which would allow aircraft and other symbology
to be superimposed on the real world, allowing VCR controllers to stay ‘head-up’
in low visibility conditions, such as at night or in fog. It was suggested as a possible
future application since the current technology is not sufficiently mature.

Subjects generally saw this as a potentially useful application, but only if the
technology was sufficiently mature.
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7.10 Summary of Results

The main aim of these experiments was to examine the effects of display type (2D,
pseudo-3D) and stereo-3D) and subject group (ATCO or non-ATCO) on subject per-
formance over a number of tasks. The results of these experiments are summarised
below and discussed further in the next chapter.

The first task examined the readings of azimuth angle and horizontal distance
between two objects. It had been anticipated that since ATCOs are trained on a
2D display, they would read these parameters to a greater accuracy than untrained
individuals. It was further anticipated that perceptual biases inherent in 3D displays
would render them less accurate compared to a 2D display. The results bore out
the latter, but not the former hypothesis: Subject group did not significantly affect
accuracy of reading either parameter. This may have been due to behavioural dif-
ferences between the two subject groups; there was evidence that ATCOs attempted
to read the display only to a Hmited accuracy, while novices seemed to take more
care over their readings and attempted to read the parameters fo as great an accur-
acy as possible, but only performed as well as the ATCOs. (However, the subjects’
self-estimated accuracy was found not to reflect true performance for either subject
group.} |

The second task examined the speed of selecting the highest and lowest aircraft,
and the aircraft in closest horizontal proximity. Regarding the altitude extraction
task, it was anticipated that subjects would select the highest and lowest aircraft in
less time using the 3D displays than the 2D format. While this turned out to be the
case for novice subjects, display type was not found to influence significantly the
response time of expert subjects. Further, it was anticipated that expert subjects
would be faster than novices, but it was found that novices performed no slower than
experts on average, and indeed were significantly faster in some cases. The observed
differences between the two groups may again be due to behavioural differences;
there is evidence that the ATCOs were predominantly using the datablocks rather
than exploiting the 3D visualisation, either out of accuracy concerns or force of
habit, and ATCOs may have emphasised accuracy rather than speed. Regarding
the horizontal proximity extraction task, the results indicated that the 2D display
format gave faster response times than the 3D formats, but that there were no

differences between the performance of the two subject groups.
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The third task examined how subjects recalled a static air traffic scenario. All
subjects found this task to be very difficult, but the results suggest that familiarity
with the airspace and traffic patterns made the task easier where these could be
exploited. The results also suggest recall of ground position may be more accurate
when the stimnulus is 2D rather than 3D, but the fact that the scenario had to be
reconstructed as a plan view regardless of the format of the stimulus image may
have biased the results.

The fourth task looked at the detection and resolution of conflicts. Display type
was not found to have an effect on how quickly conflicts were detected, but subjects
using the 2D display were found to make significantly more correct responses than
those using the 3D display formats. The way in which conflicts were resolved was
not found to depend on display type or subject group.

The final task was an interception task. Performance measures were: Time
to select a ‘threat’ aircraft based on a horizontal proximity criterion, and time
to intercept. In both performance measures, the 2D display was found to give
smaller times than the 3D formats; however, there may have been factors biasing

performance in favour of the 21 display and further investigation is necessary.
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Chapter 8
Conclusions

8.1 Overview

This chapter starts by summarising the work of this thesis: What it aimed to address
and how it was addressed; problems encountered, particularly sources of error; the

conclusions; and its contributions. Future work is then discussed.

| 8.2 Introduction

This thesis described an empirical exploration comparing 2D and 3D displays of ob-
ject position in three-dimensional space for tasks involving control over the positions
and paths of those objects, particularly for air traffic control.

Currently, ATC uses s 2D plan-view display of air traffic with height displayed
numerically. Such a non-integrated display of spatial information imposes a cognitive
workload in requiring the viewer to integrate the information mentally to appreciate
the three-dimensional disposition of the aircraft in space. A 3D display may present a
single, integrated pictorial representation of all spatial dimensions which potentially
requires less cognitive effort to interpret and may present spatial relationships more
clearly. Tasks such as ATC are safety-critical, real-time tasks; potentially critical
decisions may have to be made ‘on the spot’, and a high workload may degrade the
quality of those decisions. Three-dimensional displays can potentially offer a reduced
workload thereby allowing the controller to spend more time on other aspects of the
task or to handle more traffic.

However, 3D displays have associated penalties. In choosing between 2D and
3D displays, Wickens and Todd [WT90] cite two main research domains which must

be considered:

1. 3D display research: Two key factors are the costs of position ambiguity along
the display line of sight and the inherent distortion of distance judgments

along axes which are not parallel with the viewing plane. If tasks such as
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ATC require such judgments to be made with precision, then a 3D rendering

may not be suitable.

2. The proximity compatibility principle: “Tasks of a more integrative nature
involving (for exarnple) the comparison between data points will benefit from
more ‘object-like’ displays, whereas tasks requiring the focus of attention on
a single dimension or single object will be better served by more separated

bargraph or digital displays”.

This thesis explored some of these issues by conducting experiments which compared
subject performance using two-dimensional and two types of three-dimensional dis-
play (pseudo-3D and stereo-3D) across a number of tasks which were aimed at im-
portant elements of using displays for spatial command/control tasks. Two groups
of subjects were used, air traffic controllers and students, as it was felt that ATCOs
would be biased towards the 2D display. The tasks and display formats used in this
thesis built upon previous research by a number of others, notably Strutt, Burnett
& Barfield, Ellis et al. and Wickens et al. It was expected that results would gen-
erally support the findings of this previous research, as well as extend it to areas
not previously covered (principally, a comparison of 2D and 3D display formats for
ATC involving a stereoscopic 3D display and an investigation of differences between
non-air traffic controllers and ATCOs). In addition, an immersive (virtual reality)
display was demonstrated to gain opinions regarding possible future application of
this technology to ATC.

8.3 Summary of Main Findings

8.3.1 The Effect of Display Format

The illusion of depth in a 3D display is modelled as a weighted additive function
of the depth cues employed. Research suggests that in relatively static displays,
stereopsis is a particularly salient depth cue. Significant differences were there-
fore expected to be found between subject performance using the stereoscopic and
pseudo-3D display formats, with the stereoscopic display expected to give ‘better’
performance than thé pseudo-3D display {where the definition of ‘better’ varies with
the task).
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Distance, Angle and Height

Because 3D displays suffer from perceptual biases in reading of azimuth angle, and
distort distance judgments along axes not perpendicular to the LOS, it was expected
that for tasks requiring azimuth angle and horizontal distance to be interpreted, the
2D display would be more accurate than a 3D display. However, for tasks requiring
rapid interpretation of vertical information it was expected that subjects viewing a

3D) presentation would respond quicker than subjects using a 2D display.

Linear perspective is an important depth cue, but since the displayed visual angle
subtended by an object of constant objective size varies depending on its depth, this
raised the question of whether or not a display incorporating linear perspective would
" be suitable for ATC, where operators are required to judge horizontal distances,
azimuth angles and relative heights between aircraft. 1t was found that subjects
made more accurate observations of azimuth angle when these were displayed using
a 3D parallel projection than with a perspective projection but surprisingly, the
accuracy of observation of relative horizontal distances was nof significantly affected
by the type of projection. As a result of this finding, a parallel projection was

adopted for the 3D display formats for subsequent experiments.

Observations of azimuth angle and relative horizontal distance between two tar-
gets were then compared between the 2D, pseudo-3D and stereo-3D displays;l For
both horizontal distance and azimuth angles, it was found that the greatest accuracy
resulted from the 2D display, with the stereo-3D display the next most accurate and
the pseudo-3D display the least accurate. This was consistent with other research,
notably on the effects of 3D perspective viewing on the exocentric judgment of azi-
muth angle by Ellis et al. Interactions from other variables (such as the position of

the targets in the display) were also found.

The speed of extraction of altitude and horizontal proximity information was also
examined. For horizontal proximity extraction, the results were as expected with
the 2D display giving the shortest extraction times and the stereo-3D display being
faster than the pseudo-3D display. It was expected that altitude extraction speed
using the 3D formats would be either the same as or significantly faster than for
the 2D format (as found by Burnett & Barfield). However, no significant differences
were found between the display types for the expert group. It was speculated that

expert subjects may have been predominantly using the numeric height information,
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even in the 3D scenarios, either due to their training or out of concerns for accuracy.
The results for the novice group were equally unexpected: Fastest was the stereo-
3D display, next fastest was the 2D display and slowest was the pseudo-3D display.
One explanation of these results is that inadequate depth cues and/or poor design in
the pseudo-3D display might make it prone to misinterpretation (see §5.5.3), but the
addition of stereopsis might alleviate this: It is therefore possible that inadequate
depth cues caused the pseudo-3D display to exhibit worse performance than the
2D display, whereas a stereo-3D display had adequate depth cues and so performed
better than the 2D display as expected.

Memory Recall

A memory recall task suggested that the accuracy of recall of aircraft ground position
was higher when subjects were required $o recall a scenario presented in 2D than
when subjects were required to recall the same scenario presented in 3D. Unlike a
similar experiment by Burnett & Barfield, no consistent bias in recalled position
was found for the 3D display formats. However, the memory task tried to test
the memory of a large number of different entities (position, height and callsign)
simultaneously and so overloaded the subjects and subsequently compromised recall
of these entities. This made it very difficult to determine the effect of display type on
the recall any of these entities in isolation, and tasks exploring these issues in future
should be better targeted (e.g. designed to concentrate on the effects of display type

on each of these entities in isolation).

Conflict Detection and Interception

All the above tasks required subjects to read parameters from a static scene. Two
tasks were presented which involved interpretation of dynamic rather than static
scenarios: A conflict detection task and an interception (chaser) task. The latter
also required subjects actively to control an interceptor, where the former merely
required passive response.

In the conflict detection task, subjects using the 2D display correctly identified
significantly more conflicts than those using either of the 3D displays (with the
stereo-3D display giving more correct identifications than the pseudo-3D display).

"T'wo reasons were postulated for this: Position ambiguities in the 3D display result-
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ing in aircraft appearing to be in conflict where they were not (or potentially vice
versa), and excessive clutter. However, the latter may be largely a feature of the
display design, rather than something inherent in the three-dimensional nature of
the display, and the experiment should be repeated with a display design less prone

to clutter.

The times in which the conflicts were detected were not found to be significantly
influenced by display type, contrary to the findings of an experiment by Burnett &
Barfield. This may be partly due to the 3D displays being more prone to clutter,
but also due to the way in which subjects detected conflicts. There is evidence
to suggest that subjects tend $o examine the horizontal and vertical dimensions
- separately when looking for conflicts, in a 3D display looking at ground position
and height and largely ignoring the air positions. This would tend to negate the
advantages of a 3D presentation. The type of instruction given by subjects to resolve

the conflict was also not found to be influenced by display type.

The chaser task required subjects to select the closest target to a point, using
judgment of absolute distance rather than simply considering horizontal and vertical
components, and then to guide a ‘chaser’ to intercept the chosen target. The target
selection had been expected to support the findings of a similar experiment by Bemis,
Leeds and Wiener, which showed greater accuracy and speed in selecting a ‘threat’
using a 3D display than a plan view display. However, in this experiment, the results
of speed and accuracy of selection of the interceptor were inconclusive for no clear
reason (although a number of reasons related to probléms with the experiment are

postulated in §7.8.4).

It was expected that interception times would be faster for the 3D displays
than the 2D displays, but it transpired that the 2D display gave faster interception
times than either of the 3D display formats. This may again have been for reasons
to do with the experiment itself rather than the display formats: Control of the
‘chaser’ in the vertical was rather more sensitive than control in the horizontal,
and the horizontal and vertical controls were separate, which may have encouraged
subjects to consider the two dimensions separately, partly negating the benefit of
the 3D format. The stereo-3D display gave quicker interception times than the
pseudo-3D display, as anticipated.
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8.3.2 The Effect of Subject Group

Because ATCOs are highly trained in the use of the 2D plan-position indicator
display for air traffic control, it was expected that their performance at tasks using a
2D display would be better than for novices using the same display format. However,
it was not known whether the same differences would be observed between the novice
and expert groups when presented with the same tasks using 3D displays. If expert
performance was significantly better than novices using 3D displays, this would
suggest that their training and experience using 2D displays would also partly carry
over to the 3D display.

Surprisingly, analysis of observations of relative horizontal distance and agimuth
angle revealed no significant differences in accuracy between the performance of
ATCOs and non-ATCOs. However, evidence suggested that whilst novices were
attempting to read the parameters as accurately as possible, ATCOs were only at-
tempting to read the display to an accuracy which they either thought was realistic-
ally achievable or was sufficient for their routine tasks. Subject group was not found
significantly to influence performance at speed of horizontal proximity extraction.

Based on subject comments as well as on quantitative results, differences between
the two groups did appear in some tasks where familiarity with air traffic control
in the displayed area was advantageous. ATCOs were found to detect conflicts sig-
nificantly more quickly than novices (although there were no differences between
the two groups regarding the correct identification of conflicts) and reported using
familiarity with traffic patterns in their memory of scenarios. Differences also ap-
peared in tasks requiring extraction of vertical information, where evidence suggests
that ATCOs tend to use the numeric height information in the datablock, even in a
3D display where a visual indication of height is given. Reasons cited included force

of habit and concerns over accuracy.

8.3.3 Discussion

Returning to the research domains discussed in §8.2 above, three of the experiment
tasks were based on and aimed at verifying the findings of 3D display research
(namely, observation of azimuth angle and horizontal distance, speed of extraction
of horizontal and vertical information and memory of a scenario), whereas two were

aimed more at exploring the issues raised by the proximity compatibility principle
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(namely, conflict detection and interception).

The tasks exploring human cognitive aspects when interpreting 3D displays had
findings much as predicted: 3D displays are less accurate than a plan view display
when it comes to precise reading of parameters which lie on axes not coplanar with
the viewing plane. In other words 3D displays convey horizontal information (ho-
rizontal distance and azimuth angle) less accurately than 2D displays; they may
convey approximate height information more quickly than a 2D plan-view display
(since height is represented graphically rather than numerically), but that height in-
formation cannot be determined accurately without resorting to numerical readouts.

The key question from the point of view of 3D display research is therefore,
as Wickens and Todd state, whether or not tasks such as ATC require such judg-
ments to be made with precision greater than that afforded by a 3D display. If the
answer is ‘no’, then 3D displays may be rejected for operational radar control use
within the current operational framework (since, of course, alternative procedures
and control methods could be found where the drawbacks of 3D displays present
less of a problem). If the answer is ‘yes, with penalties’, then one must weigh the
penalties carefully—improved precision in reading angles and distances could be
afforded for example through training, symbolic enhancements, measuring ‘tools’
(e.g. an electronic measuring tape giving the distance between two highlighted air-
craft) etc. but these have the penalties of expense, display clutter, workload etc.
Even on a 2D display, some ATCOs use a ‘calibrated pen’ or ‘calibrated thumb’ to
read off approximate distances, for example on tracks involving several turns, but
it is doubtful that a 3D computerised measuring stick would be so convenient or
rapid in use (especially since electronic equivalents exist in some 2D equipment but
ATCOs still seemn to prefer a ‘calibrated pen’ instead).

The problem with tasks exploring purely cognitive issues is that they can only
provide useful information about certain aspects of tasks taken in isolation. However,
they do not adequately address whether or not the characteristics of a given display
make it suitable for a given task as a whole. The aim of the conflict detection and
interception tasks was to have subjects perform a range of cognitive actions together
in carrying out a task rather than individually. The conflict detection task also asked
how subjects performed the task to see whether the task was of an integrative nature
or required the focus of attention on parameters singly. The results suggested that

although the conflict detection task is integrative in some ways, subjects solving
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the problem tended to consider the horizontal and vertical separately. This was not
just observed in ATCOs, who may solve problems in this manner because of current
training, procedures etc.; it was also observed in non-ATCOs who were performing
the task for the first time. This raises an important question about the usefulness
of 3D displays for radar control: If the task requires the operator to consider the
dimensions separately, then this may partly negate the benefits of a 3D display. It
also raises still further issues: Did subjects perform the task in this way because of
inadequate represenﬁation of depth in the 3D presentation, because of the way the
problem was defined, or because of some preconceptions? If subjects were trained
to perform the task in a more integrated fashion exploiting the characteristics of
a 3D display, would they then perform beiter using a 3D display than a skilled
operator would using a 2D display?

8.4 Potential Sources of Error

8.4.1 Introduction

The experimental methodology and results are here critically reviewed with regards
to the validity of results and lessons which could be learned for future experiments.
This section discusses possible sources of error. These may account for some of the
differences between the findings of this study and other studies, show caveats in
interpreting the results of this study and highlight areas that should be accounted

for in future experimental work.

8.4.2 Subject-Related Sources

The following sources of error are variables that were not controlled, largely due to

the method by which the subjects were obtained (i.e. on a volunteer basis).

Gender Differences

As shown in Table 7.2, both novice and expert groups of subjects were predominantly
male. Evidence has been found suggesting differences in spatial ability between
individuals due to gender [MJ89], but this could not be taken into account in this

study due to the small number of female volunteers.
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Subject Computer Skills

The experiment necessitated the use of a computer, and required subjects to use
a mouse. One possible source of error is the subjects’ levels of confidence with
computers and expertise in using a mouse.

An attempt was made to take this into account in the entry questionnaire with
a question “Have you used a computer mouse or trackerball before?” (§B.2, ques-
tion 13). It was assumed that use of a mouse is a skill at which it is easy to acquire
proficiency, with the corollaries that (a) all responding ‘ves’ to the question would
be proficient, and {b) that it would be a simple matter to bring non-proficient sub-
jects up to a comparable level of proficiency through the training sessions for the
. tasks. The question also assumed that proficiency with mice implied proficiency
" with trackerballs (a commonly-used input device in ATC) and wvice versa.

Informal observation by the experimenter revealed that these assumptions were
incorrect, and that subjects varied in the confidence and speed with which they
used a mouse. Unfortunately the question “Have you used a computer mouse of
trackerball before?” did not measure the level of proficiency of the subject.

The experimenter noted that novice volunteers were largely individuals who
were of a ‘technical bent’. All except two were from the faculties of science or
engineering; one of the exceptions was a lecturer from the medical faculty, the other
was a teacher of English as a Foreign Language. The air traffic controllers seemed
to the experimenter to contain a greater mix of individuals: Some mentioned that
they had attended particularly because they were ‘interested in computers’ and
the applications of computer technology, others said that they were not ‘computer
literate’.

This suggests that the novices as a group may have had a higher level ‘computer
literacy’ with general-purpose computers and greater proficiency at using mice', and
this may have influenced the relative performance between the two groups.

Occasional difficulties were also observed with some subjects possibly mis-operating
the buttons of the three-button mice used in the experiment, either by pressing the

wrong button or by pressing more than one button at once. This may have been

! Although the ATC system is highly computerised, the author has observed that being an ATCO
does not imply ‘computer literacy’, possibly since the computers are special-purpose rather than
general-purpose. One ATCO told the author that he knew “nothing about computers” even though
it was pointed out that he operated a computerised system every day.
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due to the individuals being either unfamiliar with mice, or used to single-button
or two-button mice. Again, the training sessions prior to each task were aimed at
reducing or eliminating such effects, but it seems that learned behaviour may be

more difficult to modify than was anticipated.

Air Traffic Control Background

‘The expert subjects had differing levels of operational experience, with some having
extensive radar control experience, others having primarily ground control exper-
ience with limited work on radar. An attempt was made to measure operational
experience in the entry questionnaire (§B.2, questions 8 and 9), but it was felt that
correlating operational experience and performance would not be meaningful for two
reasons.

First, radar control is not a standard task but varies according to the demands
of the particular task—for example, en-route control is different from approach
control, and even within the area of approach control there are several different
radar controllers with different tasks handling traffic arriving at Heathrow.

Second, there is also a question of how recently subjects had been radar oper-
ators. Some pilot subjects who had been radar controllers during their operational
careers stated that they were ‘rusty’, which implies that the recency of radar ex-
perience as well as the total length of experience influence expertise. The main
experiment subjects had a variety of backgrounds: All were from the control tower
at Heathrow airport, and so all were operating in a variety of non-radar control
positions in the visual control room (ground movement planning, ground movement
control, arrivals, departures), but a few were also current radar operators, addi-
tionally operating in the London Special VFR and Thames Radar radar control
positions. One controller was on his first assignment and his only radar experience
had been in training.

These factors could introduce variations in the performance of expert subjects.

Subject Vision Differences

Subjects using the stereoscopic display did not have their sterecacuity measured.
Variation in stereoacuity may give different levels of stereopsis (depth perception

due to retinal disparity) between the subjects using the stereoscopic display. It is
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recommended that in future experiments, sterecacuity is measured so that it can be
accounted for.

All expert subjects must have normal colour vision due to medical requirements
of their profession, but no such restriction was placed on the novice subjects. One

novice subject reported being colour-blind.

8.4.3 Display-Related Sources

The following are sources of error related to the display; either the implémen’ca,tion

of the display itself, or the viewing of the display.

| Stereoscopic Display

One of the reasons that a stereoscopic display has not been used in a comparative
study in ATC before may be the complications peculiar to such displays. In this
experiment, a time-multiplexed system based on LCD shutter glasses was used to
present the disparate left/right eye images to the subjects. This particular imple-
mentation had certain limitations, and introduced differences between the stereo-3D
and pseudo-3D displays which were not just confined to the absence or presence of

stereopsis.

1. Due to the way in which stereo was supported by the Silicon Graphics work-
station, the vertical resolution of the stereo-3D display was half that of the
pseudo-3D display, although the horizontal resolution remained the same. In
particular, this changed the aspect ratio of datablocks and their text, and

increased the level of clutter over that of the pseudo-3D display.

2. Since the LCD glasses are blanked (made opaque) periodically, they signific-
antly block the transmission of light, with the result that subjective display
brightness was lower for the stereo display than for the pseudo-3D display.

3. The level of ‘ghosting’ or ‘cross-talk’ between the left and right eyes (due to
the LCDs not being fully opaque when blanked) was not measured.

4. There is a slight flicker viewing the stereo display due to the LCD glasses being
switched at 60 Hz.



8. Conclusions 247

Control of Eyepoint

Subject eyepoint was controlled only to the extent that the display monitor was
placed at a fixed position on a table, and subjects were seated at the table at the
same place. However, subjects were free to move the chair forward or backwards
and to adjust its height for personal comfort. This may be partly responsible for an
observed variation in azimuth angle estimate with target position, as has already
been discussed in §7.4.3.

This brings into question how tightly viewer eyepoint should be controlled, both
for experiments and in practical implementations of 3D displays. Significant vari-
ations in eyepoint can be expected to affect perception of the display, but tight
control of eyepoint (for example, head clamps) may result in discomfort on the part
of the subject and would be completely impractical in an operational environment.

In the stereoscopic display, no attempt was made to account for different sub ject

inter-pupillary distances. This should be accounted for in future experiments.

8.4.4 Experiment Implementation-Related Sources

Some implementation-related sources of error identified are listed below.

1. Selection was using a mouse on the air plots on the 3D display. Despite the
training, some subjects forgot this and initially tried to select the ground plots
instead. Also in a 2D display, if a subject has correctly identified an aircraft
by its ground target, he/she then had to click on the corresponding air plot.
‘These would tend to increase the time required for selection of aircraft in a

3D display format compared to a 2D display format.

2. Some subjects reported the fact that the mouse sometimes kept sticking (des-
pite being cleaned prior to each experiment) and this sometimes made it quite

difficult to select an aircraft, even if they identified it in gobd time.

3. The relatively small size of the aircraft symbols (and thus the area sensitive

to mouse clicks) made selection difficult, especially with a sticking mouse.

4. In the memory recall experiment, subjects had to reconstruct the radar screens
on a 2D piece of paper, even if the stimulus image had been in 3D. This could

have influenced recall times.
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8.4.5 Implications

This research has shown some of the difficulties and pitfalls in implementing three-
dimensional displays in general and stereoscopic displays in particular. Implement-
ing stereopsis gives a range of additional considerations which must be taken into
account: The effects of cross-talk between the images, the variation of stereoacuity
and inter-pupillary distances between subjects, and other issues related to imple-
mentation (such as flicker, reduced subjective display brightness, etc.). In exper-
iments comparing 2D and 3D displays, the design must minimise any differences
which are not directly related to the display format (for example, in these experi-
ments, subjects should have been allowed to click on either the ground plot or the
., air plot of a particular aircraft to select it}.

Regarding experiments which measured time to select an aircraft, the author
infers that the overall effect of the sources of error mentioned above would be to
slow the performance of subjects using the 3D displays, particularly the stereo-

3D display. Specific sources of error which are expected to contribute to this are:

e The higher level of clutter on the 3D displays, due to the larger amount of
symbology. '

e The larger datablocks on the stereo-3D display (due to halving of the vertical
resolution) lead to greater label overlap and clutter than the pseudo-3D or 2D
displays.

¢ In the 3D displays, the subject was only allowed to select the aircraft on the

air plot, rather than either the air or ground plots.

This suggests that results showing a shorter times for the 3D display formats (partic-
ularly the stereoscopic display) than the 2D format have a higher level of confidence

associated with them than results which show the 2D format to give faster times.

8.5 Immersive Displays

Radar control was envisaged as the main task which might benefit from a three-
dimensional visualisation, and so an immersive display of an air traffic scenario was
demonstrated to subjects who were air traffic controllers. As a possible application

of VR technology, this was universally rejected by subjects. Technology concerns
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aside, the main question seems to be the suitability of such displays for radar control

purposes.

The author speculates that radar control is an exocentric task; the operator
assumes a ‘God’s Eye’ view of the airspace for which he or she is responsible and
direct events within it from the perspective of an outside observer. The position of
the aircraft relative to the observer is irrelevant and so ‘presence’ is not required. Axn
immersive display gives an egocentric perspective, which, according to some subjects,
may be suitable from a pilot’s point of view {since the disposition of traffic relative
to the ‘ownship’ is of interest), but not that of a controller. An immersive display
could be envisaged whereby the airspace would be contained in an area separate
from the operator, like observing fish in a tank from outside; however, this gains

nothing from presence and so partly defeats the purpose of an immersive display.

The proposed VCR ‘head-up display’ application was, however, much better re-
ceived. VCR tasks seem to be egocentric tasks, and ground movement controllers
in particular are continually controlling aircraft ‘heads-up’; aircraft have locations
relative to the controller rather than being just points on a screen and the controller
must turn his head and/or body to look for the aircraft. The proposed application
might therefore have been better received because it would enable controllers to re-
main ‘visual’ and to retain the egocentric perspective in conditions where they would
currently be forced to use a plan-view display. It might also eliminate the need to go
‘head down’ to consult auxiliary displays (such as runway approach monitors) since
this information could also be shown ‘head up’. However, technology would have
to advance considerably for this to be feasible, and the likely high implementation

cost would have to be weighed carefully against any potential benefits.

The most immediate application of current generation (or impending) immersive
display technology seems to be for training or similar applications. The possible use
of VR for modelling the new control tower was very well received, and architectural

visualisation is certainly one of the areas for which VR appears to be suitable.
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8.6 Conclusion

8.6.1 Contributions

To recap, the main reason for using 3D displays for ATC is the potential for reducing
workload by eliminating the mental integration required in interpreting a 2D radar
display with numeric height information. This seems to be based on the assumption
that an integrated spatial mental image forms the key elerent in the ‘picture™—
overall awareness of the state of the traffic and decision-making.

The author contends that three-dimensional displays may be suitable for overall
monitoring or conveying rapidly the disposition of traffic, but may not be so useful
for making control decisions. There is some evidence to suggest that at least some
* air traffic controllers do attempt to translate the image with which they are presen-
ted into a three-dimensional visualisation. However, there are other, non-spatial
elements in the air traffic controller’s ‘picture’, and the non-spatial elements as well
as the spatial elements are involved in decision-making. This research has found
that although some controllers report trying to ‘visualise’ the traflic state in three
dimensions (perhaps for general awareness of the traffic situation), when it comes
to performance of some tasks which require more than just general awareness for
overall monitoring but concentration on and manipulation of aircraft trajectories
(for example, actively searching for conflicts) there is strong evidence of a tendency
to consider the vertical and horizontal dimensions separately. If the vertical and
horizontal dimensions are considered separately for active control, then this favours
the use of the current 2D display rather than an integrated display based on the
proximity compatibility principle. This is the key finding and major contribution of
this thesis. The use of both 2D and 3D displays in parallel (the 3D for an overail
view, the 2D for precision in control), such as proposed by Strutt; might therefore
offer the best of both worlds, but it is likely that controllers would need training in
order to take full advantage of both sources of information.

Other contributions are:

e An investigation of the performance of stereoscopic 3D displays relative to
both pseudo-3D and 2D displays. As expected, stereoscopic 3D displays seem
to give better task performance generally than pseudo-3D displays.

e An investigation into the differences between novice and expert subject groups
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in the performance of tasks with 2D and 3D displays.

o A demonstration of virtual reality technology to air traffic controllers, with

the aim of gathering opinions about future applications of VR to ATC.

o A simple aircraft model to simulate aireraft for the purposes of an ATC display.
This was used in a subsequent publication as a simple model for controlling

flying objects in a VR environment.

8.6.2 Other Applications

'The emphasis of this thesis has been on considering the practicality of using three-
dimensional displays for operational purposes. While the use of 3D displays for
radar control is still open to debate, it might be practical to use 3D displays for
non-operational purposes.

Because ATCOs are. highly trained with the 2D displays, mental filtering and
sorting of traffic to gain the 3D picture is practically second nature and a rapid
process. However, it is a skill which takes time to develop and a 3D display might
be useful for the novice.

Three-dimensional displays might therefore be useful in training or other visual-
isations such as reviewing incidents, airspace planning, evaluating tools such auto-
matic conflict alert aids etc., which may benefit from integration into a 3D display
to give an clear ides of the spatial relationships between aircraft rather than from
a non-integrated view such as a 2D PPI which may be more suitable for control.

Introducing 3D displays in non-operational réles might be a good path to follow
for developing them further for similar appiicé,tions, possibly eventual operational
use. Since the applications are not critical, this may be a good way of gaining
more experience and information about the practical benefits and drawbacks of
3D displays, and ways to overcome shortcomings, for real applications, rather than

just measuring subject performance in a research laboratory.

8.6.3 Future Work

On the question of whether or not 3D displays may be useful for command /control
of objects in real-time, safety critical areas, this thesis has raised more questions

than it has answered, and has highlighted areas for further research. A display must
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be designed to support the operator’s task, but while the objectives of the task may
be clearly defined, the way in which the operator thinks about and carries out the
task may not be so clear. Current research into the air traffic controller’s ‘picture’,
in particular on the réle of a spatial mental picture (if such exists) in monitoring
and control, remains incomplete. This question should be addressed in order to that
benefits that 3D displays might bring to ATC can be more fully understood.

Further work is required to address the possible problems with perceptual am-
bignities and biases in reading 3D displays. While it is clear that these exist, what
is not clear is the magnitude of error that can be tolerated in air traffic control.
If the errors are within tolerable Emits (or can be made fo be so by training or
symbolic enhancement, for example) and if the operators are aware of the types of
“error intrinsic in such displays, then this may remove one obstacle to the acceptance
of 3D displays. However, more research is required to determine precisely what
the acceptable limits of errors, and to control them if they are too great. Further
research is also required on the optimisation of display parameters and depth cues,
since these can greatly affect the legibility of the display.

One possibly significant factor not investigated in this thesis is head-slaving the
3D TTW display, giving a movable viewpoint and motion parallax. This might be
a solution to problems such as ambiguity of position and cluttering of objects along
the same LOS, since with a head-slaved display the viewer can easily view the scene
from a slightly different angle. Head-slaving might also enhance the sense of depth
afforded by the display.

While evidence from 3D displays research should be considered, it cannot alone
predict how operators will perform using the displays for a complex task. An eval-
uation of 3D displays for ATC should therefore use a full operational simulation,
with conditions as close to real ones as possible. Only with such an evaluation can

all the problems and issues be identified.
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Appendix A
Pilot Experiment Instruction Sheets

Air Traffic Control Displays
Pilot Study

Thank you for taking the time to participate in this study. Your help is
greatly appreciated. The purpose of my research is to evaluate different
display technologies for air traffic control. To this end, you will be given
three tasks concerned with various perceptual aspects of the job of air
traffic control.

o Task 1 will be to read the relative heading and distance between
pairs of aircraft on a three-dimensional display.

* Task 2 will be to memorise a static traffic scenario, and then try to
recall if.

¢ Task 3 will be a conflict detection task. A couple of short scen-
arios will be presented on a display. You will be required simply to
identify any potential conflicts {loss of separation) that exist.

After the tasks, you will then be shown some of the different display types
and invited to comment.

Please do not hesitate to task the supervisor at any time if there is anything
that you do not understand, or which is not clear.

Since this pilot study is running throughout this week, in the interests of
not prejudicing the research, please do not discuss this with others until
after Friday 80 Septernber.
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Task 1
Heading and Distance Estimation

In this task, you will be asked to estimate the heading and distance between
90 different pairs of aircraft on a three-dimensional display.

The display will show a 100x 100 nautical mile region around the Heathrow
radar, Jooking to the north. A video map is displayed on the “ground”
which shows the Heathrow, London City and Gatwick CTAs in a light
tan colour and the various airspace boundaries and airways. Range rings
are also shown at 10nm intervals centered on the radar head at Heathrow.
Aircraft are represented as black “dots” in the air, with a ‘drop’ line joining
their positions on the ground, which is represented by a white “dot”.
Fach aircraft has a label (datablock) in a box attached to it. The top line
of the datablock contains the mode-A identification number of the aircraft.
The bottom line shows its mode-C altitude (00s of feet of fight level). The
altitude will be ignored in this iask.

In the experiment, pairs of aircraft will be shown on the screen one after
the other. For each pair, please write on the response sheet provided the
estimated heading from aircraft 1 to aircraft 2 and the distance between
them in nautical miles. Please take as much time as you like, and ftry
to be as accurate as you can. When you have finished with one pair of
ajrcraft, press the SPACE BAR on the keyboard to move on to the next
pair of aircraft. When you have completed all 20 pairs, please tell the

supervisor.

Please tell the supervisor when you are ready to proceed.
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Task 2
Scenario Recall Task

For this task, you will be shown two static displays showing an air traffic
scenario. For each display, you will be asked to memorise the air traffic
pattern, and then to draw it on a piece of paper. The first display is just
for familiarisation. The second will be recorded.

Bach display shows a static air traffic scenario over the same area as the
previous task. This will be shown for one minute; after this, it will be re-
moved from the screen and you will then be given a piece of paper showing
the radar map of the area. You will then be asked to mark on this piece of
paper the positions of the targets and their altitudes from memory. Please
try to make a best effort (for example, fill in a best guess for the altitude
if you don’t remember it precisely), working as quickly and as accurately
as possible. Please tell the supervisor as soon as you have finished.

In these displays, some additional information will be given. “History”
trails will be shown attached to each aircraft, (if you are shown a 3D dis-
play, these will be black for trails in the air, and their “shadows” on the
ground will be white) giving its previous positions over the last 8 radar
sweeps. A datablock (shown as text characters in a box) attached to each
aircraft by a thin leader line shows the mode-A transponder code and
mode-C height (00s of feet or flight level), possibly with a small character
after it: an up arrow indicating that the aircraft is ascending, a down ar-
row indicating that the aircraft is descending, or no character to indicate
that the aircraft is in level flight,

For this task, I am interested purely in position and height, and the previous
positions, identification and vertical trend (elimb/descend) can be ignored.
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Task 3
Conflict Detection Task

The purpose of this task is for you to detect conflicts in an animated traflic

scenario.

Familiarisation Display

Prior to the task, you will be shown a short animation of radar data to
familiarise you with the display. The radar data are taken from Heathrow
radar, at around 09:00 on a morning in April. The aircraft positions are
updated every 6 seconds. Don’t .worry that the display shows a lot of
aircraft; you will be shown far fewer in the task!

The display contsins a rudimentary datablock overlap avoidance al-
gorithm — that is, the computer will try to move the datablocks around to
avoid them overlapping. They may therefore “jump” as the aircraft move,
but this is nothing to worry about. The algorithm used is not perfect,
however, and so sometimes the datablocks may overlap for short periods.
If you are shown a 2D display, the datablocks will show full information
(mode-A code, mode-C height information and climb/descent, as for the
previous task). If you are shown a 3D display, since the height is repres-
ented graphically, only the mode-A codes will be shown unless the SPACE
BAR on the keyboard is pressed — pressing and holding this key for more
than 0.5s will cause the full datablock to be shown. Releasing the key will

cause only the mode-A code to be shown again.

Conflict Detection Task

In the task itself, you will be shown two short (less than 4 minute) animated
traffic scenarios containing several aircraft. You will be asked simply to
watch the scenario unfolding and to tell the supervisor when you think
that any aircraft may lose separation.

Here, separation is defined as 3nm laterally, or 1000 feet vertically (i.e. air-
craft must be 3nm or greater apart horizontally if they are within 1 000ft
of each other vertically, or they must be 1000ft or greater apart vertically
if within 3nm of each other horizontally). When you think two or more
aircraft are in danger of coming into conflict with each other, either imme-
diately or at some time in the next few minutes, please tell the supervisor

immediately, with the following information:
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Conflict Detection Task
contd.

* The mode-A transponder codes of the ajreraft mvolved.

* A conflict resolution manceuvre (e.g. turn aircraft 1052 left 20 de-
grees; descend aircraft 2047 immediately to FL330).

Please note that there may be more than one conflict in the scenario.
The datablocks also contain additional information— an extra line in the
datablock shows the cleared altitude (if any) and route code. For example,
the datablock:

1023
220v
210 LL

refers to aircraft mode-A code 1023, at FL220 and descending to its cleared
level of FL210, its destination London Heathrow (ICAO code EGLL).
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Virtual Reality Display
Instructions for Use

The virtual reality (VR) machine uses a head-mounted display (HMD) to
show a three-dimensional scene filling your field of view which will change
as you move your head. The scene is similar to the 3D air traffic displays
on the computer, but this time you will be “inside” it as opposed to looking
at it “through the window” of a computer screen. Before the task, you will
be given a short familiarisation session to get used to it.

The HMD comprises a helmet containing two small television screens, one
for each eye, with some wide-angle optics. Spectacles may be worn with
this display. The helmet is connected to the VR machine by a cable at
the back. Next to the cable is a power switch, and a nut which tightens or
loosens the headband. Before you put the helmet on, please ensure that
the nut is unscrewed. Then place the helmet on your head and tighten the
nut so that the helmet is confortable but will not fall off if you lean over.
Take a little time to look around you when you first become “immersed”,
to get used to the scene changing when you move your head. Try squatting
down and tilting your head to the side, and notice the effect. Also, try
turning on the spot, and again notice how the scene changes.

You will also be given a hand-held device on which there are several but-
tons: three on the top (left, centre and right) and two at the front (top
and bottom). You will be able to see the position of the device as an arrow
if you look at the hand holding it in the virtual world. Try moving your
hand about and notice how then arrow changes direction with it.

Moving in the virtual “world” can be accomplished in two ways-—you can
either step in any direction or you can “fly”. Wlaking anywhere is rather
restrictive because of the cable. Flying is therefore the preferred method
of moving.

Flying is accomplished with the buttons on the top of the hand-held device.
Pressing the left-hand button on the top of the device moves you forward in
the direction in which the arrow (i.e. your hand)} is pointing. Pressing the
right-hand button moves you backwards in this direction. Notice that you
can look sideways whilst travelling—just turn your head in any direction
whilst keeping the arrow pointing in the desired direction of travel. As
an exercise, without taking a step, try to fly to the north of the displayed
virtual area.

When you feel that you are familiar with the virtual environment, please
tell the supervisor that you are ready to proceed.
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Appendix B
Main Experiment Instructions & Questionnaires

B.1 Introduction Sheet

Displays for Air Traffic Control

Thank you for taking the time to participate in this study. Your help is
greatly appreciated.

The purpose of this research Is to evaluate different display types for tasks
such as Air Traffic Control and the like. To this end, you will be given 5 tasks
concerned with various perceptual aspects of using displays, and at the end
of the experiment you will be asked to do a spatial reasoning exercise, No
prior expertise of air traffic control or radar displays will be required.

Thke tasks you will be asked to perform will be:

L. Reading the angle and distance between pairs of aircraft.
2. Choosing aircraft according to some criterion.

3. Memorising a scene.

4. Detection of impending collisions.

5. A “chaser” task.

Each task will include a practice session for familiarisation.

After each task, you will be invited to fill in & questionnaire for cornments.
Please feel free to answer as honestly as you like.

Please do not hesistate to ask the supervisor if at any time there is any-
thing which you do not understand.

Since this study is continuing over o period of weeks, in the interests of
not prejudicing this research I would be grateful if you did not discuss this
with others who have not yet taken part in the study until after August 1995.

—+ Please now complete the questionnaire given to you, and tell the supervisor
when you have finished it.
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B.2 Entry Questionnaire

CONFIDENTIAL
Questionnaire 1 Subject no.

1. Name;

2. Occupation:

3. Age. Please tick the box which applies:

< 20
21-30
3140
41-50
51-60

> 60

4, Gender: [ M] [ F] |

5. Hondedness: | Left | [[Right | |

6. Eyesight: Do you wear contact lenses/glasses to correct your vision, or do
you have any other vision defect (e.g. colour blindness)?

[Yes | [[No| |

If answer is Yes, please indicate your sight deficiency below by placing a tick
in any boxes which apply:

LEFT | RIGHT

Short-sighted
Long-sighted
Astigmatic
Colour-bhind

Other (specify below}

Other:




B. Main Experiment Instructions & Questionnaires 261

7. Education: Please indicate the highest level of education which you have
either achieved, either complete or incomplete (tick ONE box).

CSE/O-level /GCSE
A-level /1B

City & Gauilds
ONC/OND
HNC/HND

BTEC

Bachelor’s degree
Master’s degree
M.Phil/Ph.D.

Other {specily below)

Other:

8. Do you have any operational experience in Air Traffic Control?

[Yes| [Nol |

If answer is No, please go to question 10.

If answer is Yes, please summarise your operational experience briefly below.
Try to give area with approximate time (e.g. en-route at LATCC 2 years,
GMC at LGW 4 years, etc.):
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9. Please state what types of ATC display you have used in the past opera-
tionally (tick any which apply):

None {procedural control only)
Monochrome tube

Colour synthetic display
Other (please specify below)

Other:

10. Have you played any Air Traffic Control games for leisure {e.g. Tracon)?

[Yes| [ Noi |

H answer is Yes, please state game(s) below, and try to indicate how exper-
ienced you are (e.g. how long or how often you have played) at ATC games.

Games:

Novice:

1
2
3
4
5
6
7
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11. Do you have any piloting experience (excluding games)?

(Yes| [WNof ]

If answer is Yes, please state what sort of licence you hold/have held and
which types and approximate number of hours (e.g. ATPL; glider, 22 hours;
single-engine 100 hours; multi-engine 2500 hours):

12. Have you played any flight simulator gares for leisure?

(Yes| [No ]

If answer is Yes, please state which games, and try to indicate how experi-
enced you are (e.g. how long or how often you have played) at flight simulator
games.

Games:

Novice:

1
2
3
4
]
]
7

Expert:
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13. Have you used a computer mouse or trackerball before?

(Yes| JNoj |

END
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B.3 Task 1 Instruction Sheet

B.3.1 Two-Dimensional Display

Task 1: Angle and Distance Reading

In this task, you will be asked to read the gngle and distance between
pairs of “blips” (representing aircraft) on a 2D plan-view radas-type display.

The 2D Display

The display will look like the diagram in figure 1 below. This shows a “video

Figure 1:

map” (which is included for completeress, and will not be used here) and
concentric range rings at § mile intervals. You will be using these as an aid
to judging distances. North is towards the top of the screen.

Two aircraft are shown on the display, represented by the black filled
circles. Attached to these by a thin black line are datablocks: these contain
text relating to the aircraft. The first line of text shows the identification
of the aircraft; the two aircraft are identified as 0001 and 00062. The second
line shows the altitude of the aircraft, with 0 being at ground level and the
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number increasing with greater altitude. Height information is not relevant
for this task, just the identification of the aircraft and their positions.
Occasionally, the aircraft may be close enough for their datablocks to
overlap. In this case, it is possible to see the rear datablock by pressing
the LEFT mouse button with the ‘cursor’ (a red atrow which moves when
you move the mouse) over the rear datablock. This is shown in figure 2.
In figure 2(a), the rear datablock is obscured. If we ‘click’ the LEFT mouse

[0001 0001
0002 000 0002| 100
100 100 100

|
(a} () (c}

Figure 2:

button in the shaded area of fig. 2(b), the rear datablock will be brought to
the front, as shown in fig. 2{c).
This feature will be demonstrated to you before the start of the task.

The Task

In this task, you will be presented with twenty pairs of aircraft, one at at
time, judging the angle and distance between each pair and marking your
answers on an answer sheet.

When presented with each pair, please first of all write down in the second
column headed Distance the distance which you think aircraft 1 is from
aircraft 2. Please judge distances by eye only, rather than frying to make
measurements on the display with a pen or similar. You can use the range
rings to help you judging the distances, since these are at 5 mile intervals.

Next, write the bearing angle of aircraft 2 from ajrcraft 1 (measured clock-
wise from the North) in the Angle column. For example, in figure 3(a) the
bearing of aircraft 2 from aircraft 1 is about 150°, whereas in figure 3(b}, the
bearing is about 290°. Please try to be as accurate as possible.

When you have finished the pair, please press the MIDDLE mouse button
to move on to the next pair. Please feel free to take as much time as you
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N
4
1
1

¥

{

i

1

|

{a) (o)

Figure 3:

like—time s not important in this task.

— Please tell the supervisor when you are ready to begin.
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B.3.2 Three-Dimensional Display

Task 1: Angle and Distance Reading

In this task, you will be asked to read the angle and distance between pairs
of “blips” (representing aircraft) on a three-dimensional display of aircraft
position.

The 3D Display

The display will be similar to that shown in figure 1 below. This shows a

Figure 1:

“video map” (which is included for completeness, and will not be used here)
and concentric range rings at 5 mile intervals. You will be using these as an
aid to judging distances. North is towards the top of the screen.

Two aircraft are shown on the display. Their positions in the air are
represented by the black filled circles. The points on the ground which they
are directly above are indicated by white filled circles. The air and ground
plots are joined by a drop fine the length of which is proportional to the
altitude of the aicraft. The height scale is exaggerated by a factor of 2.

1
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Attached to each aircraft air position symbol by a thin black leader line
is a datablock: this contains text information relating to the aircraft. The
first line of text shows the identification of the aircraft; the two aircraft are
identified as 1 (0001) and 2 (6002). The second line shows the altitude of
the aircraft, with 0 being at ground level and the number increasing with
greater altitude. Height information is not relevant for this task, just the
identification of the aircraft and their positions.

Occasionally, the aircraft may be close enough for their datablocks to
overlap. In this case, it is possible to see the rear datablock by pressing
the LEFT mouse button with the ‘cursor’ (a red arrow which moves when
you move the mouse} over the rear datablock. This is shown in figure 2.
In figure 2(a), the rear datablock is obscured. If we ‘click’ the LEFT mouse

0001

0001, | .-
0002 | 100
100 -

Figﬁre 2
button in the shaded area of fig. 2{b.),. the front .da,ta,block .will be made
transparent apart from its frame, allowing the datablock behind to be seen,

as shown in fig. 2(e). |
This feature will be demonstrated to you before the start of the task.

The Task

In this task, you will be presented with twenty pairs of aircraft, one at a
time, judging the angle and distance between each pair and marking your
answers on an answer sheet.

When presented with each pair, please first of all write down in the second
column headed Distance the distance which you think aireraft 1 is from
aircraft 2. Please judge distances by eye only, rather than trying to make
measurements on the display with a pen or similar. You can use the range
rings to help you judging the distances, since these are at 5 mile intervals.
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Next, write the bearing engle of aircraft 2 from aircraft 1 {measured clock-
wise from the North} in the Angle column. For example, in figure 3(a) the
bearing of aircraft 2 from aircraft 1 is about 150°, whereas in figure 3(b), the
bearing is about 290°. Please try to be as accurate as possible.

[ S 4
e oD

(a) b)

Figure 3:
When you have finished the pair, please press the MIDDLE mouse button
to move on to the next pair. Please feel free to take as much time as you

like-—time is not important in this task.

— Please tell the supervisor when vou are ready to begin.
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B.4 Task 1 Response Sheet

Task 1: Angle and Distance Reading

Subject: 88 Cell: 1

Distance | Angle

TR1
TR2
15
13

14

18
17
16
12
20

10
19

Lol D
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B.5 Task 1 Questionnaire

Questionnaire 2 Task 1 Subject no.

1. How did you find reading distances from the display?

Very Fasy:

1
2
3
4
5
6
7

Very Hard:

9. How accurately did you think you read distances from the display? Please
put a mark on the line below indicating your estimated margin of error (for
example, if you think you estimated distances to about +1.5 miles, please
put a mark half way between the ‘1’ and the ‘2" positions on the line}.

| | i ]
I | i |

0 1 2 3

| | | j | |
I | | i i 1

!
¥
4 5 6 7 8 9 HY
Margin of Error

3. Please write any comments which you have about the ease of the display
for reading distances. (Please continue your answer on the back of the sheet
or request additional paper if necessary.)
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4. How did you find reading engles from the display?

Very Basy:

1
2
3
4
5
6
7

Very Hard:

5. How accurately did you think you read angles from the display? Please
put a mark on the line below indicating your estimated margin of error (for
example, if you think you estimated angles to £5°, please put a mark on the
‘8 position on the line).

| ! | | | | | | | H
I [ | ] I | I | [ t

0 5 10 15 20 25 30 35 40 45
Margin of Error (Degrees)

6. Please write any comments which you have about the ease of the display
for reading angles. (Please continue your answer on the back of the sheet or
request additional paper if necessary.)
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7. Please feel free to write any further comments which you have about the
task, the display or anything else which you think worthy of note. Please
request additional sheets of paper if necessary.
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B.6 Task 2 Instruction Sheet

B.6.1 Two-Dimensional Display

Task 2: Data Extraction

This task is divided into two separate parts. For each part, you will be
presented with 10 scenes in turn containing a number of aircraft. For each
scene, you will be required simply to select fwo of the aircraft based on a
given criterion,

Selecting Aircraft

Each task involves selecting two aircraft. Each aircraft may be selected as
shown in figure 1.

You can select an aircraft by moving the cursor point over its symbol
(the black circle) (fig. 1(a)} and pressing the LEFT mouse button (fig. 1{b)}.
The symbol will then turn red to indicate that the aircraft has been selected
(fig. 1(c)}. If you select an aircraft by mistake, you can deselect it by clicking

(&) (b) ©

Figure 1:

on its symbol again with the LEFT mouse button.

As described in the previous task, if two datablocks overlap, you can see
the obscured one by clicking on it. Clicking on a datablock does rot select an
aircraft (unless you click on an aircraft which is visible through a datablock).

After selecting both desired aircraft, move to the next scene by pressing
the MIDDLE mouse button. The system will only aliow you to do this when
you have selected two aircrafs.

You will be given an opportunity to practice this before the start of the
task.




B. Main Experiment Instructions & Questionnaires 276

The Task

This task is divided into two parts.

Part 1 Select the highest and the lowest aircraft. You may select the aireraft
in any order (lowest first or highest first).

Part 2 Select the aircraft which are closest horizontally to each other—
i.e. do not take height into account when choosing whick aircraft are
closest together, but select which are the closest aircraft as if they were
all at the same height.

Your performance will be assessed on speed and accuracy, so please work as
quickly and as accurately as you are able.
You will be given an opportunity to practice before the start of each part.

~3 Please tell the supervisor when you are ready to proceed.
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B.6.2 Three-Dimensional Display

Task 2: Data Extraction

This task is divided into two separate parts. For each part, you will be
presented with 16 scenes in turn containing a number of aircraft. For each
scene, you will be required simply to select two of the aircraft based on a
given criterion.

Selecting Aircraft

Each task involves selecting two aircraft. Fach aircraft may be selected as
shown in figure 1.

You can select an aircraft by moving the cursor point over its air plot
symbol (the black circle) (fig. 1(a)) and pressing the LEFT mouse button
(fig. 1(b)). The symbol will then turn red fo indicate that the aircraft has
been selected (fig. 1(c)). If you select an aircraft by mistake, you can deselect

{(a) ) ©)

Figure 1:

it by clicking on its symbol again with the LEFT mouse button.

As described in the previous task, if two datablocks overlap, you can see
the obscured one by clicking on it. Clicking on a datablock does not select an
aircraft {unless you click on an aircraft which is visible through a datablock).

After selecting both desired aircraft, move to the next scene by pressing
the MIDDLE mouse button. The system will only allow you to do this when
you have selected two aircraft,

You will be given an opportunity to practice this before the start of the
task.
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The Task

This task is divided into two parts.

Part 1 Select the highest and the lowest aircraft. You may select the aircraft
in any order (lowest first or highest first).

Part 2 Select the aircraft which are closest horizontally to each other—
i.e. do not take height into account when choosing which aircraft are
closest together, but select which are the closest aircraft as if they were
all at the same height. This means choosing the white ground plot dots
which are closest together.

Your performance will be assessed on speed and accuracy, so please work as
quickly and as accurately as you are able.
You will be given an opportunity to praciice before the start of each part.

— Please tell the supervisor when you are ready to proceed.
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B.7

Task 2 Questionnaire

Questionnaire 3 Task 2 Subject no.

1. How did you find reading the highest and lowest aircraft?

Very Hard:

2. Please write any comments which you have about the ease of the display
for picking out the highest and the lowest aircraft. (Please continue your
answet on the back of the sheet or request additional paper if necessary.)
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3. How did you find reading the aircraft with the closest horizontal proxim-
ity?

Very Easy:

1
2
3
4
5
6
7

Very Hard:

4. Please write any comments which you have about the ease of the display
for picking out the horizontally closest aircraft. (Please continue your answer
on the back of the sheet or request additional paper if necessary.)




B. Main Experiment Instructions & Questionnaires 281

5. Please feel free to write any further comments whick you have about the
task, the display or anything else which you think worthy of note. Please
request additional sheeis of paper if necessary.
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B.8 Task 3 Instruction Sheet

B.8.1 Two-Dimensional Display

Task 3: Memory Recall

In this task, you will be shown eight scenes in turn. TFor each scene,
you ate required spend a period of time memorising it, then recall what you
remembered.

Before beginning each scene, you will be given an answer sheet on which
to record what you remembered. This will initially be face-down. Please do
not turn the paper over yet,

The display starts off with a blank screen. When you are ready to start,
press the MIDDLE mouse button. The scene will then appear and will remain
on the screen for 90 seconds; the screen will then go blank. .

Whilst the scene is being displayed, please try to memorise the following
information:

¢ Aircraft position
s Aircraft identification number
* Alrcraft altitude

When the screen goes blank, please turn the piece of paper over and
try to draw the information on it. This paper is marked with the “video
map” and range rings at 10 mile intervals to aid orientation. Please mark
on the positions of each aircraft (with a cross, for example) and write the
identification and height next to the positions. When you have finished,
please hand the paper to the supervisor.

The task will be timed, from when you turn the paper over to when you
hand it to the supervisor, so please work as quickly and as accurately as you
are able. If you cannot remember the information precisely, please try to do
the best you can. If you cannot remember the positions or heights exactly,
please try to make a “best guess”.

— Please tell the supervisor when you are ready to begin.
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B.8.2 Three-Dimensional Display

Task 3: Memory Recall

In this task, you wiil be shown eight scenes in turn. For each scene,
you are required spend a period of time mermorising it, then recall what you
remernbered.

Before beginning each scene, you will be given an answer sheet on which
to record what you remembered. This will initially be face-down. Please do
not turn the paper over yet.

The display starts off with a blank screen. When you are ready to start,
press the MIDDLE mouse button. The first scene will then appear and will
remain on the screen for 90 seconds; the screen will then go blank.

Whilst the scene is being displayed, please try to memorise the following
information:

¢ Alreraft ground position
¢ Aircraft identification number
o Aircraft altitude

When the screen goes blank, please turn the piece of paper over and
try to draw the information on it. This paper is marked with the “video
map” and range rings ab 10 mile intervals to aid orlentation. Please mark
on the positions of each aircraft (with a cross, for example) and write the
identification and height next to the positions. You may find it helpful to
draw the approximate length of the drop line. When you have finished, please
hand the paper to the supervisor.

The task will be timed, from when you tuen the paper over to when you
hand it to the supervisor, so please work as quickly and as accurately as you
are able. If you cannot remember the information precisely, please try to do
the best you can. If you cannot remember the positions or heights exactly,
please try to make a “best guess”.

~+ Please tell the supervisor when you are ready to begin.
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B.9 Task 3 Response Sheet

Task 3: Practice Answer Sheet

[l [~k [

Time:
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B.10 Task 3 Questionnaire

Questionnaire 4 Task 3 Subject no.

1. How did you find the memory task overall?

Very Basy:

1
2
3
4
5
6
7

2. Which were the casiest and most difficult aspects of the scenes to mem-

orise?
Very Kasy: 1
2
3
Position:. 4
5
6
Very Hard: 7
Very Fasy: 1
2
3
Identification: 4
5
6
Very Hard: 7
Very Basy: 1
2
3
Height: 4
5
&
Very Hard: 7
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3. Please try to describe how you went about memorising the scenes. For
example, did you remember position by the patterns the groups formed, or
because they resembled traffic patterns; did you remember the heights by
visualising them in your head, or did you rely on memory of the numbers.
(Please feel free to use the other side of the paper, or request additional paper
if necessary.)
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4. Please write any comments which you have about the task, the display
or anything else which you think worthy of note. Please request additional
sheets of paper if necessary.
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B.11 Task 4 Instruction Sheet

B.11.1 Two-Dimensional Display

Task 4: Conflict Detection

The purpose of this task is to examine the detection of potential collisions,
or confliets. In this task, you will be shown a number of short scenes (each
of 90s duration) containing a number of aircraft which are moving, and be
asked to identify any conflicts,

Conflicts

In air traffic control, two aircraft must be separated by cerfain minimum
distances, a horizontal and a verfical. In this task, aircraft are not allowed to
approach each other within three miles horizontally and 10 units vertically —
that is, if the difference in altitude of two aircraft is less than 10, they must
be more than 3 miles apart horizontally, and if they are closer than 3 miles
apart horizontally, there must be a height difference of at least 10 between
them,

If these criteria are met, two aircrafi are said to be seperated. A conflici
is defined as a situation where two aircraft, if left continuing their present
manceuvres, will lose separation.

The Display

The display is updated at 6 second intervals —i.e. every 6 seconds, the aircraff
symbols will jump’ to their new positions. Range rings are set at 10 mile
intervals, not 5 miles as in the first task.

As aircraft positions change, they leave a trail of dots behind them marking
where they have been. These enable the course and speed of the aircraft to
be estimated from the direction of the trail and the spacing between the dots
(see figure 1).

In the datablock, the following information is given (see fig. 1). The first
tine of text is the identification of the aircraft; the second line gives the current
altitude, and after that a character {either ‘v’ or *~7) which indicates whether
the aircraft is ascending or descending (this is blank if the aircraft is level).
The third line of the datablock confains a two letter destination code (not
used here, but included for completeness) and the altitude the aircraft has
been given permission to change to. This is blank if the aircraft has not been
instructed to change its altitude.

Figure 1 therefore shows an aircraft whose identification is BA102, flying
at an altitude of 100 and descending, which has been authorised to descend
to an altitude of 98, but no lower.
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BA102
100v
KK 098

Curreat Position

Trailing dots

Figure 1:

For exampies of a conflict and 2 non-conflict situation, please look at
figure 2. This shows two aircraft whose paths are crossing. Let us suppose
that when they cross, the horizontal separation will be less than 3 miles.
The siteation shown in fig. 2a is net a conflict, because although JA124 is
descending and crossing the path of BA1284, it has been cleared to level off
Just above it at an altitude of 110, which is 10 clear of BA1284 and so is safe.
The situation in figure 2b, on the other hand, is a conflict, because JA124 has
been cleared to descend through the altitude of BA1284 and will pass within
10 vertically whilst it is less than 3 miles away laterally.

Note also that if JA124 in figure 2a failed to level off at its cleared altitude
but carried on descending, this would also be a conflict.

The Task

At the start of each scenario, a blank screen will be shown. When you are
ready to start, please press the MIDDLE mouse button, The scenario will
then start. Initially, there will be no trailing dots, but these will appear as
time progresses. Your task will be simply to observe the scenario and to see
whether or not a conflict will occur. Note that scenarios do not necessarily
contain a conflict.
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Figure 2:

If you spot a conflict, i.e. a situation where loss of separation either has
oceurred or will oceur in the near future, press the MIDDLE mouse button.
As soon as you do this, the scenario will stop. Then click on the symbols of
the two aircraft which you think are conflicting with the LEFT mouse button
(as in task 2). Finally, tell the supervisor what you would have the aircraft do
to prevent the conflict from occurring: for example, you could instruct one
of the aircraft to level off (i.e. to stop changing altitude), or to turn. When
vou have selected both desired aircraft, press the MIDDLE mouse button to
move to the next scenario.

Please note that once you have pressed the MIDDLE mouse button when
you have spotted a conflict, the scenario will stop and you must make a
selection by clicking on the two aircraft. If you detected a conflict my mistake
(i.e. one which did not actually exist), click on the two aircraft which you
thought might have conflicted anyway. You will not have the opportunity to
reverse your decision.

You can still reveal obscured datablocks by clicking on them with the LEFT
mouse button as before.
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- You will be given a demonstration and practice before the task itself.

~+ Please tell the supervisor when you are ready to begin.
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B.11.2 Three-Dimensional Display

Task 4: Conflict Detection

The purpose of this task is fo examine the detection of potential collisions,
or conflicts. In this task, you will be shown a number of short scenes (each
of 90s duration) containing a number of aircraft which are moving, and be
asked to identify any conflicts.

Conflicts

In air traffic control, two aircraft must be separated by certain minimum
distances, a horizontal and a vertical. In this task, aircraft are not allowed to
approach each other within three miles horizontally and 10 units vertically —
that is, if the difference in altitude of two aircraft is less than 10, they must
be more than 3 miles apart horizontaily, and if they are closer than 3 miles
apart horizontally, there must be a height difference of at least 10 between
them.

If these criteria are met, two aircraft are said to be separated. A conflict
is defined as a situation where two aircraft, if left continuing their present
manceuvres, will lose separation.

The Display

BAlO2
110v
KK 098

(Qoocoo

Figure 1:
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The display is upda‘eed at 6 second intervals——i.e. every 6 seconds, the aircraft
symbols will ‘jump’ to their new positions. Range rings are set at 10 mile
intervals, not § miles as in the first task.

As aircraft positions change, they leave a trail of dots behind t.‘nem marking
where they have been, These enable the course and speed of the aircrafs to
be estimated from the direction of the trail and the spacing between the dots
(see figure 1).

In the datablock, the following information is given (see fig. 1). The fiest
line of text is the identification of the aircraft; the second line gives the current
altitude, and afber that a character (either ‘v’ or *~*) which indicates whether
the aircraft is ascending or descending (this is blanlk if the aircraft is level).
The third line of the datablock contains a two letter destination code {not
used here, but included for completeness) and the altitude the aircraft has
been given permission to change to. This is blanl if the aircraft has not been
instructed to change its altitude.

Figure 1 therefore shows an aircraft whose identification is BA102, flying
at an altitude of 110 and descending, which has been authorised to descend
to an altitude of 98, but no lower.

For examples of a conflict and a non-conflict situation, please look at
figure 2. This shows two aircraft whose paths are crossing. Let us suppose
that when they cross, the horizontal separation will be less than 3 miles.
The situation shown in fig. 2a is not a conflict, because although JA124 is
descending and crossing the path of BA1284, it has been cleared to level off
just above it at an altitude of 110, which is 10 clear of BA1284 and so is safe.

The situation in figure 2b, on the other hand, is a conflict, because JA124
has been cleared to descend through the level of BA1284 and will pass within
16 units vertically whilst it is less than 3 miles away laterally.

Note also that if JA124 in figure 2a foiled to level off at its cleared level
but carried on descending, this would also be a conflict.

The Task

At the start of each scenario, a blank screen will be shown. When you are
ready to start, please press the MIDDLE mouse button. The scenario will
then start. Initially, there will be no trailing dots, but these will appear as
time progresses. Your task will be simply to observe the scenario and to see
whether or not a conflict will oceur. Note that scenarios do not necessarily
contain a conflict.

If you spot a conflict, i.e. a situation where loss of separation either has
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occurred or will occur in the near future, press the MIDDLE mouse button.
As soon as you do this, the scenario will stop. Then click on the symbols of
the two aircraft which you think are conflicting with the LEFT mouse button
(as in task 2). Finally, tell the supervisor what you would have the aircraft do
to prevent the conflict from occurring: for example, you could instruct one
of the aircraft to level off (i.e. to stop changing altitude), or to turn. When
you have selected both desired aircraft, press the MIDDLE mouse button to
move to the next scenario.

Please note that once you have pressed the MIDDLE mouse button when
you have spotted a conflict, the scenario will stop and you must make a
selection by clicking on the two aircraft. If you detected a conflict my mistake
(i.e. one which did not actually exist), click on the two aircraft which you
thought might have conflicted anyway, You will not have the opportunity to
reverse your decision.

You can still reveal obscured datablocks by clicking on them with the
LEFT mouse button as before. You will be given a demonstration and practice
before the task itself.

—+ Please tell the supervisor when you are ready to begin.
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B.12 Task 4 Questionnaire

Questionnaire 5 Task 4 Subject no.

1. How did you find the conflict detection task overall?

Very Easy:

1
2
3
4
5
6
7

Very Hard:

2. Please tzry to describe how you went about doing the conflict detection
task. For example, did you look at pairs of aircraft, first of all looking at
ground position, then referring to height? Did you take speed into account?
Please request additional sheets of paper if necessary.
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3. Please write any comments which you have about the task, the display
or anything else which you think worthy of note. Please request additional
sheets of paper if necessary.
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B.13 Task 5 Instruction Sheet

B.13.1 Two-Dimensional Display

Task 5: Chaser Task

In this, the last task, you will be required to control a “chaser” to “catch”
a target. The task is divided into two stages.

First, 2 blank screen is shown. When you are ready to begin the task,
press and release the MIDDLE mouse button. A static (non-moving} scene
containing a number of aircraft will then be shown. You arc required to
select the target which is closest to a point on the ground at the middle of
the displayed area by ‘clicking’ on it with the LEFT mouse button. (If two
aircraft are the same horizontal distance away from the centre, you should
therefore select the lower of the two.) There are 80 vertical units per mile.

When the selection is made, all aircraft apart from the one you selected
will disappear, and a “chaser” (under your control) will appear and start to
move. The target will also start to move. The task will now be o ‘catch’ the
target by guiding the chaser within a certain distance of it (1 mile horizontally
and 10 units vertically). To do this, you will be using the controls to the right
of the screen (see figure below). Time to catch will be assessed, so please try
to do this in the shortest possible time.

O

5

© [

The circular control on the left controls the horizontal component of the
chaser’s path (i.e. its course—see (a) above). The outer pointer is where
the chaser is actually heading, the long needle inside the circle is the control
{where you want the chaser to go). To change the horizontal component of
the chaser’s path, move the red cursor inside the circle and press the LEFT
mouse button. The needle will then “jump” to the tip of the cursor, and
the outer pointer will start to move around to the selected course (there is a

1




B. Main Experiment Instructions & Questionnaires 299

delay in the chaser’s response), as shown in (b). If you keep the left mouse
button pressed, the needle will “follow’ any movement of the cursor until the
left mouse button is released.

The box on the right ({c} in the diagram) controls the vertical component
of the chaser’s path and is operated in similar fashion. The bar to the left of
the box shows the current path angle of the chaser; the bar inside the box is
the control. The arrow to the right of the box corresponds to bar position for
level flight (i.e. neither ascending nor descending). Below the arrow, the flight
path is increasingly in a downwards direction; if the bar is at the bottom of
the box, the chaser is travelling vertically downwards. Above the arrow, the
flight path is increasingly in an upwards direction; if the bar is at the top of
the box, the chaser is travelling vertically upwards.

Moving the cursor into the box and pressing the LEFT mouse button cavses
the bar to “jump” to the tip of the cursor. The outer pointer will then start
to move around to the selected flight path angle {(see (d)). Again, the bar will
follow the cursor so long as the left mouse button remains depressed.

The chaser will never be allowed to go to negative altitude (i.e. under-
ground} even if the flight path is downwards.

You wilt be given an opportunity to practice this control before the task
begins.

~+ Please tell the supervisor when you are ready to proceed.
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B.13.2 Three-Dimensional Display

Task 5: Chaser Task

In this, the last task, you will be required to control a “chaser” to “catch”
a target. The task iz divided into two stages.

First, a blank screen is shown. When you are ready to begin the task,
press and release the MIDDLE mouse button. A static (non-moving) scene
containing a number of aircraft will then be shown. You are required to
select the target which is closest to a point on the ground at the middle of
the displayed area by ‘clicking’ on it with the LEFT mouse button. (If two
aircraft are the same horizonial distance away from the cenfre, you should
therefore select the lower of the two.} There are 60 vertical units per mile,
and remember that the vertical scale on the display is exaggerated by a factor
of 2.

When the selection is made, all aircraft apart from the one you selected
will disappear, and a “chaser” (under your control} will appear and start fo
move. The target will also start to move. The fask will now be to ‘catch’ the
target by guiding the chaser within a certain distance of it (1 mile horizontally
and 10 units vertically}., To do this, you will be using the controls o the right
of the screen (see figure below). Time to catch will be assessed, so please try
to do this in the shortest possible time.

O

B

e i

The circular control on the left controls the horizontal component of the
chaser’s path (i.e. its course—see {a) above). The outer pointer is where
the chaser is actually heading, the long needle inside the circle is the control
(where you want the chaser to go). To change the horizontal component of
the chaser’s path, move the red cursor inside the circle and press the LEFT

1
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mouse button. The needle will then “jump” to the tip of the cursor, and
the outer pointer will start to move around to the selected course (there is a
delay in the chaser’s response), as shown in (b). If you keep the left mouse
button pressed, the needle will “follow” any movement of the cursor until the
left mouse button is released.

The box on the right {{c} in the diagram) controls the vertical component
of the chaser’s path and is operated in similar fashion. The bar to the left of
the box shows the current path angle of the chaser; the bar inside the box is
the control. The arrow fo the right of the box corresponds to bar position for
level flight (i.e. neither ascending nor descending). Below the arrow, the flight
path is increasingly in a downwards direction; if the bar is at the boltom of
the box, the chaser is travelling vertically downwards. Above the arrow, the
flight path is increasingly in an wpwards direction; if the bar is at the top of
the box, the chaser is travelling vertically upwards.

Moving the cursor into the box and pressing the LEFT mouse buiton causes
the bar to “jump” to the tip of the cursor. The outer pointer wiil then start
to move around to the selected flight path angle (see (d)). Again, the bar will
follow the cursor so long as the left mouse button remains depressed.

The chaser will never be allowed to go to negative altitude (i.e. under-
ground) even if the flight path is downwards.

You will be given an opportunity to practice this control before the task
begins,

—+ Please tell the supervisor when you are ready to proceed.
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B.14 Task 5 Questionnaire

Questionnaire 6 Task 5 Subject no.

1. How did you find the chaser task overall?

Very Lasy:

1
2
3
4
5
6
7

Very Hard:

2. Please write any comments which you have about the task, the display
or anything else which you think worthy of note. Please request additional
sheets of paper if necessary.
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B.15 Immersive Display Instructions

Virtual Reality Display
Instructions for Use

The virtual reality (VR) machine uses a head-mounted display (HMD) to
show a three-dimensional scene filling your view which will change as you
move your head. The scene is similar to the 3D air traffic displays on the
computer, but this time you will be “inside” it as opposed to looking at it
“through the window” of a computer screen. Before the task, you will be
given a short familiarisation session to get you used to it.

‘The HMD comprises a helmet containing two small television screens, one
for each eye, with some wide-angle optics. Spectacles may be worn with
this display. The helmet is connected to the VR machine by a cable at the
back. Next to the cable is an power switch, and a nut which tightens or
loosens a headband. Before you put the helmet on, please ensure that the
nut is unscrewed. Then place the helmet on your head and tighten the nut
so that the helmet is comfortable but will not fall off if you lean over.

Take a little time to look around you when you first become “immersed”,
to get used to the scene changing when you move your head. Try squatting
down and tilting your head to the side, and notice the effect. Also, try
turning en the spot, and again notice how the scene changes.

You will also be given a hand-held device on which there are several buttons:
three on the top (left, centre and right) and two at the front (top and
bottom). You will be able to see the position of the device as an arrow if
you look at the hand holding it in the virtual world. Try moving your hand
about and notice how the arrow changes direction with it.

Moving in the virtual “world” can be accomplished in two ways— you can
either step in any direction or you can “fly”. Walking anywhere is rather
restrictive because of the cable, Flying is therefore the preferred method of
moving,

Flying is accomplished with the buttons on the top of the hand-held device.
Pressing the left-hand button on the top of the device moves you forward in

1
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the direction in which the arrow (i.e. your hand) is pointing. Pressing the
right-hand button moves you backwards in this direction. Notice that you
can look sideways whilst travelling—just turn your head in any direction
whilst keeping the arrow pointing in the desired direction of fravel. As
an exercise, without taking a step, try to fly to the north of the displayed
virtual area.

When you feel that you are familiar with the virtual environment, please
tell the supervisor that you are ready to proceed.
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Appendix C
Main Experiment Data Analysis

C.1 Introduction

"This appendix contains tables of descriptive statistics and statistical analyses of the
data from the main experiment.

In descriptive statistics tables, each cell entry is usually of the form ‘X =+ s, N,
where X, s and N are the sample mean and standard deviation and the number of
observations for each cell respectively.

Unless otherwise indicated, analyses were carried out at a significance level of
0.05.

C.2 Spatial Ability Test

Group | NV X+ts
N 14| 70.1 8.0
X 22 | 67.74+13.6

Table C.1: Spatial Ability Scores: Descriptive Statistics
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C.3 Task 1: Azimuth Angle and Relative Distance

Variable | Estimate S.E.
const -0.6631 0.7826

A 0.9845 | 0.004815
D=2 | 2125 | 1078
D=3 | -1685 | 1147

B, -0.1489 | 0.06693

B, 0.1625 | 0.06769

D=2B,| 03681 | 0.09292
D=3.B, | 02010 | 0.09884
D=2.B, | -0.4485 | 0.09327
D=3.B, | -0.3533 | 0.09920

Correlation coeff. = 0.98

Table C.2: y4 Linear Model Estimates and Standard Errors
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D N X
1| —21:£148,120 | 1.0+ 7.6, 140
2 | —4.04+16.5, 100 | —3.7 4 11.7, 180
3 | —35:£10.7, 100 | —3.24 11.4, 140

Table C.3: Azimuth Error y.: Descriptive Statistics

D N X
la | 13.7+£135,6| 85367
1b| 84£455 | 85+36,7
2 | 1254505 | 12.1+£39,9
3| 784255 | 137+48,6

la contains an outlying point, 1b omits it.

Table C.4: Subjective Azimuth Accuracy: Descriptive Statistics

Source df 58 MS F
Display 2 16.615 8.307 | 0.196
Group 1 0.368 0.368 : 0.009

Interaction i 2 | 182.017 | 91.008 | 2.1490
Residual 32 | 1354.956 1 42.342
Total 37 | 1553.629

Table C.5: yg,: Two-factor ANOVA Analysis, all data
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Source df SS MS F
Display 9 | 92.814 | 46.407 | 2.757
Group 25.930 | 25.930 | 1.541
Interaction | 2 | 70.323 | 35.161 | 2.089
Residual 31 | 521.769 | 16.831
Total 36 ; 714.953

Table C.6: yg,: Two-factor ANOVA Analysis, selected data

N

X

D
1] (50)45+
2 | (3.0) 3.0+
3

(2.0) 2.4£09, 5

1.8,6 | (20) 21+07,7
1.9,5 | (3.0) 3.4+1.6,9

(3.5) 8.4+£1.3,7

Entries in the form (median) X +s, N

Table C.7: Subjective Azimuth Reading Difficulty: Descriptive Statistics

Source df SS MS F
Display 2 | 0308 | 0.154 | 0.078
Group 1] 0814 | 0.814 | 0.413
Interaction | 2 | 22.147 | 11.074 | 5.615*
Residual 32| 63.113 | 1.972
Total 37 | 86.382

* significant at o = 0.01

Table C.8: Subjective Azimuth Reading Difficulty: Two-factor ANOVA

Variable | Estimate S.E.
const -0.009477 | 0.02518
Ap 0.9997 0.01279
D=2 -0.04307 | 0.01973
D=3 -0.03600 | 0.02099
By -0.0008434 | 0.001218
D =2.B, | 0.005362 | 0.001688
D =3.B, | 0.002103 | 0.001795

Correlation coeff. = 0.89

Table C.9: Inyp Linear Model Estimates and Standard Errors
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D

N

X

1| 1424092 6

1034024, 7

2 1130£067,51130+£0.386,9

3 | .76 £ 0.54, 5

Table C.10: Subjective Distance Reading Accuracy: Descriptive Statistics

157+ 0.44, 6

Source df SS MS F
Display 2| 1.273 ] 0.636 | 2.137
Group 1| 0346 | 0.346 | 1.162
Interaction | 2 | 0.243 | 0.121 | 0.408
Residual 32 | 5.528 | 0.298
Total 37 | 11.418

‘Lable C.11: Subjective Distance Reading Accuracy: Two-factor ANOVA

D

N

X

1| (35)42+15 6
2 | (3.0)344£009,5
3 |(3.0)344£09,5

(2.0) 26+ 1.1, 7
(4.0) 3.8+ 1.6, 9
(35)34+13,6

Entries are in the form (median) X + s, N

Table C.12: Subjective Distance Reading Difficulty: Descriptive Statistics




C. Main Experiment Data Analysis 310

C.4 Task 2: Information Extraction

C.4.1 Altitude Extraction

D N | X

1 [ 11.2+45 60 | 12.7 £ 4.4, 70
2

3

142£81,50 | 11.54+4.3, 90
96+£23,50 | 12.0+5.0, 60

Table C.13: Altitude Extraction Time ya7: Descriptive Statistics

Source df 5SS MS F
Display 2 146.097 | 73.048 | 2.980
Group 1 9.639 9.639 | 0.393

Interaction | 2 | 457.331 | 228.666 | 9.330"
Residual 374 | 9166.585 | 24.510
Total 379 | 9779.652

* significant at o = 0.01

Table C.14: Altitude Extraction Time y47: Two-factor ANOVA
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Cells df F l p

G=N |2 157 | 9.164* | <0.01
G=X 12217 1.352 | 0.261
NI1,N2 {1,108 | 6.0727 | 0.015
N2, N8 | 1,98 | 14.798* | < 0.01
N1, N3 | 1, 108 | 5.0137 | 0.027
N1, X1 | 1,128 | 3.830% | 0.052
N2, X2 | 1,138 | 6517 | 0.012
N3,X3 | 1,108 | 9.886* | < 0.01

* significant at o = (.01
1 significant at @ = 0.08

¥ borderline gignificant at o = 0.05

Table C.15: Altitude Extraction Time y47: Single-Factor ANOVA

o~ | x

(1.0) 1.6 £0.9, 5 | (2.0) 2.0+0.7, 9
(2.0) 24+ 15,5 | (2.0) 204+09, 6

Entries are in the form (medisn) X £, N

D
1((2.0)23+1.0,6 | (20)23+08,7
2
3

Table C.16: Altitude Extraction Subjective Difficulty: Descriptive Statistics
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C.4.2 Horizontal Proximity Extraction

D | N X

1] 6243760 | 6.9+26,70
2

3

11.7+8.7,50 | 10.2 4 5.2, 90
89+54,50 | 9.1£5.9,60

Table C.17: Horizontal Proximity Extraction Time ygy: Descriptive Statistics

Source df 88 MS F
Display 2 1146.077 ¢ B73.039 | 19.735*
Group 1 4.822 4.822 0.166

Interaction | 2 91.835 45.918 1.581
Residual 374 | 10859.803 1 29.037

Total 379 | 12102.537

* significant at o = 0.01

Table C.18: Horizontal Proximity Extraction Time: Two-factor ANOVA

D | N | X

1] (20)27+15 6| (1.0) 1.3£05, 7
2

3

(2.0) 20£0.7, 5 | (4.0) 3.9+0.9, 9
(4.0) 40+ 16,5 | (4.0)38+1.2,6

Entries are in the form (median) X s, N

Table C.19: Horizontal Proximity Extraction Subjective Difficulty: Descriptive Stat-

istics
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Source df SS MS F
Display 2 | 24.661 | 12.330 | 10.253*
Group 0.145 | 0.146 | 0.121
Interaction | 2 | 17.560 | 8.780 | 7.301*
Residual 32 | 38.484 | 1.203

Total 37 | 80.850

* significant at o = 0.01

‘Table C.20: Horizontal Proxiraity Extraction Subjective Difficulty: Two-factor AN-

OVA

Cells df F P

G=N|[213]| 2902 | 0001
G=X {2 19]19.942* | < 0.001
X1, X2 | 1, 14 | 44.912* | < 0.001
X2, X3 | 1,13 0011 | 0.92
X1, X3 | 1, 11 | 27.918* | < 0.001
N1, X1 | 1,11 | 5.311f | 0.042
N2, X2 | 1,12 | 15.482* | < 0.001
N3,X3| 1,9 | 0.041 | 0845

* significant at o = 0.01

1 significant at o = 0.05

Table C.21: Horizontal Proximity Extraction Subjective Difficulty: Single-factor

ANOVA
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C.5 Task 3: Memory Recall
C.5.1 Recall Times
A R T
D N X
3145.1£19.7|36.14+10.0
1 622+238 ] 545281
5 71.7£283 | 71.1 £24.8
2 7461304 63.7 4 30.8
717394+£31.8) 6374318
3 | 64.9+33.0 | 60.7 £ 32.8
91731+319]684+324
D&G
A& R

Table C.22: Memory Recall Times: Descriptive Statistics

Source df SS MS F
Display 2 6478.375 | 3239.188 | 3.725*
Group 4689.781 | 4689.781 | 5.393*
Interaction | 2 200.438 100.219 | 0.115
Residual 296 | 257414130 | 869.642

Total 301 | 268782.724

* significant at o = 0.05

Table C.23: Memory Recall Times: Two-factor ANOVA between D & G



C. Main Experiment Data Analysis 315

Source df sS MS F
A 3 52671.938 | 17557.313 | 24.403*
R 1 2 891.859 2891.859 | 4.010f

Interaction | 3 831.531 277177 (0.385
Residual 204 | 211 521.690 719.462
Total 301 | 267 917.018

* significant at o = 0.01

T significant at o = 0.05

Table C.24: Memory Recall Times: Two-factor ANOVA between A & R
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C.5.2 Recall Subjective Difficulty

D | N § X

1 [(60)60+09,6 | (6.0)57:08,7
2| (7.0)6.241.3,5 ] (7.0) 8.3£0.9, 9
3 | (6.0)62+04,5]| (7.0) 6.5+ 0.8, 6

Entries are in the form {median) X £s, N

Table C.25: Memory Recall Overall Subjective Difficulty: Descriptive Statistics

D | N § X

1| (45)424+10,6] (40)40£10,7

2 1 (30)30+19,5| (40)39+11,9
3|(3.0)30+10,5| (40)38+13,6
Overall difficulty (all data): (4.0) 3.7+ 1.2, 38

Entries are in the form (median) X s, N

Table C.26: Memory Position Recall Subjective Difficulty: Descriptive Statistics

D | N | X

1| (5553166 (60)56+£14,7
2

3

(7.0)6.4£09,5| (60)54£10,9
(6.0)5.6+17, 5| (5.5)57+1.2,6
Overall difficulty (all data): (6.0) 5.6 & 1.3, 38

Entries are in the form (medien) X s, N

Table C.27: Memory Ident Recall Subjective Difficulty: Descriptive Statistics
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D | N | X
11(6.0)58+08,6] (60)54+08,7
2

3

(4.0)46+£18,5| (50)53+15,9
(5.0) 48+08,5 | (6.0)58+12,6
Overall difficulty (all data): (5.5) 5.3+ 1.2, 38

Iintries are in the form (median) X + s, N

Table C.28: Memory Height Recall Subjective Difficulty: Descriptive Statistics
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C.5.3 DPosition Analysis

D N X

1] 85+£94 7.5+£80

2| 112%88 | 1394116

3 [133%+£11.8| 9.44+£85
D& G

Al R | T

3] 106+96 | 3738

5151113 | 10.5:+9.4
A& R

Table C.29: Recalled Position Error for Stimuli 1-4: Descriptive Statistics

Source df SS MS F
Display 2 | 2790.977 | 1395488 | 14.36*
Group 43.750 43.750 0.45
Interaction | 2 1074.934 | 537.467 | 5.53*
Residual 602 | 58499.016 | 97.174

Total 607 | 62408.676

* significant at « = 6.01

Table C.30: Recalled Position Error: Two-factor ANOVA between D & G

Source df S8 MS F

A 1 4514.313 | 4514.313 | 51.342*
R 1 4565.203 | 4565.203 | 51.921*
Interaction | 1 182.668 182.668 | 2.078
Residual 604 | 53107.780 | 87.927

Total 607 | 62369.973

* significant at o == 0.01

Table C.31: Recalled Position Error: Two-Tactor ANOVA between A & R
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C.6 Task 4: Conflict Detection Task

Stim | N1 | N2 | N3 | X1 | X2 | X3
A 6,011,423 [43|45]|1,5
B 14,2 23132/[61(63]4,2
C 160/1,4{1,4|7,0|81]51
D
E

6,0(50/[50|7,0/[72]5 1
6,0(50/(501043/[63]5,1
F 514141 7,0|90]51

Entries are in the form Ncorrect, Nincorrect

Table C.32: Conflict Detection: Number of Correct and Incorrect Responses

D | N | X

1| (25) 234086 | (20)20£06,7
2| (3.0)3.0+16,5 | (3.0) 3.0£1.2, 9
3| (3.0)28+15,5 | (3.0) 3.5+ 1.6, 6

Entries are in the form (median) X + s, N

Table C.33: Conflict Detection Subjective Difficulty: Descriptive Statistics

D | N X

1 | 51.4+187, 16 | 40.6+21.7, 23
2

3

4714149, 12 | 47.6 £ 18.5, 30
48.4 4 21.5, 15 | 32.7 £ 20.0, 21

Table C.34: Conflict Detection Time: Descriptive Statistics
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Source df S8 MS F
Display 2 1686.531 | 843.266 | 2.205
Group 1 2036.871 | 2036.871 | 5.328"

Interaction | 2 1196.121 | 598.061 | 1.564
Residual 111 | 42442.777 | 382.367
Total 116 | 47 362.301

* gignificant at o = 0.05

Table C.35: Conflict Detection Time: Two-factor ANOVA



C. Main Experiment Data Analysis

321

C.7 Task 5: Chaser Task

D | N X

1 || 107411.0,30 | 8.0+6.5, 35
2 || 15.6:£14.4,25 | 84457, 45
3

87465,25 | 11.247.0,30

Table C.36: Task 5 Selection Time: Descriptive Statistics

Source df 88 MS F
Display 2 1.339 | 0.670 | 1.41
Group 3.277 | 3.277 | 6.90*
Interaction | 2 5.330 | 2.665 | 5.61*
Residual 184 | 87.40 | 0.475
Total 189 | 97.346

* significant at o = 0.01

Note: gamma distribution used

Table C.37: Task 5 Selection Time: Two-factor ANOVA

|

X

D
1
2
3

20£1.2, 30 | 23+2.1, 35
34433 24 | 3.0:1.9, 44
2.4+ 13,25 | 3.142.2, 29

‘Table C.38: Normalised Interception Time: Descriptive Statistics
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Source df 85 MS F
Display 2 | 4762 | 2.381 | 6.23*
Group 1 0.149 | 0.149 | 0.39
Interaction | 2 1.224 | 0.612 | 1.60
Residual 181 | 69.190 | 0.382
Total 186 | 75.325
* significant at o = 0.61

Note: gamma distribution used

Table C.39: Task 5 Normalised Interception Time: Two-factor ANOVA

D N | X
1 | (2.0)1.8+08,6 | (2.0)26+08, 7
2
3

(2.0) 26 £1.5,5 | (2.0) 24+ 0.5, 9
(2.0) 2.240.8,5 | (3.0) 3.0+ 1.4, 6

Entries are in the form {median) X = s, N

Table C.40: Chaster Task Subjective Difficulty: Descriptive Statistics
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Appendix D
Task 1 Subject Comments

D.1 Distance Reading

These are responses to the question ‘How did you find reading distances from the
display?’.
1 N1 D1 Gaze-directed centering of rings would be nice!

2 N2 D.2  The concentric circles [range rings| hindered as well as helped. More marks

on the ground e.g. @ mesh, would have helped.
3N2  D.3 Distances took time to figure out but got faster at the end,

4N1  D.4  You con add some polar lines [radii] (gray and slightly visible) using some
points [along them at 0.5 mile intervals to aid distance judgment]. These lines also
can help for accurate estimation of angle as well,

4 Ni D.5  You can add a magnifying window which is invisible normally. But if the left
most button [on the mouse] is pressed on the spot that window make the areq bigger

and the system will give the accurate distance.

5 N2 D.6  Maybe it would be easier if the concentric circles are closer [let’s say 2.5 miles).
It depends on how exact we want the measurement to be. It could be useful if we have
line connecting the ‘planes’ projections on earth. Then it would be easier to judge the
angle and consequently the distances as well.

8 N2 D.7  Short distances relatively easy. Longer distances increasingly horder.
8 N2 D.8  FEasier to judge if approz. radial.

10 N2 D.g  When the *planes were ot °, 90°, 180For 270° it was easier than af inter-

mediate angles,
10 N2 D.10  The very wide distances seemed harder.

11 N1 D.11  Rother easy to use. I'm sure given practice once can become very accurate
with, .

12 N3 D.12  The concentric circles were very helpful.

i4 Ni D.138 I found the circles to be a bit misleading measuring distances from 2 points.
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15 N2

16 N3
20 NI

21 N2
23 N2

23 N2

24 N1
25 X2

26 X1
26 X1
26 X1
27 X2
28 X3

29 X1

30 X2

31 X3

32 X1

D.14  Lines from the centre at certain angles would have helped ('cos I was ima-
gining them).
D.15  The slanting made it tougher.

D.16  The reading of the distance is easier to determine when the aircraft lie in o
line at (P, 90°, 18P, 27(P or ot angles of 45°, 135° ete., but as they drift from these
angles, and the distance between them increases, it is much harder to estimate the

distance accurately.
D.IT  No difficulty interpreting the display.

D.18  Reading distances was easy when the lines between the aircraft were normal

to the circles [range rings/.

D.19  This becomes harder as the separation increased (and also when they were

not on the circle.)
D.20  Cross-hairs might have been useful?

D.21  Because you're looking at 4 points between contacts instead of 2, there’s o

tendency to think the distunces are greater than perhaps they are.

D.22  Greater distances apart — margin of error would increase.

D.23  An inexperienced eye may try to measure distances between labels,
D.24  Range marks essential to the task.

D.25  Similar to what I use at work.

D.26  Fuairly similar distance wise to reading them off a 2D display. Maybe slightly
harder because the display seems gquite strange to start with.

D.27  The display is good it is just my ebility to be confident chout my onswers
which is difficule!

D.28  Distances N-§ or E-W were “casy”—using the relevant range rings as com-
parison. It becamne harder the more the angle became ‘diagonal’ to the & and y co-
ordinates [azes]. I felt the distances were true along the Fast/West and North/South
lines respectively but the further I moved out from these known aress the harder it

became to “factor in” o scaled up or down value.

D.29  North South compared to East West azis difference scale but after familiar-

teation fairly ensy to balance the two.

D.30  Distances easier to estimate at top of display as it is at 90° to viewer;
distances not so easy to estimate at bottom of display because they are viewed at an

angle.
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33 X2

34 N2

35 X3

36 X1

38 X3

39 X1

40 X2

41 X3

42 X1
43 X2
43 X2
44 X3

45 X1
46 X2
46 X2

47 X3

D.31  With some of the ezamples which were at an “angle” to the range rings ond
some distance from the centre, I found it difficult to estimate without some sort of
reference.

13.32  Seemed easy enough.

D.33  Seemed easier to assess distance east—west. Some uncertainty to assess dis-
tunce accurately north—-south. More depth perception seems to be required. Otherwise
fairty easy.

D.34 I thought the display was acceptable for reading distances with the addition
of the & mile range markers for reference.

D.35 I found in both cases of angle and distance more difficulty than assessing
from a normal flat display.

13.36  Never easy when not radial. Extended runway centre lines with ranges do
help when available.

D.37 The 3D element is obviously o new phenomenon. Perhaps I was a little
wary about using my instinctive judgment to come up with my answers. However, I
did complete each task [stimulus] foirly quickly.

D.38  The range rings seemed to vary in distance apart when looking af the display
thus I found myself having to assess each distance gap individually whereas normally
once using a rader display [PPI] I con more easily assess distance.

D.39  Easier because of familiarity.
D.406  Scale is obviously variable. Takes a bit of getting used to.
D.41  (Seems) easier to read distance when perpendicular to range rings.

D.42  When the positions of the aircraft arve side by side, I found i much harder
te judge the distance.

D.43  Neutral colours were restful on the eyes. Contrast was good.
D.d4 It takes time to ‘get used’ to the obligue angle.

D.45  The method I used to judge distance was to transpose No. 2 in an arc to
the vertical of No. 1 and imagine the distance [i.e. rotate the display mentally until
the targets were along the y-axis and imagine the distance.] This takes time and
obuviously for different parts of the screen, oll distances look different. It would take
much ezperience & practice to judge distances for different parts of the screen quickly.

D.46  Getting used to the 3D effect was guite difficult especially when tangential
to the circle.
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48 N1

48 N1

49 X2

D.47  Would be easier if the “centre spot” (i.e. the centre of the innermost circle

[range ring]) was marked, I think.

D.48  Dots marking the ‘aircraft’ were o little big, moking it harder to decide on

the distance.

D.49  With the circles [range rings] being elliptical, it’s harder to judge angled
distances—if the two aircroft are in an area of narrow circles do you use that as the
guide or the widest part. [i.e. does one use the part of the range rings along the r-azis

{wide) or the y-axis (narrow)].

D.2 Angle Reading

“These are responses to the question ‘How did you find reading angles from the

display?.

2N2

5 N2

7 N1

8 N2

10 N2
11 N1

12 N3

13 N1

14 N1

15 N2

16 N3
18 N3

D.50  You have to remember there is a plone.

D.51  Maybe a line connecting the projections, as I said before [quote D.6], would
be useful.

D.52  Maybe it would be nice to have a picture of compass, which would altogether

ease orientation in space, especially when we talk about the angles.

D.53  “Slanted” angle of view suggests ease of reading angles would vary depending

on what the angle was. Tends to “flatten” angles across display.
D.54  Judging the intermediate angles (i.e. not right angles) was more difficult.
D.55  OK, but not subjectively as easy as distance estimation.

D.56  Azis going through ‘plane 1 [local axis indicator] would make things much

easier (or maybe o horizontal grid).

D.57  An indication in the form of cross-wires [radii along the © and y azes and
at 45/225° and 135/315° [ may help.

D.58  No comments really. It was fairly straightforward.

D.59  Localised angle lines ... would have been helpful {click to appear) [i.e. com-

pass rose around reference target.]. Distance vector as well!
D.60  This is easier than reading distances because you could think in 2-D.

D.61  If I could have drawn a temporary line between the 2 points, reading the

angle & the distances would hove been easier.
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20 N1

21 N2
23 N2
24 N1
25 X2
26 X1
26 X1
27 X2

28 X3

29 X1

30 X2

30 X2

30 X2

31 X3

33 X2

34 N2

35 X3

36 X1

37 X2

D.62  The estimation of angles is much easier when the aircraft are close to one
another, but the further apart they are, the more difficult to accurately estimate the
angle becomes.

D.63  Again, no difficulty reading the display.

D.64  This was generally OK.

D.65  Compass markings on the screen might have been useful.

D.66  The availability of a cursor would make it easier.

D.67  Although no cursor display, familiar airspace helped with reading angles.
D.68  Closer aircraft together greater error in reading angles.

D.69  Nothing on the display made angle reading more or less difficult.

D.70  Some of the angles seemed harder to read than others depending on where
the two object(s] (aircraft) were relative to the centre of the display.

D.71 I have ahways worked with o Nth marker which I find helps my decision
making. A compass rose around the outside of the tube is also helpful. Both the above
are replaced by experience.

D.72  Iestimated the angles as 2-dimensionally displayed and adjusted as I thought
necessary for their positions on the display.

D.73  This task seemed harder than distance judgment.

D.74 I was looking for a compass rose and radial lines for assistance. Without
these I found I was unsure in many instances.

D.75  Same as 2D radar display (I think!).

D.76 I found it difficult in that having the ground positions and air positions made
the task harder.

D.77  Bil tricky depending on the position where the perspective of the display gets
more acute.

D.78  Again [as with angle] easier east-west. Not so easy within sectors 530°-
030° and 150°-21(° because of 3D effect creating ‘slant’ effect.

.79 This was not so easy [as angle/ as there was no reference facility e.g. a
compass rose around the display.

D.80  More difficult than the distances.
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39 X1

40 X2

41 X3

42 X1

43 X2

44 X3

45 X1

46 X2

47 X3

48 N1

48 N1
49 X2

D.81  Known oirspace boundaries on radar give o reference from which to judge.

Likewise knoum tracks end final approach lines.
D.82  Same as before (quote D.37 above). 3D display a new concept to me.

D.83  Quite ensy—aos with most angular readings I guess my most inaccurate ones
are when the symbols are closer together but I find that a problem with current displays

I use.
D.8B4  Again, it is a familiar environment for an experienced radar controller.

D.85  Parts of the ‘radar’ were more difficult to reod the angles, such as the
corners. Fasier to read on the axis (2) L to R and top to bottom through the centre.

D.88  Harder to estimate the angles when the aircraft were close together.
D.87 Good [display] resolution and neutral colours assisted judgment.

D.88  Obuviously this should be easier [than distance reading] because the gradu-
ation of the oblique is consistent across the screen. Angles are therefore ‘real’. Any

inconsistencies are probably due to my lack of practice on the screens for quite a while!

D.89 I think I was quite inaccurate, again especially when the ‘blips’ were tangen-

tial to the circle [range ring].

D.90 A little difficult-—no horizontal or vertical or crosswise guidelines {a couple

of faint horizontal ones, but wasn’t absolutely sure they were horizontal.
D.91  Harder when dots v. close logether.

D.92  Again, it’s a lot harder to see angles when viewing an elliptical display as

opposed to o flot 2D screen.

D.3 General Comments

These are responses to a question asking for any further comments.

2 N2
3 N2
12 N3

i3 N1

15 N2

D.93 I am not sure about how perspective works in this display.
D.94 s there a difference between ground and screen angles?

D.95 It was sometimes confusing when the ‘planes were vertically above one an-

other [along the same y-coordinate with drop lines overlapping].

D.98  Sometimes, I find that I might hove made o mistake concerning where I read

the angle from—that’s not sure whether I read ongle from aireraft 1 or not.

D.97 I think it was foirly easy.
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23 N2

25 X2

25 X2

209 X1

29 X1

30 X2

35 X3

41 X3

44 X3

D.98  The lack of markers in the environment i.e. off diagonal distances {nor
normal) made the distance estimation task more difficult.

D.99  Under normal operational usage the calculation of the angle between 1 a/c
and another is not something I would envisage trying to calculate.

D.100  The line between the air contact & ground position is a little unusual as
present arrangements have the a/c’s datablock (callsign, altitude) connected to the
a/c’s position on the rader [with a similar leader line/.

D.101  The display is not cluttered when compared with real life!

D.102  The display and task were easy to interpret—the answers were the difficult
part.

D.103  Practice at this task will make it easier. Also if guidelines were available
as to adjustments necessary to my 2-D thinking for each sector of the display then
learning to read 3-D would be quicker. Once in practice [ feel this 8-D display could
be as comfortable to use as the present 2-D system.

D.104  Would respond more easily to: [air] target-white (thinking ‘in the sky’
therefore illuminated), ground position—black (thinking “in shadow’).

D.105  The aircraft were easy to distinguish relative to each other but I found
relating them to the range rings as a guide to distance not so casy.

D.106  As with any new display the problem is familiarity. More usage would

iNETeRse My accuracy.
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Appendix E
Task 2 Subject Comments

This appendix contains comments made by subjects on the second task.

E.1 Altitude Extraction

These are responses to the instruction ‘Please write any comments which you have
about the ease of the display for picking out the highest and the lowest aircraft.
1N1 E.1  Just the speed makes doing this harder.
2N2 E.2  Numbers [datablock altitude readout] helped to make final decision.

3IN2 E.3  Some feedback when I had mouse over selector [i.e. highlight aircraft in some

way when mouse sensitive area is over the selectable point].

5 N2 E.4 It might be easier if we have points on the height lines at distance 10 miles
[1000ft!], let’s say. Then one could judge from the number of points. But I'm not

sure, because too much information could be confusing.
8 N2 E.5  Use lines first then numbers. Very easy to select lowest in this manner,

10 N2 E.6 It was quicker to estimate the height by looking at the black lines between the
dots and then checking by reading the nos [datablock altitude readout].

12 N3 E.7  Maybe o colour coding for ranges of heights would make the reading easier.

18 N2  E.8  Line flength] is initially used to choose highest. Use display [datablock altitude

readout] for accuracy.

14N1  E.9 It was fairly simple to just look ot the first digit [of dotablock altitude readout]

Jor most of them.

15 N2 E.10  The drop lines were only really useful where there wos o good spread of
heights e.g. not so good if oll bunch around 100 ft.

15 N2 E.11  Good for quick overview & datablock resolved conflicts.
16 N3  E.12  The height displays [datablock aititude readouts] made it too easy.

17 N3 E.13  Very low aircraft were easy to spot without reading the numbers (e.g. between
10 and 48) but aircraft between 100 and 290 were harder to differentiate (I had to look

ot the numbers).
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18 N3

19 N3

20 N1

21 N2

21 N2
23 N2

23 N2

24 N1

25 X2

26 X1

2T X2

28 X3

29 X1

30 X2

E.14  If the altitude disployed in the bor was of different colours, e.g. yellow—it
would have stood out more, allowing an easier double check—after having guessed/read
the 2 a/c by judging their altitudes using the vertical line.

E.15  Very easy if the difference between highest and lowest [aircraft] was great. If
all aircraft were about the same height then it was more difficult, had to read all the

numbers to make a decision whereas before the drop line showed the differences better.

E.16  The way the data is displayed allows for easy determination of aireraft alti-
tudes. However, if several aircraft are located close to one another, then determining
their altitudes becomes more difficult since you have to select each aircraft to display
its data fi.e. data block obscuration means thot the blocks have to be ‘selected’ to make
them transparent so that the block behind may be read].

E.17  No difficulty once I had broken the previous task “strategy”. [i.e. some learn-

ing effect from previous task carried over.
E.18  Fasy to read.
E.19  This was quite o straightforward task.

E.20 T hod the strategy of selecting the lowest aircraft first {using the drop line)

then searching for the highest using a combination of the drop line and actual height.

E.21  To distinguish heights (from other details), an improvement could be made
by making altitudes a different coloured font.

E.22  Initially I looked at the heights [in the datablock] to find the highest/lowest.
Towards the end of the exercise used the length of the line more which gave faster
reaction ond used height readouts to confirm decision.

E.23 A little more difficult than reading horizontal distances as more scanning
involved i.e. reading digits.

E.24 I still tended to use data block height readout (through force of habit) rather
than just the drop line.

E.25  Finding the lowest o/c easier because with a shorter line for the height o
smaller difference was easier to distinguish then with the higher a/c where the same
difference because harder to distinguish because it was a lower percentage of the overall
line length.

E.26  No problems.

E.27  The drop lines make it easier than with a date block clone. I soon learnt
to scan the drop lines to find the longest & shortest. This eliminated a number of
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34 N2
35 X3

35 X3
36 X1

37 X2

37 X2
37 X2

39 X1
40 X2
41 X3

42 X1

43 X2

43 X2

44 X3

45 X1
45 X1

aircraft, meaning less time was needed to compare date blocks on similar length drop

lines.
E.28  Straightforward.

E.29  Definitely using altitude readout rather than visual perception [referring to

drop-line length]—afraid of error using latter.
E.30  Still want plan position black (shadow), air position white (in ‘skylight’).
E.31 I thought i was very clear which a/c was highest/lowest.

E.32  Done by numbers OK. But using the rods I would have been wildly inaccur-
ate/conditioning of ht comes from lowest blip 2500 but 268 would only have come out
as F140 by rods.

E.33  Not wish to do it by rods alone.

E.34  Ht code rods:

F200
RED
Fz00
GRN
Fio0
BLUE

E.35  No problems.
E.36  Fairly straightforwaerd.

E.37 I found the lowest was easy to pick out due to the small line length, I used
that o lot and only used figures in the TAB block when there were two similar ones
which there didn't seem to be. The highest I found less clear, the line gove me some
idea but I found myself reading the TAB block data far more and it took more time of

my task.

E.38 It’s necesssary in 2D to scan all the date blocks to guin the above info.
Therefore it becomes a reading task and not one thal can be perceived af o glance,

E.39  It’s harder when similar sized doun [drop] lines are further apart.

E.40  Also confusing when one of the highest ones you arve considering is close to

another one when you find the height similar o another one some distance away.

E.41 [ did not find the length of the line to be of any help. I found scanning the

picture much quicker.
E.42  Labels were easy to read.

E.43  QObviously easier when aircraft were at whole flight levels.
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46 X2 E.44  When poles close together, quite easy: but judgment across a screen is quite
difficult, especially when poles are almost identical £200ft.

46 X2 E.45  You rely quite heavily on data block when you narrow your choices down to
maybe 2 or 8.

47 X3 E.46  Using the information block made this task quite easy.

47 X3 E.4AT  Initially spotted the relative highest and lowest and confirming them using
the block information.

49 X2 E.48  Tended to use the mode C readout as opposed to the length of the line.

E.2 Horizontal Proximity Extraction

‘These are responses to the instruction ‘Please write any comments which you have

about the ease of the display for picking out the horizontally closest aircraft.

1 N1 E.49  Very difficult to distinguish between two pairs of aircraft with similar dis-
tances (unlike height).

2 N2 E.50  Would have been easier in 2D.
3IN2 E.B1  Most problems were easily detectable. Only one where I had to check harder.

4 N1 E.52 The system can select itself those two [closest aircraft] and draw o line
between them showing those [that] are closest.

8 N2 E.B3  “Projection” effect due to oblique viewpoint seemed to introduce some dis-
tortions in the first ezercise.

10 N2 E.54 It was difficult when they are spaced more evenly.

11 N1 E.55 It will be very easy except for a few pairs thot appear equally close to each
other

11 N1 E.56 [ find doing it faster then the previous task [altitude e:ctmctz'on].

14 NI E.b7T On.ly' one or 2 confusing cases, but otherwise straightforward.

15 N2 E.B8 It seemed easier than I thought it would be (and that worries me! -} )
19 N3 E.B9 V. difficult to judge distances, the range circles were o bit distracting.

20 N1 E.60  Determining the closest horizontal aircroft is harder since they all lie at some

vertical offset to one another, and to rapidly determine which is closer is not so easy.

21 N2 E.61  No difficulty reading the display.
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23 N2
25 X2

26 X1
27 X2

27 X2
28 X3

20 X1
30 X2

30 X2

30 X2
33 X2

34 N2

35 X3

36 X1

37 X2
37 X2
38 X3

39 X1

E.62  This was slightly more difficult than the heights because of the lack of in-

formation on the ground-plane.

E.63  Unless a/c were at same heights it's not something I would normally look

for.
E.64  Very easy except when targets very close together.

E.65  Task became easier/more difficult depending on the relative positions com-

pared with the range rings (i.e. easy if on a radial).
E.66  Drop lines did not clutter display or make the task harder.
E.67  This was a very similar principle to 2D display.

E.68  The aircraft were very prominent and the display was only referred to when

I needed to refer to the range rings to confirm my decision.

E.69  This is similar to the present-day system, ignoring the deta blocks & drop-
lines, with the added difficulty of judging distance on a non-linear display.

E.70  Several instances occurred when 2 points were possibly the closest, and as
they were aligned at different axis o comparison of distance by my 2-D brain was quite
hard. '

E. 71 Once again I believe practice in judging these 3-D distances will improve my

ability to achieve accurate distances in every cose.

E.72  Similar comments to exercise I [task 1], trying to gauge distance when the

subjects were at angles to my reference points i.e. the range rings.
E.73  Stroightforwaerd.
E.74  More difficult with similar distances yet 2 north-south with third east-west

|

i€ ge @ Same dist. in plan?

E.75  The display showed clearly the positions of o/c enabling one to easily assess

prozimity.

E.76  Visually used both the rods and the white blips.

E. 77  Quicker than height definition [selection].

E.78  The obligue view requires more thought and is consequently slower to use.

E.79  Two were not too easy to decide upon. No different to real life fi.e. current
ATC displays].



E. Task 2 Subject Comments 335

40 X2

41 X3

41 X3

42 X1

43 X2
44 X3
45 X1
45 X1

46 X2

47 X3

49 X2

E.80 3D element exoggerates the complerity of the task as a/c are behind each
other as opposed to left & rt.

E.81  Again I found the variant range rings not that helpful.

E.B2  Although I was drauwn easily to look at the white blobs T found that made me
take the mouse with me and so I had to make another effort to then move up to and

click the black dots—more time than recognising in some easy cases.

E.83  Again experience helps—but it o straight visual perception which can be seen

at a glance.

E.84  Position on the radar again confuses judgment i.e. off axis or off centre
E.85  Once again when the aircroft were side by side I found it harder to judge.
E.86  (Good contrast helped. |
E.87  Aireraft near the centre of the display were easier to judge.

E.88  ‘Closest’ ground spots on the screen not necessarily closest in reality. When
+2 miles it’s quite a jiggle to get both evaluated against each other.

E.89  As with the first exercise ftask 1] working out the distances when a/c were
tangential [to range rings/ was quite o problem and led to hesitation when choosing
the closest pair.

B.90  Again, as the display is at an angle, it’s not alwoys easy to see who is close
together when there are a couple very similar.

E.3 Additional and Miscellaneous Comments

6 N1

9 N1

10 N2

10 N2
11 N1

12 N3

E.91  The dots marking the aireraft could be larger. The current size makes selec-
tion fiddly.

E.92  Problems with mouse buttons due to being left handed,

E.93 It is a bit confusing in task b [prozimity extraction] having to look at the
white dots fground plots] & click on the black ones [air plots].

E.94  The vertical lines sometimes mask o datebox making the nos unreadable.

E.95 I guess finding it easy or hard depends on how fast you demand you’fself to
do it

E.96 I think the problem is because of the different scale between the x and y axes
on the ground. '
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16 N3
17 N3

17 N3

20 N1

29 X1

38 X3
38 X3
45 X1

45 X1
47 X3

E.97 It would be more fun if the land wasn’t flal.

E.98  As the pointer was transparent I kept missing the black selection dots (the

selection dots were quite small anyway.
E.99  The mouse was a bit sticky so was sometimes difficult to move properly.

E.100 Selecting the aircroft at speed is not easy since the aircraft “dots” you have
to clock on are very small. Apart from this, I have no problems with the disploy or
tasks.

B.101 T found the mouse very cumbersome because it is not moving as quickly or

accurately as I would like if to.
E.102  Found difficulty in accurately positioning mouse for a/c selection.
E.103  Label overlap slows things down even further.

E.104 ] tended to use my ATC experience in this task. I neturally would assume
that aircraft near the airports would be lower than those further away.

E.105 I also tended to double check my answers before proceeding.

E.106  With the glasses working correctly it was easier but visualising/imagining

the 3D effect was still not immediately easy.
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Appendix F
Task 3 Subject Comments

F.1 Memorisation

These are responses to the question ‘Please try to describe how you went about

memorising the scenes. For example, did you remember position by the patterns

the groups formed, or because they resembled traflic patterns; did you remember

the heights by visualising them in your head, or did you rely on memory of the

numbers.’.

1N1 F.1  Shape of point arrangements.

IN1  F.2  Tried to fit outline of the shape to a height gradient (a 3D curve) to remember
heights if only o few.

1 N1 F.3  Some tags are easy to remember BA=British Airways, AF=Air Prance ete.,
but more than 4 say is impossible.

1 N1 F.4  Number of tags [i.e. numeric part of flight codes] is very hard since there is
no pattern.

1 NI F.5  On last couple I gave up remembering height gradient & tried to clump into
190, 200, 300, but failed miserably.

2 N2 ¥.6 Looked at pattern on the ground.

2 N2 ¥.7  Tried to group planes.

2N2 F.B8  Tried to round off heights (to tens). Try to remember size of lines.

2 N2 F.9  Tried to remember codes according to wirlines/countries/airports e.g. LH =
Heathrow AL = Alitalio.

2 N2 F.10  Too many strategies to do at one go. I thought position & height were the
important things to remember.

IN2 F.11 I visualized both dropline and visual position.

3 N2 F.12  Had trouble remembering numbers. Kept switching between Dutch and Eng-
lish (Dutch no. 87 is spoken like 78, English other way around).

4 N1 ¥.13  [started making pattern. Or doing some simple calculations, and considering

similarities.
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4 N1
5 N2
5 N2

5 N2

6 N1

7N

7 N1
7 N1

7 N1

7 N1

8 N2

8 N2

g N1
9 N1
9 N1
10 N2
10 N2

10 N2

10 N2

F.14 And making words with initial characters.
F.15 I remembered position by patterns on the ground.
F.16 I couldn’t remember any numbers.

F.17  If the tesk was just to memorize the positions and relative heights (i.e. higher

or lower) it would be much easier.

F.18  For dot position I used the relative position of the dots in relation to the back

ground marking. For the rest I relied on number memory.

F.19  The easiest thing (if there was such) was to remember the position (I hate

the numbers) memorising the pottern.
F.20  Identification: I tried to remember it as a word. (first part e.g. letters).

F.21  For any number I try to make some connection between neighboring two.
Usually I remembered the first digit but the rest... not really.

F.22  The most difficult was to remember the second part in the identification (the

number).

F.23  If I had, for example, 8 scenes with 7 aircrafts the first memorising (e.g. the
memorising of the first scene) was horrible; last two were much better (I hope)-—so,

you need a time to accustom yourself.

F.24  Positions: Usually by map feotures. Occasionelly by angle around centre.
Combined with patterns of aircraft on ground as simple geometric shapes (lines, tri-

angles etc).

F.25  Height: Purely numbers. Except very low aircroft which stuck in mind as
short “twigs’.

F.26  Tried to join the dots to make pictures

¥.27  then id letters by mnemonics

F.28  fried to make patterns out of numbers.

¥.29 I first tried to position the aircraft on the ground relative to the markings.

F.30 I then tried to create an ascending paitern of heights within each group,

trying to remember the lowest & highest values.

F.31  Only when there were very few < 4 aireraft did I try to remember any iden-

tification.

F.32  Easier values seemed to be the low numbers grouped on the landing (shaded)

areq.
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11 N1

11 N1

11 N1

11 N1

12 N3

12 N3

12 N3
13 N2

13 N2

13 N2

13 N2

14 N1
14 N1
14 Ni
15 N2
15 N2

15 N2

15 N2

F.383  For position I use 2 methods:

1. remember the pattern (or clusters of patterns) of their positions.

2. remember their positions by the range rings & video map.

F.34  For aireraft ID, remember the airline (2 alphabets). If there is time, then
remember the number,

F.835  For height, which I remember last, remember the number (if ot all).

F.36  Also sometimes I tried to take a mental picture of the whole scene and try
to replay them.

¥.37  Position: Not idea of traffic pattern. Tried to remember how many in each

cirele.

F.38  Heights tried both.— visualise the height relation of the planes and tried to
memorize the numbers,

F.89  For identification: characters were ok (sometimes) but rest impossible.
F.40 I cannot find any pattern.

F.41 ] find that it’s easier to memorize jet croft’s id if I know the identification
e.g. BA.

F.42  It’s casier to memorize crafts that are on certain landmark.

F.43 I never train myself to memorize. (I do not believe in mental arithmetic, I
always write things down).

F.44 I remembered positions first by locating near landmarks.

F.45 [ tried memorising heights by visualisation but it didn’t help too much.
F.46  ID number was near impossible to remember.

F.47  Initiolly brute force (e.g. 3 planes).

F.48 > 5 planes—tried to spot patterns—notice some where flight take off routes
& had a direction and had increasing height.

F.49  also tried to group planes into small blocks of 8. Therefore remember 8 planes
position & relative height. Then remember the relative positions of blocks of planes to
one another.

F.50  Note this didn’t work for ID’s ‘cos to me they were o random bunch of
numbers,
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15 N2

15 N2
16 N3
16 N3

16 N3

17 N3

17 N3

17 N3

17 N3

17 N3

18 N3

18 N3

18 N3

19 N3

19 N3

19 N3

F.51  If I was fomiliar with BA as British Airways, SK as Scandinovian Atrways

it would have been easier.

F.52  Also counted no. of planes in scene just to check.

F.53  Positions by overall picture in my mind where objects were on the screen.
F.54  Together with planes next to each other that formed words (e.g. BA and SK).

F.55  Numbers got tricky ot the end and so it was just ‘photography’ which in the

beginning I was learning which one went with which plane.

F.56  When there were more than 4 objects I first counted the number of objecis {o
ensure I would try to recall oll the objects. Then I set about memorising the objects

using the following priorities (1 is most important)

F.57 1. Position—try to remember generol position on screen ond any ‘land

marks’ nearby, such as ving positions and straight line infersections.

F.58 2. Height—generally difficult to remember, just continuelly went round each
object in the hope I would remember once I had the position drawn on the map. But,
interesting neighbours such as 170, 180, 190 stuck in my mind more and so more

easier to remember.

F.59 8 Airline. This is as with (2] except I seemed to remember BA batter as it

caught my attention.

F.60 When drawing I tried to draw all the positions first (with any information
that émmediately sprang to mind) and then would look to see if the positions I had

drawn triggered recall of any information (if so I wrote it down, obviously).

F.61  First I tried to memorise the no. of atreraft & their positions on the map by

patierns.

F.62  Then their identifications, although it was much easier remembering the let-

ters rather than the nos.
F.63  Finally their altitudes by memory of the nos., not their drop line heights.

F.64  Started by trying to remember positions in terms of groupings of aircraft and

their relative pogitions to the grey ‘blobs’ on the screen.

¥.65  Then tried to memorise heights by using numbers and attempting to associate

these to the spotiol groupings.

F.66  When differences in height were great tried to remember in terms of “3 air-

craft over 200, 8 under 1007 type way.
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19 N3

20 N1

20 N1

20 N1

21 N2

21 N2

21 N2

21 N2

22 N1

22 Ni

22 Ni

22 N1

23 N2

23 N2

23 N2

F.67  Identification no.s were virtually ¥mpossible to remember as they were so
long. Could only remember letters (if anything) and usually only if the letters meant
something to me (e.g. BA “British Airways”!!)

F.68 I memorised the positions by remembering where in relation to roads, and
contrasting colours (light grey areas, shaded areas ete.), as well as (where possible)
the pattern the aircraft made.

F.69  In the earlier displays, memorising the heights and ID’s was just o matter
of repeating them over and over, but as the number of aircraft increased, it becarne
bad {in the time limit) to attempt to recall ID, heights and positions of all aircraft.

F.70  Instead I just tried to recoll the positions of the aircraft, and if possible some
of their heights.

.71 Position was the easiest to recall as I used the 5 mile spaced lines to help
me plus I counted how many aireraft in each 5 mile spacing, remembering the exact
position at the beginning was not difficult.

F. 72  The letters in fiight numbers I recolled by association. BRE—British Railway
BM British Museum. The numbers in flight I recalled by {historical) date association.

F.73 I did not develop a good strategy for recalling the height numbers.

F.74  As the task became more difficult I did not bother memorising the numbers
at all

F.75  Using the circles for guidance I tried to remember how many were in each.
Then [ tried using the other map features to place them more accurately—but when I

worked on paper this actually confused me more.
.76 Possibility of remembering the alpha codes of the aireraft but not the numbers

Fa7  Tried to remember the heights in relationship to the chars but as soon as the
sereen blanked out generally forgot.

F.78 It became more difficult as the numbers of aircraft increased.

F.79  Itried to visualise all aspects of the task—position, height, id. As the number
of airerafts got larger this proved very difficult. I therefore found it better just to try
to remember the relative positions.

F.80 I also tried to relate {ond find a pattern) between the heights. I tried to maoke
use of the concentric lines.

F.81  The id was difficult to remember—I tried this in two ways—first memorising
the characters then the numbers (per aircraft).
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23 N2

24 N1
24 N1
24 N1
25 X2
25 X2
25 X2
26 X1

26 X1
26 X1
26 X1

26 X1
26 X1
26 X1
26 X1
27 X2
27 X2
27 X2
27 X2

27 X2

28 X3

28 X3

F.82 I think this task becomes very difficult (that is memorising oll aspects) after

3 aircrafts.

F.83  Memory of overall numbers of a/c.

¥.84 ID codes by airline code, the associating height with code.

F.85  Position of a/c using markings os reference.

F.86  Position: becouse they resembled traffic patierns.

F.87  Flt/no: by memorising in patterns.

F.88  Hits: virtually impossible in the later exercises to remember heights.
F.89  With a few tracks identification/height easier.

F.90  Later on in rests relied on groupings of aircroft i.e. no. in group rotating

clockwise through compass points.

F.91  Also (sometimes) counted no. of BA aircraft also tried to use no. of aircraft

above a certain level.

F.92 In o real ATC environment a/c would start 1000 vert. sep. therefore reten-
tion of levels would be easier. The more random levels the more difficult the exercise.

F.93 Some ‘backtracking’ fo previous exercises was evident.

F.94  Also relied on no. of a/c around o given range ring.

F.95  Counted no. of o/c in an exercise.

F.96  The later ezercises gave me a sense of failure as skill level dropped!
F.97  Attempted use of mnemonics.

F.98  dirlines I knew (flyfing] inte LHR} were easier.

F.99  Tried to remember patterns formed.

F.100 [ found drop lines and data tag for a particular a/c confusing when (because
of height) the data block positions were opposite to geographical positions of a/c.

F.101 Al numbers remembered (or probably not!) in my head.

F.102  Most of the gircraft positions I tried to memorise using normal traffic pat-
terns for example left [hjand circuits for frunway] 26 at Gatwick. Easterlies Heathrow

Lambourn hold.

F.103 T tried to remember heights by seeing if there was anything unusuol in the

heights of two a/e relative to their positions.
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28 X3

29 X1

25 X1
29 X1
29 X1
20X1
30 X2
30 X2

30 X2

31 X3

31 X3
32 X1
32 X1
33 X2

33 X2

34 N2

34 N2

F.104  When I knew I would have difficulty remembering everything I reduced it
towards two letter designators, positions and relative heights to each other.

¥.105 I found it very difficult—the letters and the numbers were difficult to mem-

orise.

F.106  The heights were ensier to memorise if the aircraft were close.
F.107  The more aircraft I had to remember the harder the task.
F.108 I tried to remember the positions by their relation to the map.
F.109 T just found the ‘callsign’ difficult to memorise at all.

F.110 I used traffic patterns where possible to remember position.

¥.111  Heights were memorised (using the traffic patterns as a guide). When no
potterns existed I used pairs of similarly high aircraft where possible.

F.112  As a back-up I counted the number of aireraft and attempted to memorise
their [geometric] pattern.

F.113  Position by patterns—yes. Resembled traffic patterns—partiolly. Position
also by reference to o common datum mainly the centre of the screen.

F.114  Heights—memory.
F.115  Position relative to video map and adjocent aircraft.
¥.116  Heights by memorising numbers & in number order if possible.

F.117 | jound the scenes which related to Heathrow troffic patterns the easier
(easy being a relative term!!). If the callsigns had been ‘regulor’ ones then I think I'd
have fared better with the positions. When first faced with a number of ‘unfamiliar’
callsigns I found the task harder.

F.118  With the more random scenes I tried to establish positions by reference to
the video map rather than the range rings. Callsigns and height purely by memory
(not very well!). To go back to comment (1) (Quote F.117) if the callsigns had been
“Yamiliar’ and in a familiar traffic pattern then I'm sure I could have recalled more.
Also I might well have remembered more height information as I wouldn’t have had
to keep trying to remember the callsigns.

F.119  Position: By relating to landmarks & distance circles and by grouping where
applicable.

F.120  Height: Generalising for aircraft at similar heights. Number memory (dif-
ficult for 8 figure number.
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34 N2

35 X3

35 X3

35 X3

35 X3

35 X3

356 X3

35 X3
35 X3
35 X3

36 X1

36 X1

3T X2

37 X2
37 X2

37 X2

38 X3

F.121  Flight numbers: Letter pattern by associative memory BA= British Airways
ete. Number by memory only made easier if configuration memorable e.g. {68, 137

eic.

F.122  Related ground positions to known geographical locations rather than range

fand] bearing.

F.123  Visualised a/c in company logo in sky. Considered (unwittingly} fit. no.

less important.

F.124  Tried to match height to real life traffic pattern. If this tallied it made mem-
orising heights much more easy (one ex. [example] relates to Gatwick in particular).

Heights then remembered if poss.

F.125  Callsigns remembered more so if realistic in realistic location or if a numeric

. , _ IB633
pattern’ e.g.i 63

F.126  Easier to remember lone’ a/c.

F.127  Easier to remember whole heights e.g. 830, 370, 390. Other visualised in

head ‘in sky’ and began to guess.

F.128  Conflicts more likely to be remembered.

F.129  Traffic patterns more likely to be remembered.
F.130  Scattered and unrealistic frandom] very difficult.

F.131  With 3 o/c on the dz'spldy I was able to photographically memorise the
sereen. With more a/c this was not possible. I began to memorise position which was
the eastest, by trying to visualise the positions in my head, followed by the heights,
picking out the heights which to me were the easiest to remember (i.e. those next to

casiest to recall positions/lower numbers).
F.132  The callsigns were very difficult to recall for more than 8 a/c on the display.

F.133  Conflicting heights come first. Familior traffic patterns/allied to those
heights.

F.134  Rondom patterns hopeless.
F.135  Height rods of no use whotsoever.

F.136 A real callsign is easier IB633/BA824 than o phantom. Qualified ATCO,

not new boy.

F.137  Tried to use callsign and positions relative to places on the ground.
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38 X3

38 X3

39 X1

40 X2

40 X2

41 X3

41 X3

41 X3

42 X1

42 X1

43 X2

43 X2

43 X2

43 X2

43 X2

F.138  Absolutely lost without some other form of reference {strips).

F.139  In real life the whole control sequence, RTF [radio telephony], strips, future
plan, known procedures and set routes all help to form ‘the picture’.

F.140  Position in relation to oirspace boundaries. The rest had to rely on raw
memory. Not easy.

F.141  Initially with few a/c constant scanning of the 8 components [position,
callsign, height] for each a/c helped to make ‘it stick’. With more a/c initially no
discipline—distracted & race against clock. Finally decided to look & concentrate on
position info. only on principle [that it is] better to get something right than nothing.

¥.142  Perhaps if traffic was live you are more able to retain info.——if routine

expected traffic then certain elements i.e. callsign become second nature.

F.143 1 first identified a/c positions, relotive to range rings, working out from
the centre. If two were close together I took o range & beuring of one from another.
Sometimes I used the airspace pottern to work out where all the aircraft were.

F.144  For heights I tried to relate it to the actual job I do where it bore some
resemblonce to what I would call my normal working radar tmage. Otherwise I tried
to group a/c at similar levels.

F.145  The callsigns were difficult when more than 4 o/c present. I occasionally
related the airlines easily, sometimes using where 2 BA o/c were found but found

callsign numbers too much to take on board accurately.

F.146  Position resembled troffic pattern in some cases (some were more obvious
than others). Familiority with the airspace helped here.

F.147  Height remembered by a combination of visualising & memory. Again those
traffic patterns which made more sense to me were easier to remember,

F.148  Working L to R bottom corner to top corner.

F.149  After initial scon working out if any collsigns efe. were familior to me—
such as BA32{ Heathrow-Paris.

F.150  Also casier to memorise levels thot were familiar numbers.

F.151  Tried to relate unknown collsign to made up name e.gq. DM Deutsch Mark,
DA Duek’s ... ete.

F.152  One pairing was a CO callsign Continental [Airlines]. I remember reading
of an airmiss at the level he was at including in Continental aircrafi.



F. Task 3 Subject Comments 346

43 X2

43 X2

44 X3

44 X3

45 X1

45 X1

45 X1

45 X1

45 X1

46 X2

46 X2

46 X2

46 X2

47 X3

F.153  If none of the above worked tried to relate pairs i.e. level 35 and level 85.

Also a couple of levels were just a few numbers different.

F.154  Found that unfemiliar letters/numbers even though I tried to put them into
memory were quickly forgotten.

initial scan working out if any callsigns etc. were familiar to me—

F.155 T tried to find similarities or trends in any of the callsigns or altitudes
e.g. IB633 63 or for altitude 70, 80, 90 ete.

F.156 [ tried to remember positions by where they were on the map e.g. I would

concentrate on a position [near a boundary] rather than one which was 35 miles out.

F.157 It was much easier as an approach controller to remember and visualise
traffic in an approach stream and also traffic that was in a logical sequence of climbs

and descents near an aerodrome.

F.158 [ also tended to focus on the callsigns I recognised and on the flight levels
rather than the idents.

F.159 [T felt that the range rings were not bright enough for quick judgment.

F.160 I am used to dealing with aircraft below FL150 so aircraft above that level

were more likely to be ignored.

F.161  Tended to try to remember numbers by their positions on the screen. There-

fore half memory/half visualisation.

F.162  Position was measured relutive to video map. i.e. points on zones, airways
ete. (some reference to range rings). Then some were remembered as patierns of

aireraft relative to each other.

1.163  Company signs were remembered as aircraft idents—remembering which

callsign was where.

F.164  Heights were remembered as numbers & little or no use was made of the

‘drop line’ apart from extreme cases of very short or very long.

F.185  The few to start were relatively easy—to remember callsigns, heights ete.—
but as more and more arrived, positions took overall priority with level, and forther

on, positions and cellsigns were lefi.

F.166  The first thing I did was count the number of a/c on the screen. Then I
tried to recognise any obvious traffic patterns or approach sequencing and their relative

levels.
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47 X3

47 X3

47 X3
48 N1

48 N1

48 N1

48 N1

48 N1

48 N1

49 X2

49 X2

49 X2

49 X2

F.167  Memorising the company designator letters was reasonably easy but when
even slightly ‘overworked’ the callsign number was ignored.

F.168  Only relative heights of a/c close or abeam each other could be recalled, any
periphery a/c i.e. beyond 40 miles were also generally the first to be “gnored’.

¥.169 [ found this exercise very difficult and quite annoying!
F.170  Position: tried to remember patterns.break them down into pairs/threes.

¥.171  LD.: by memory of no.s; letters by sounds/mnemonics by stringing them
together.

¥.172  Height: by memory of no.s.

F.173  Tried to remember oll that was presented—easy for 8 or 4 aircraft, but got
mauch harder with 6, 7,...

F.174  Hod difficulty transferring pos'ns back to the paper (because of different
scale? black & white?).

F.175  Different sets of numbers tended to get muddled in my head... Also, got
harder as they were more spread out (I suspect this was largely psychologicall... ).

F.176 I tried to remember position patterns, followed by height and then callsign.

F.177  Only in the first couple of exercises [the 3-aircraft scenarios] did I have
time to look at oll the information and even then when the screen went blank some of
the information also did.

¥.178  For an ATCO’s point of view if the callsigns had been familiar then the
task would have been also.

F.179  In a working environment with other information on the radar display along
with regular traffic patterns i.e. SIDs/STARs and reporting points the task would have
been slightly easier.

F.2 General Comments

These are responses to a question asking for any further comments.

4 N1

5 N2

F.180 It is difficult for a person who has been busy for doing some brainy work.
It needs relaxation and deep concentration. ‘

F.181 I think the numbers just can’t be remembered. It is possible to remember
the approwimate positions and relative heights.
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8 N2

8 N2
10 N2
10 N2
10 N2
12 N3
15 N2

16 N3

17 N3

17 N3

19 N3

19 N3

26 X1
26 X1
26 X1

26 X1

27 X2

27 X2

28 X3
29 X1

30 X2

F.182  Found conversion from oblique view to plonar (paper) view very difficult.
F.183  Abandoned gircraft numbers completely once > 3 aircraft!

F.184  There is again a problem of masking of the display.

F.185  The flight heights seemed particularly important.

F.186 It is hard to remember much when the no of aircroft is > 5.

F.A87  Maybe some color coding would make memorising easier.

F.188 Hard!

F.189 I was continuously trying to find a pattern (i.e. numbers adding up or some
sort. of code that would work most of the time). P.S.: I don't think there is one.

F.190 1 would like a graphic indicator of the amount of time leff as sometimes I
was looking closely at something and the screen went black which was quite shocking

(or maybe the screen could fade out).

F.191 I did find it very difficult to remember the flight numbers, especially when

there were lots of aireraft.

F.192  The information thing ot the top sometimes obscured the drop line and

having to click to make it transparvent was a bit tedious.

F.193  Sometimes it was not possible to make the thing tronsparent in order to sece

the drop line.

F.194  Familiar callsigns helped with remembering the scenes.

F.195  Worthy of note most company designators are now three letters i.e. BAW.
F.196  Colour banding may have helped in remembering rough levels.

F.197  Quite a demanding exercise as ATCO’s rely on aide-memoirs of mistakes

happen!
F.198 V. difficult.

F.199 I may have sometimes used 3 letter codes in my answers (e.g. BAW instead
of BA) as this is what I'm used to.

F.200 I hope there were no potenticl incidents.
F.201  Very difficult.

F.202 Where there was an obvious traffic pattern it was easier to memorise ‘the

picture’. 54 aircraft displayed at random were memorable but more then this number
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31 X3

34 N2

35 X3

41 X3

42 X1

42 X1

43 X2

44 X3

45 X1

47 X3

coused e difficulty. The traffic pattern examples allowed me to retain o picture of
more gireraft.

F.2083  Foirly easy with low numbers of traffic. Very hard with more. Displays &
operation no problem.

F.204  Three planes reasonably easy to remember. > 5 much harder, only position
& general heights could be grouped.

F.205  Became difficult beyond 4 a/e.

F.206  Not helpful having to reveal data block as memory of those near each other
I found very poor when recollecting.

F.207 My brain only has a limited capacity therefore information was filtered out
that was considered not essential to the AT'C picture i.e. the callsigns of the aircraft
are not immediately relevant unless you have to make a transmission to that o/c,

although the operating company was remembered (£} as it helped with the picture.

F.208  Long practice at accepting handover from one ATCO to another in busy
ATC positions dictates that the traffic picture is gained as rapidly as possible.

F.209 [ quite often do GMC (Ground Movement Control) working 10-15 aircraft
without much reference to my Flight Data Strip becouse I am always looking out of
the window—it’s a visual ‘out’. Most of the callsigns when doing this are familiar and

are usually retrieved from memory quite quickly due to the speed of the task.

F.210  Far too many numbers to remember—slightly confusing as I am used to
3 figure [letter] callsigns not two so would have to concentrate on the 2 figures [letters]
as well. Hard work!

¥.211 1 usually have good memory recall but it seemed to desert me today. T would

normally use visualisation to solve the problems and also try to link similar levels and
callsigns by their position on the screen. I am predominantly an aerodrome controller
nowadays; perhaps some of my rader skills are deserting me!

¥.212  This truly highlights how bad my short term memory is and how small my
capacity for remembering things that would normally be beyond my field of control
areq.
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Appendix G
Task 4 Subject Comments

(.1 Conflict Detection

These are responses to the question ‘Please try to describe how you went about

doing the conflict detection task. For example, did you look at pairs of aircraft, first

of all looking at ground position, then referring to height? Did you take speed into

account?,

This question was added to the instruction sheet only after subject 6 (subjects 1-

10 were pilot subjects) so comments are unavailable for these subjects.

7 N1

8 N2

9 N1

10 N2

11 N1

12 N3

G.1 I tried to detect the closest ones looking at ground position, then I did refer
to the height. The speed was the last to take into account.

Tracking [i.e. trailing histories] helped a lot.

G.2  First check oll FL's for possible problem. Then look at ground position for
close pairs. Then check climbing/descending aircraft. By then sufficient trailing dots

to be useful-—so survey whole scene for anything else.

G.3  Firstly identified any aircraft within 8 miles of each other.
Then checked heights and looked for trends i.e. going up or down. Tried fo identify

those going beyond clearances.

G.4  After identifying potential pairs, I first of all checked heights. I found fhaei
when the aircraft were well spaced I used the height of the black line but when they
were close I had to use the no’s given.

When aircraft looked at the same height I checked their ground separotion & the dir-

ection of travel. The previous posttion dots were very useful for this.

G.5  First before the aircraft begin moving, I quickly look at positions of aircraft

on the screen and try to check altitude of those close fo each other.

Then as they begin to move, I try to eniicipote their paths, and look out for those
crossing. Then I check their altitudes and whether they are ascending or descending,
and whether a conflict could oceur. I'll check speed after this.

G.6  Ididn't take speed very much into account. First I looked at the heights ot the
given time and then at their intended heights. Then a better look at their horizontal
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13 N2

14 N1

13 N2

16 N3

17 N3

18 N3

19 N3

19 N3

distonces and their directions.

G.7
1. 1st pay attention to aircrafts close together.

2. Then check their height.

3. Monitor the changes.

G.8  Ist check all the heights, and look for potential conflicts. Then check position
and the direction /velocity.

G.9
o ot approx. positions from ground dot.

e Checked out current height & heading from dot trail on ground.
o Thried to find potential conflicts.

o Then checked if one or other plane was ascending/descending into
other’s flight path.

G.10 [ didn't remember that speed was involved. I just checked which “white’ paths
[i.e. ground projections of aircraft histories] looked like they were going to cross, and
then cross-referenced with the height. So only if it was close enough horizontally did
I check for vertical distance. (And vice versa i.e. if they were all close then I went for
height.)

G.11  First I looked for similar heighted poirs of aireraft.

If these aircraft were close together I checked if they were going up or down, if they
appeared to be converging I would stop the simulator.

If there were no initinl problems I watched the simulation to attempt to determine
where aircraft would go based on the trails left by the aireraft and the T or | status,
and their cleared ceilings, and if they would meet any other aircraft . If I thought they
would meet I stopped the simulator.

G.12  First I tried to check which a/c were within 3 miles of each other, then their
heights — whether they were likely to conflict depending on “}’ or °|’ & their cleared
altitudes. If the trails left showed there might be a conflict, then I stopped the screen.

G.13  Check on positioning first to rule out aircraft immediately. e.g. one aircraft
way cut on its own could be ignored for the time being.

G.14  Then determine which aircroft were ascending, descending or flying level.
Determine from positioning & direction possible conflicts i.e. paths going to cross in
future, then look at heights of aircraft involved & whether they were ascending or
descending to determine a possible conflict.
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20 N1

21 N2

22 N1

23 N2

24 N1

25 X2

26 X1

27 X2

28 X3

29 X1

G.15  First I examined the current heights, and intended new heights. Then I
noted their direction and velocity. From this it was easy to spot whereby the aireraft

may have “lost separation” from one another.

G.16 I tended to look first at speeds first then ascending/descending/level aircraft,
then pairs of aircraft that were/seemed to be closing. I disregarded aircraft in clear
airspoce first then concentrated on the others. I learned to read speeds, height of

aircroft together v. guickly.

G.17  Looked for closely positioned dots checked altitude then watched the direction
of travel. Didn’t really motice the speed issue consulting only the convergence of the
dots.

G.18 I first eliminated those aireraft who were completely clear i.e. by separation.
At the beginning of the task I was initially reading the heights to start with, but towards
the end I started looking at the ground plane paths. When the aircraft were close the
overlap of the datablock was off-putting.

G.19

o Look for aircroft ascending/descending

e Look at current height of a/e where headings cross

e  Where height conflicts may occur, observe relative approach speeds
G.20

1. Looked at air position of a/c closest to one another.
2. Checked heights.
3. As trail dots appeared checked track.
4. Noinfo on a/c type given so speed was not considered.
G.21  Scanned for vertical separations. Slight delay whilst tracking information

built up. Erxercise made slightly more difficult whilst checking for intentions of tracks

which overlapped.

G.22
1. Look at heights for similarities (datablock).

2. Observe tracks/speeds of possible conflictions noticed in (1).
G.23  First looked at all heights to spot potential confliction. Then assessed posi-

tion, track, speed to see if potential confliction existed as real confliction.

.24 T looked at all the aircraft to ascertain their'height. I then looked at the
aireraft close together to ascertain their planned descent or ascent and spotted the
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30 X2

31 X3

32 X1

33 X2

34 N2

35 X3

36 X1

conflictions.

G.25  [Ilooked at heights to build a mental picture, with the displayed plan inform-
ation. As the trail dots appeared I projected the tracks, using speed information, to
foresee any conflicts. As track conflicts appeared I reviewed the height data, looking for
actual conflicts. I continually scanned each aircraft for any change in height/cotrse.
The labels became a problem towards the end, as denser traffic appeared.

G.26
1. Pairs—yes

2. Position—yes ) in that order
3. Height-yes
Speed quite hard to judge until trail dots appeared displaying headings of targets.

G.27
1. Look ot a/c with similar heights.

2. Observe display to determine their relative direction of travel.

3. Continue to monitor display to see if there were any changes of
height (i.e. if one commenced climb or descent.).

G.28 [ looked at ground positions end then at the most adjacent aircraft height
block. I found it difficult to take speed into account with these displays. After my initial
‘scan’ of the picture I then turned my attention to what the aircraft were going to be
doing in the next few minutes referring to level and heading. Those which were ‘safe’
and would continue to be I ‘discarded’ for the present, those which had the potential
of confiict by virtue of heading or altitude I assessed before making o decision and
then I returned to a scan of the complete picture to ensure that the aircraft previously
thought of as ‘safe’ were still ‘safe’.

G.29  Checked heights & positions. Looked for similar heights where there were
groups of aircraft. Waited for while to judge speeds. Kept eye on potential conflicts.
Assessed what the aircraft doing i.e. going up or down to whatever height. Made sure
they were doing what they were meant to be doing.

G.30
o 1st, look at olis, actual level

o 2nd look at cleared level
s Ird assess track & rate of closure

o (th action to deconflict

G.81  The display was not immediately clear—the highlighted information (i.e. dat-
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36 X1

37 X2

38 X3

39 X1

40 X2

41 X3

42 X1

43 X2

43 X2

44 X3

ablocks) is distracting. It would be easier to read if not highlighted,

G.32  First of all I lvoked at heights doing o guick scan of the screen—obvious if
2 a/c were close together I looked ot their heights first. Then I scanned again to look

at changes in height.

G.33  Routes, i.e. track ground position aided by route code. Flight level. Climbing

& descending. (But I am conditioned to ‘collision corners’.

G.34  Used present and cleared levels first, then assessed track to determine con~
flict. Only thought of speed in the final stage but this was difficult to differentiate.

G.35  Look at closest in plan, check vertical, then look onward from there, taking

the nest closest in plan.

G.36
1. Quick examining of current levels.

2. Quick look ot whether T | =

3. Discern heading.

G.37  Firstly I would check the levels at the start, if there were any less than
1000 ft then I would check the distances, if close then what speed—i.e. eroding or
increasing separation. Having established this I then checked for a/c climbing or
descending and who was in the projected flight path (say for about 10/20 miles)—and
final conflictions there. Then if nothing obvious monitor the display for changes which

may produce o conflict.

G.38  Assessed overall traffic situation. Looked for o/c in close proximity where
one of the pair climbing or descending. Read the info on the date block. Speed foken

into account where the two a/c were converging ot the same level.

G.39  Check levels in the first 6-12 secs. Check tracks after o couple of dots.
Work out who could be discounted from a confliction with the others. Then monitor
pairs who could be a problem for speed differentials, changing tracks (turns) [and] level

busts.

G.40  Although the level bust was difficult to spot (as always) because I trusted the

cleared level.

G.41  Ilook at height info first of all to see whether they were climbing, descending
or level. As soon as I spotted one which may be 1 or | through ancther aircraft I looked

at the projections in their path. Speed was obvious in a few cases.



G. Task 4 Subject Comments 355

45 X1

46 X2

47 X3

47 X3

48 N2

49 X2

49 X2

49 X2

G.42
1. Looked at position.

Looked at direction of flight.
Decided if aircraft were T or | or in level fit.
Grouped aircraft by height bands to eliminate possible conflictions.

Judged speed with trodl dots.

U T -

Slight uncertainty of the trails of some a/c.

G.43  Look at the whole picture—find the a/c that are safe against each other—
then ‘disregard’ them!

Look closely at T & | a/e, and levels assigned. It does become an array and blur of
black and white dots guickly & as we saw, data tegs can become confused ete.

Putling assigned level in dota block can confuse & clutter display—i.e. I refer to
putting the level on o ‘strip’ and manually detecting conflictions—ijust on a date block
is not enough. It makes speeds difficult to see also.

="l speeds easy to judge.
G.44  Ground position and direction of flight was taken into account once the trail
dots were established.

A/c at high levels ‘outbound’ were the first to be disregarded as clean i.e. not in conflict
with anything.
A/e in level flight were relatively easy to spot and relate to. Also a/c in an approach

sequence were more obvious.

G.45  The conflictions in the climbing and descending were difficult to spot when
their close prozimity meant garbled labels as switching from one label to another using
the mouse was not always effective in spotting the conflict precisely.

G.46 = Watched for pairs of 2D posns and potentially < 3 miles & kept an eye on
heights. Speed—not much... (height & posns seemed to be sufficient, mostly).

G.AT  Quick look at what the aircraft were doing, i.e. descending or climbing, fol-

lowed by where they were and where they were heading.

G.48  As some aircraft were turning, not knowing whether they were going to roll
out on a safe heading or not doesn’t help. In the “real world” as you would have more
idea of what the aircraft should be doing the task would have been slightly easier.

G.49  The labels were very cluttered on a couple of the displays and a lot of time
was spent “undoing” the labels ete.
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G.2 Additional Comments

3 N2

8 N2

10 N2

12 N3

15 N2

19 N3

20 N1

23 N2

25 X2

29 X1

30 X2

31 X3

G.50  Rather click on box to bring i forward than to make it invisible.

G.51  Tried several times to click on information I wanted rather than that in the
way. Might be useful to be able to do this via some hierarchy or similar.
G.52  Again when the aircraft are very close the data points are cbscured.

If the aircroft are directly N/S of one another the heights can get muddled.
G.53  The 8D glasses are sometimes tiring. Not foo bad just o bit tiring.

G.b4  Vertical distance was easier to judge than horizontal.

Vertical conflicts were the main ones detected.
G.55  Dato tag things obscured the disploy quite badly.

G.56  The display was clear and very easy to follow and use. The only times it be-
comes difficult is where several aireraft are close to one another, and their information

tags obscure the other aircraft “dots”.

G.57  The frame rate made i difficult to assess a clear path i.e. would be better if

Saster.
G.58
1. Info would normally be available on route o/c following.
2. Wouldn't clear a/c to T to altitude above 130. |
8. Would control a/c at high level as well as a/c ot lower levels.
4

Querlap is a problem without aide memoir of paper strips.

G.59  The display is hard to decipher when the datablocks are overlapping. The

task is enjoyable and challenging.

G.80  Larger scale would reduce label overlap. This task feels ‘false’ to me as I
knoun the area when is divided into many areas, each controlled by o different person.
This division is both vertical and lateral. Also, I was watching for chonges in aircraft
heading and/or height/cleared level. At work these instructions would be issued by me
and I would only be looking for non-complience with instructions, or someone else’s

airerefi wandering into my bit of airspace.

G.61
1. Cleared levels in whole thousands.

2. Labels cluttered in intense areas of activity.
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38 X3

41 X3

41 X3

42 X1

43 X2

44 X3

44 X3

45 X1

G.62  Still this desire to reverse colour code of air/ground (plan) position.

G.63 I found display overlap a major problem. The clicking to clear displays
wasn’t easy with holding situations, and I didn’t like an a/c label to be totally invisible
to me as I couldn't tell any changes in level that might have occurred.

G.64  Further instructions given to a/c during the simulation run weren’t obvious
to me and although scanning the display I had previously discounted such a/c as low
priority hazards to any form of confliction.

G.65  The reading of the data blocks was perhaps the slowest part of the task.
Once involved in the control task & therefore issuing instructions one would be more
involved in the loop rather(?] than the monitoring situation demonstrated.

G.66  Some scenarios had garbled labels and even worse the position dots and tradl
dots were obscured by other labels.

G.67  Too much information was displayed making the conflictions difficult to spot.
Also the garbling did not help either. I found the ground position display confusing ot
times.

G.68  There was nothing in the display that aided conflict detection.

G.69  Initially missed having back up of flight progress strips.



H. Task 5 Subject Comnents 358

1 N1

4 N1

7 N1

& N2

9 Ni

10 N2

11 N1

12 N3
13 N2
14 N1

15 N2

16 N3

17 N3

19 N3

20 N1

Appendix H
Task 5 Subject Comments

H.1  Direction is relatively easy since it’s on absolute begring, but height is tricky

since there is no feedback on the slider so you can level out easily.

H.2  If you can do both angle and height adjustment with one shape [eontrolf that

will be more efficient.

H.3  First I tried to direct the chasers and then to see how to adjust the height.
It was just o bit difficult to catch the height (to see what it the height) when the info
blocks would overlap.

H.4  Used ground marks for heading, numbers for altitude.
H.5 It wes fun! Again problems with mouse buttons due to left handedness.

H.6 Difficult to check altitudes when they were close due to obscuring of the data

panels. Good fun.

H.7 I think there is still an element of luck when I “caught” the aircroft. It seems
easter to fudge/control the direction than the flight angle.

H.8 [t takes a few tries to get used to it but after that it’s fun.
H.9  The height is difficult to control due to the time lag.
H.10 Fairly easy to do. No problems.

H.11  Cool! It was easier to see a heading in which you would collide with a place

than vory your height.

H.12  Forgot the scaling (vertical and horizontal scales) so I just chased the one

that looked closest. The steering was not a problem.
H.13 I found that the hardest part wes the altitude control.

H.14  Difficult to judge the direction that the target and the chaser were going in.
It was difficult to visualise the space as § dimensional to be able to control altitude

and direction together.

H.15 It is quite difficult to ‘Aly’ the chaser and select the databox of the target
aircraft if both are close, and you cannot see the target’s altilude etc. Apart from this,

the controls are very easy to get to grips with.
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20 N1

21 N2

22 N1

23 N2

26 X1

27 X2

28 X3

29 X1

30 X2

33 X2

H.16  One other problem is that of level flight. It is not too easy to get your chaser
to fly ot a constant level. '

H.17 I tended to set o direction first and then try to adjust the height, which
I stayed with to try and get os close as possible, then moved back to the direction,
returning to make adjustments to the height, unless there were significant changes in
height. Direction was the easier of the two factors to guide and control.

H.18  Check altitudes of the 2 planes. Set chaser in general direction of the plane,
adjust altitudes and then try to follow plane.

H.19  Provided the aircraft maintained the same height the task was relatively easy.
The problem comes when both variables are changing.

H.20  Again tracking information took time to build. Controls were sensitive in
vertical mode. Interception wasn’t too difficult if the approach to target was stable. If
a miss occurred close-in (in vertical sense) this then became a more difficult task.

H.21  I'm ofraid I still used data block for height caleulations. When only two a/c
are involved it is easier to do this (and you get an exact figure) than it is to look at
the drop lines and then compare them.

H.22 I realised at the end that when I couldn’t read the data block I could use the
height lines but not very accurately.

H.23  Very difficult to correlate the display and the controls on the right. I had to
concentrate on the height control more than the heading control. The task got easier
with femiliarity.

H.24  As the exercises progressed I developed a system. 1st try to match the
heights—if the target was high I used o high rate of climb. 2nd set course towards
the target. Once on course adjust rate of climb as levels become equal. Then adjust
heading & climb rote to follow target. If the height was wrong as the target and chaser
became adjacent the label overlagﬁ problem arose again, requiring rapid and accurate
curser movements to checks chaser’s height and return to controls to adjust them as
nEcessary.

By.the end I was thinking about o ‘play-the-system’ solution whereby I would put the
ground symbols together and then go for max. climb/descent to achieve the prozimity
parameters. This would make the label overlap irrelevant.

I was happy I chose the closest aircroft to the center each time.

H.25  Level change very difficult (for mej to control.
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36 X1 H.26  The only real difficult I found was the use of the mouse and the overlapping
of the displays [datablocks].

37 X2 H.27  Label overlap is a problem.
38 X3 H.28  Pitch conirol far too sensitive.
40 X2 H.28  Good fun. The height was the most difficult aspect to match!

41 X3 H.30 I tended to choose high a/c near the radar head as climb performance was
so good. Horizontal distance was easy to assess but vertical readout was obscured so
much that I was unoble to ascertain targets height easily and mouse workload was so
_high with a/c control that I was unable to provide time/capacity to click off the labels.

42X1 T H.81  Mouse control of a computer is never a very easy way of controlling/coordinating.

43 X2 - H.82  Controlling the chasers level rather erratic. And also watching for any

change in the target course & level challenging.

44 X3 H.33 I found the ground position display very confusing. I did not realise thet
because the aircraft was climbing the label length increasedm this drew my attention
oway from the position of the aircraft in relotion to the target. There was too great
a distance between the display & the controls on the right hand side——made it quite
difficult to keep up to dale.

45 X1 H.84 1 control was quite sensitive otherwise exercise was fairly straightforward.
45 X1 H.35  Tended to set direction before climbing chaser.

46 X2 H.36  Level control most difficult. Direction quite easy to control. This is where
the drop bars came in quite useful. Instead of having to watch the levels closely, the
bars could be manipulated to the point they needed to go: also, o varying of the speed of
the chaser (except climbing or | ) would be useful, but maybe quite difficult to control.

47 X3 H.37  The only main problem was when the blocks overlopped and seeing the level

required by the chaser to go to was not seen.

48 N1 H.38  Pitch was sensitive (might be helpful to have o way of levelling off the

“chaser” exactly.)
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Appendix I
VR Subjective Data

I.1 General

33

36

37

38

38

40

42

42

43

46

46

49

L1 Found it difficult to start with to relate the movement of the “screen” to hand

as finger movements on the “gun”. Practice would solve this. ...once a person is
completely happy with the operation of the “gqun” then the possibilities would widen.
. we'd all need “education” as to the operation of it all in particular those working
on the new Heathrow tower to get mazimum benefit.

1.2 The computer screen was a lot clearer than the scene through the helmet.

1.3 Somebody with more foresight & future vision than I is needed. One day I'm
sure we'll use bits of it.

I.4  Resolution poor.

L5 I found moving using buttons difficult to control. Moving hand up, doun, left,
right would be easier,

1.6 Obviously crude & heavy.

L7 Alot of pressure is taken off controlling by working in a familiar environment—
ask any ATCO who has to move to new equipment.

I.8  Personally I wouldn’t like to have my head encased in o VR helmet.
1.9 Headset/optical set would have to be lighter for practical application.
110 Obviously lighter headset and quicker update rate [are needed].

111 Needs to be able to let you work as part of a team and not ‘immerse’ the user
into his ‘oun world’.

1.12  Certainly very interesting but until the display is no more then o pair of
ylasses then ATCOs will not use it. Just the few minutes I had the display on were
enough!

1.2 Radar Visualisation Demo

30

1.13  Radar requires the controller to ‘sit back’ to a certain extent, to enable him
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30

32

36

36

37
37
37
37
39

40

41

42

42

46

47
49

to see the whole picture. The ability to fly’ into the VR world leaves him open to

missing an tmportant ttem out of his field of view.

.14 ] cannot see much need for this in the present radar environment, other than

the ability to fly round your area, and view things from a different angle or perspective.

1.15  Applicotion in radar environment is not so clear other than as an olternative

view of the basic situation.

1.16  Toking into account my unfamiliarity with the equipment, I found it very

disorientating.

1.17  Height differences were readily apparent but it was not easy to gauge rates of

descent/climb.

1.18  Rod size gives belter height indication than 8D display.
119  Distance more difficult to estimate.

1.20  Climb & descent flags come over better than ~ orv.

1.21.  Doubiful!

1.22  Not o replacement for radar. Don't envisage as being so even with much

better technology.

1.28  Interesting concept. .. The system demands concentration & is claustrophobic.
Whether physically or from a physiological point of view the system is acceptable I don’t

know.

1.24  The headset would not I believe be suitable for radar orientated work as your
constantly changing position relotive to your traffic is alien to the average ATCO’s
working environment where the need for o fized image against which to assess move-

ment and location is important in conflict alerting.

1.25  For the purposes of a display the fact that you can move around the disploy
& view it from different angles could be a serious disadvantage.

1.26  Maybe one could get used to it & find it useful but from the radar environment
[point of view] I didn't.

1.27  The user could easily become lost around the a/c—but judging the paths could
be easier in the vertical by looking along the o/c flight path.

1.28  No obvious use in ATC operationally springs to mind. ..

1.28  As far as an ATC application I feel it would be limited as if you cannot

physically see an aircraft then you would have to use radar and [ think a standard
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1.3
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2D display or TV ‘8D’ display is always going to be enough without the need for being
‘“in there’ with the aircraft,

Kitchen Demo and Training

L.30  Training in the VCR could be helped by simulating aircraft activity, provided
the trainee controllers instructions could be relayed accurately to the VR aircraft.

1.31  Initial impressions would suggest that the most suitable application for ATC
would be aerodrome control, enabling the student to gain a full 3D perspective of the
traffic situation from the control tower. (It is a perennial problem getting students to
lift their eyes up from their strips!)

L32  Additionally, it would enable the working environment to be modified prior
to any real world changes (e.g. installation of new control desks).

133 Useful aid for airspace planning and training ATCOs as to what 3D would
be like.

1.34  Very good for plans for the layout of new rooms, line of sight, access etc.
particularly the new VCR.

135 Simulation of ATC visual control room, basic ATC training, tower emergency
training. Azimuth 360°, elevation say —10° fto] +40°.

1.36  ATC furniture & ergonomic simulations/trials prior to installation. Include

a/c outside, colour schemes.

1.37 I certainly felt this could be useful in designing, for evample the new ATC
twr so that errors in size are not made and more importantly ‘lines of sight’.

1.38  Certainly control room design/layout review would be a possibility however I
feel that the technology is not yet far enough advanced to allow this application.

L39  In time, will be very useful for modeling the visual element of control towers—
moving desks re line of sight. Adding people, again re line of sight.

140 VCR training could be made more realistic by using VR technology than the
present 2-D computer screens.

141 Useful for planning of new VCRs, gives us the ability to assess viewpoints
out of the tower, help recognise the ‘cone of blindness’ inherent with the new type of
tall stalk mounted VCR cabs.

L.42  Training ete. isn't really suited to the headset due to the large amount of
writing on strips etc. involved in the job.
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42

43
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47

49

49

1.4

30

33

35

1.43  For simulation purposes on o limited scale i.e. one controller & some a/c I
could envisage a use, but to act as part of o team is important ot Heothrow though I
feel & VCR mockup with computer displays on the windows (as in flight simulation)
could be more realistic.

1.44 [t gives an opportunity to combine actual pictures with simulated data through

perhaps a lightweight spectacle /projector arrangement.

1.45 My initial thoughts are that VR is better suited to the VCR environment
than for radar applications. There is an ongoing requirement for VCR simulators
that replicate the environment faithfully. The ability to simulate o visual display from
a VCR would be extremely welcome especially where there is a need for a 360° view.
Also there would be only a limited requirement for interaction with the environment;
attention should be directed outside the VCR to virtual eircraft, vehicles and taxiways.
The GMC application is the most exciting with ¢ 360° view of maneuvering aircraft
possible. Much work needs to be done but at the moment oll VCR simulators are
very limited. The technology is available on aircraft simulators so let’s exploit it! VR

certainly seems to be a cost effective option.

1.46 ...a ground/tower simulator would be a very useful training aid to provide
all round vision in simulation. The use of o tower simulation using o virtual realify

idea has a great deal of potential in the future,

L.47 I think with modification and progress the system could be used to harness
controllers’ views on a new control tower before it is designed and built, not only for
what the tower would be like inside, but more importantly, the line of sight views one
would get. If new stands, terminals etc. were being planned then the system could be
used to see what affect the building would have on vision from the VCR.

1.48  There may be an opportunity for training ATCOs for the VCR. However as
most of the ‘real’ training an ATCO would do is live ‘on the job’ training I feel this
would be limited.

Proposed Application

1.49  The visual control room (VCR) could benefit from VR, particularly at night
or in fog, when a see-through image could help in monitoring the progress of otherwise

non-visible aircraft.
.50 ... ‘live’ with computer input during fog or ot bnight.

L.51  Application to low vis operalions, headset as if NVG,
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43
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1.5

33

35

49

152  ‘Head-up’ display may be useful but again technology would need to allow
much smaller, lighter equipment.

1.53 I can forsee uses—-perhaps no longer requiring controllers to be in tall towers
actually at the aerodrome. Some way off though.

1.54 VCR work can be demanding, but seldom challenges the eyes & mind in so

narrow and intense way.

L55  The headset may have limited use in o VOR where conditions of low visibility
due to fog or night conditions might enable collsigns or images to be shouwn to the
ATCO who would otherwise see only grey mist or limited a/c lighting at night.

1.56  Has potential for the future. Could combine with radar date (SMR data) for
low visibility uses or even HUD information for controller.

L57  Only real advantage for VCR would be in fog: but would the positions [of
compuler-generated wircraft symbols] really reflect the ‘actual position’ of the a/c well
enough to allow i to be used.

Miscellaneous

1.58  Application to flight training in particfular] basic flying training (visual cir-
cuits) with dota overloy—height, heading, speed/vert speed etc. Tactical weapons train-
ing, military fast jet. Probably suited to single seat/tandem environment.

1.59  Formation flight in cloud.

I1.60  There may well be ¢ use for a much improved version on board an aircraft
for use when landing in low visibility but with today’s modern avionics it might be a

case of o solution looking for a problem which has already been solved.
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Glossary

2D Two-dimensional

3D Three-dimensional

ATC Air Traffic Control

ATCO A.ir Traffic Control Officer

CGI Computer-Generated Imagery

COP Centre of Projection

COR. Centre of Regard

CRT Cathode Ray Tube

CTDI Cockpit Display of Traffic Information
POP Direction of Projection

FDP Flight Data Processing

GFOV Geometric Field of View

GUI Graphical User Interface

HMD Head-Mounted bisplay

IG Image Generator

LATCC London Air Traffic Control Centre
L.COP Left Centre of Projection

LOS Line of Sight

LVPN Left View Plane Normal

mode-A Octal transponder code, set by the pilot and transmitted in response to

an interrogation signal from a secondary surveillance radar.
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mode-C Barometric altitude information transmitted by an altitude-encoding transpon-

der in response to an interrogation signal from a secondary surveillance radar.
MTT Moving Target Indicator
NATS National Air Traffic Services
POR Point of Regard
PP1 Plan Position Indicator
R/T Radio Telephone
RCOP Right Centre of Projection
RD Regard Distance
RDP Radar Data Processing
RVPN Right View Plane Normal
SP Station Point
SSR Secondary Surveillance Radar
TTW Through the Window
VA Visual Angle
VC Viewing Coordinates
VCR Visual Control Room. The ‘glasshouse’ at the top of the control tower.
VD Viewing Distance
VE Virtual Environment
VEOS Virtual Environment Operating System
VFR. Visual Flight Rules
VP View Plane

VPN View Plane Normal
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VR Virtual Reality

WC World Coordinates
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