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Abstract

Considerable interest has arisen in congestion control through traffic engineering from
the knowledge that although sensible provisioning of the network infrastructure is needed,
together with sufficient underlying capacity, these are not sufficient to deliver the Quality of
Service (QoS) required for new applications. Thisis dueto dynamic variationsin load. In
operational Internet Protocal (IP) networks, it has been difficult to incorporate effective traffic
engineering due to the limited capabilities of the IP technology. In principle, Multiprotocol
Label Switching (MPLS), which is a connection-oriented label swapping technology, offers new
possibilities in addressing the limitations by allowing the operator to use sophisticated traffic
control mechanisms.

Due to the reasons mentioned there is a strong requirement to improve network
performance and efficiency. For example, during network transient periods, the efficiency of
resource alocation could be increased by routing traffic away from congested resources to
relatively under-utilised links. Some means of restoring the Label Switched Paths (L SPs) to

their original routes once the transient congestion has subsided is aso desirable.

Thisthesis proposes a novel scheme to dynamically manage traffic flows through the
network by re-balancing streams during periods of congestion. It proposes management-based
algorithms that will alow label switched routers (L SRs) within the network to utilise
mechanisms within MPL S to indicate when flows are starting to experience frame/packet loss
and then to react accordingly. Based upon knowledge of the customers Service Level
Agreement (SLAS), together with instantaneous flow information, the label edge routers (LERS)
can then instigate changes to the L SP route and circumvent congestion that would hitherto
violate the customer contracts.

The scheme has two principle components called FATE (Fast Acting Traffic
Engineering) and FATE+. They are anove extension to the existing CR-LDP (Constraint-
based Routed Label Distribution Protocol) signalling protocol and they provide additional
functionality that governs the behaviour of an ingress LER and core L SRs when congestion
arises. In addition to this scheme, flexible management algorithms can be incorporated into the
ingress LER to enable it to respond appropriately to the signalled congestion information, the
customer SLAs and the requirements of the network operator. Together, these allow LSRs and
LERs to utilise mechanisms within MPL S to react on information received from the network,
for example, regarding flows that may be about to experience significant packet loss and then

take appropriate remedia action. For example, during transient periods, the efficiency of



resource allocation could be increased by routing traffic away from congested resources to
relatively under-utilised links.

Based upon knowledge of the customers SLAS, together with this instantaneous flow
information, the LERs and L SRs can then ingtigate changes to the L SP route to circumvent
congestion that would hitherto violate the customer contracts. Simulation datais provided that
shows the efficiency of resource alocation isimproved by routing traffic away from congested
resources to relatively under-utilised links during transient traffic surges.

In addition, various refinements are discussed to improve the performance of the
scheme and the ease with which the scheme can be integrated into an existing MPLS

infrastructure. Finally, topics for future research are identified.
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Chapter 1. Introduction

1.1 Overview

In this thesis a new congestion control scheme based on the Multiprotocol Label
Switching (MPLS) architecture is presented for operation within an autonomous MPLS domain.
The approach devised provides a means of evolving existing MPL S network concepts whilst
fully supporting coexistence with them in their current form.

The new scheme offers:

Flexible congestion detection mechanisms for operation within aMPLS domain
incorporating features to prevent unstable operation;

Mechanisms for the selective and rapid re-distribution of traffic along aternative quality of
service streams or physical paths once a predetermined congestion trigger condition has
arisen;

Compatibility with the existing label distribution protocol / constraint-based routed |abel
distribution protocol (LDP/CR-LDP).

The transformation of the Internet into an important and ubiquitous commercia
infrastructure has not only created rapidly rising bandwidth demands but also significantly
changed consumer expectations in terms of performance, security and services.

Consequentially as network providers attempt to encourage business and |eisure applications on
to the Internet, there has been arequirement for them to develop an improved IP network
infrastructure in terms of reliability and performance [L12000].

To satisfy customer demand for quality of service (QoS), network providers need to be
able to offer new differentiated services that allow users the ahility to flexibly choose the level
of service that matches their particular needs [BOR98]. This could range from “toll quality”
voice through to traditional “best effort” transport. At the sametime it is necessary to control
costs and improve profitability, particularly as network access and backbone resources are more
tightly provisioned to meet committed levels of service. In response, network providers need to
not only evolve their networks to higher speeds, but also need to plan for the introduction of
increasingly sophisticated services to address the varied requirements of different customers
[AWD99]. In addition, network providers would like to maximise the sharing of the costly
backbone infrastructure in a manner that enables them to control usage of network resourcesin

accordance with service pricing and revenue potential.
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The current Internet architecture employs control mechanisms such as Transmission
Control Protocol (TCP), that were originally implemented to provide flow-control and prevent
congestion collapse for non-real-time data transport services [SIY97]. It isthese mechanisms
that are still in use today.
However:
TCPisan end user mechanism. For acommercial network, relying on end users for congestion
control is hot desirable. The wilful or inadvertent selfish behaviour of particular user traffic
flows cannot be alowed to negatively impact on the service offered to other “conforming”
users. Typicaly, some degree of policing is required to enforce this.
Although the Internet Protocol (IP) header provides Type of Service classification,
the network infrastructure has not fully exploited this for differentiating traffic until
recently. See Section 2.2.1.3.
Over provisioning is not a cost-effective solution and cannot guarantee against
congestion at al times due to the stochastic nature of the traffic.
The differentiated services paradigm provides a mechanism for prioritising traffic,
adjusting scheduling and congestion control, and operates on a per class (QoS), but

it lacks the ability to respond to transient traffic surges.

Many service providers have responded to the need for congestion contral by
employing traffic engineering in their networks [SEM2000b]. Theincreasein interest in this
topic has arisen from the knowledge that athough sensible provisioning of the network
infrastructure is required together with adequate underlying capacity, thisis not sufficient to
deliver the desired QoS required, due to dynamic variationsin load. Traffic Engineeringisa
powerful concept that can be used by network operators' to balance the traffic load on the
various links and routers in the networks so that none are over-utilised or under-utilised
[SEM2000a][AWD99]. In operationa 1P networks, it has been difficult to incorporate effective
traffic engineering due to the limited capabilities of the IP technology [SI'Y 97]. Multiprotocol
Labe Switching (MPLS), a connection-oriented label swapping technology, offers new
possihilities in addressing the limitations of |P systems where traffic engineering is considered,
by alowing the implementation of sophisticated traffic control mechanisms.

However, as yet the traffic engineering capabilities offered by MPLS have not been
fully exploited. For example, once label switched paths (L SPs) have been provisioned through
the network operators network, there are currently no management facilities for dynamic re-
optimisation of the traffic flows. The service level agreements (SLAS) between the network
operator and the customer are agreed in advance of the commencement of traffic flows, and

these are mapped to particular paths throughout the provider’s domain typically for the duration
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of the contract’. During transient periods, the efficiency of resource allocation could be
increased by routing traffic away from congested resources to relatively under-utilised links.
Some means of restoring the LSPs to their original routes once the transient congestion has
subsided is aso desirable.

1.2 Objectivesof the Thesis

The above description serves to highlight the importance of developing a suitable
congestion control scheme for MPLS. The aim of the research reported in this thesis has been
tor

Develop a congestion control scheme to detect and alleviate congestion within multi-
service, wide area networks,

To implement the scheme in such away asto react in a selectably rapid manner to
situations of congestion, to minimise their effects;

To ensure that the proposed scheme interworks with the Internet Engineering Task Force
(IETF) “standards’ being developed for MPLS networks. This provides a straightforward
migration path for network operators.

In order to meet the above objectives, theinitial phase of the research concentrated on the need
for dynamic re-distribution of traffic flows within MPL S networks using under-utilised links
and Label Switched Routers (LSRs). A description of MPLS in general and the related issuesis
presented in the thesis. In particular, the author stresses the importance of maintaining SLAs
between the operator and the customer for the duration of the LSP. The aspect of customer
perception of service-guarantees, that have been identified as significant, and which led to the
development of the congestion control scheme, is the issue of quality of service (QoS). QoSisa
term often used to describe a wide range of meanings such as bandwidth and latency guarantees,
and loss probability [CIS97][FER98]. In thisthesis the author uses QoS to mean the agreement
between the customer and operator in terms of the quantifiable parameters; loss probability and
the mean available bitrate for the customers' traffic flows,

A description of the new scheme is then presented in the thesis. The proposed scheme
is evaluated using simulations, which provide necessary experimental information to permit a

full and comprehensive assessment of the scheme. A discussion and analysisis given.

! Time-scalesfor duration of these SLA contracts are typically weeks, months or even years.
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1.3 Summary of Contributions from the Thesis

Starting from the premise that future wide area networks will be multi-service in nature,
the author has undertaken a survey of existing traffic engineering mechanisms that are being
considered to support them. In particular, given its strong commercia backing, MPLS has been
examined. The author determined that although it is arelatively flexible protocal, in its current
form, MPLS provides no means of implementing fast-acting congestion control. Similar
independently derived conclusions have been reached by other researchers [A SH2000b].

Given this shortcoming, the author focused on the design of a congestion control
scheme that would build upon existing MPL S concepts but would provide a means of quickly
resolving the effects of transient congestion. This scheme goes far beyond “traditional”
provisioning and is likely to provide a significant market advantage to equipment manufacturers
and network operators who implement the scheme, or its derivatives.

The proposed scheme, entitled Fast Acting Traffic Engineering (FATE), operates over
tightly constrained MPLS domains. A variant of the scheme, known as FATE+, provides a
smilar congestion control mechanism for use over loosaly coupled “abstract nodes” within an
MPLS domain.

Both FATE and FATE+ have been implemented as OPNET models and simulated
within an MPL S network to ascertain their correct functioning and their satisfactory
performance. Severa refinements were made to the scheme during the course of the research.
These included:

The use of aloss event counter to trigger the FATE mechanism rather than a fixed-time
diding window;

The introduction of hysterisis thresholds improved the stability of the scheme limiting the
generation of the signalling messages;

Congestion natifications can now be aggregated within the same signalling message
reducing avalanching effects along a congested path.

Finally the author assesses the efficacy of the scheme in a dispassionate manner and
considers additional enhancements. Although, there was limited scope for a comparative
evaluation of the scheme, arecent proposal by researchers at Nortel / AT& T has been
examined. FATE/FATE+ is seen to provide an original fast-acting traffic engineering
mechanism that operates over a much shorter time frame than their approach, particularly as

their scheme is intended for provisioning.
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1.4 Structureof the Thesis

A list of acronyms and termsis provided in the glossary. In addition, figures, tables and
mathematical symbols used throughout the thesis are dso listed at the beginning of the thesis.
The main body of the report consists of seven chapters including the introduction, the discussion
and the conclusion. Each chapter begins with a brief description of its scope and ends with a

brief summary of the outcome. Details of each chapter are provided below.

Thisthesis describes in detail a dynamic provisioning mechanism capable of detecting
and alleviating congestion within MPL S networks. The focus of the contribution is on the re-
distribution of traffic flows along under-utilised LSPs. This introductory chapter has served to
summarise the contribution of this thesis in the context of controlling congestion and utilising
links within a MPL S network.

Chapter 2 serves as a brief introduction to the QoS capable mechanism currently
deployed within the Internet. Then in chapter 3 the MPL S architecture is introduced aong with
its various components and mechanisms. The congestion control scheme called FATE/FATE,
developed by the author, is described in chapter 4. The signalling messages, mechanisms,
procedures and data structures are described.

The simulation models created by the author to investigate the performance of the
architecture presented in chapter 4 are described in chapter 5. This chapter details the modelling
of the various network components, the assumptions made for the simulation study and the
modelling of the congestion control mechanism. The verification and validation of the models

are also discussed. The results of the smulation are studied and analysed.
Chapter 6 discusses the characteristics of the scheme and assesses how well is meetsits
objectives of aleviating the effects of transient congestion. A comparison with the other

approaches tackling provisioning within MPLS is made.

Finally Chapter 7 concludes with the merits of this approach highlighted and its

limitationsidentified. Areas for further work are also given.

The authors Publications and References and Appendices are provided in the remaining

chapters.
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Chapter 2. Traffic Engineering within the

| nter net

2.1 Overview

IP networks offer the scalahility and flexibility for rapid deployment of 1P services
[DeM]. However, as aresult of the rapid growth of the Internet and the increasing demand for
services, carriers require areliable and dependable network offering consistent and predictable
network performance [NOR99] [CIS97]. Traffic Engineering is needed to achieve this “mission
critical networking” [L12000] [SHA99].

Traffic Engineering is a powerful concept that can be used by network operators' to
balance the traffic load on the various links, routers, and switches in the networks so that none
are over-utilised or under-utilised [SEM2000a][AWD99]. Traffic Engineering targets the
ability to efficiently map traffic onto an existing network topology in such away as to optimise
the utilisation of network resources [FEL2000] [SEM2000b]]. This alows network operators
the ability to better exploit bandwidth resources across the network. Traffic Engineering should
be viewed as augmenting the routing infrastructure by providing additional information that
enables traffic to be forwarded aong aternate paths across the network.

In order to achieve this, thereis a need to consider adaptability to changesin the
network, such as topology, traffic loads, failure, etc., as well as the need to adhere to
administrator-defined policies. In thisway, the traffic engineering function realisesthe
performance optimisation of operational networks, and facilitates efficient and reliable network
operations [L12000], whilst going somewhere towards offering customers the QoS performance
they have negotiated for.

In the current evolving networking environment, increasingly more traffic is transported
over networks where the | P protocol suite plays a dominant role [ROB97a]. Although the IP
networks offer flexibility and scalability, these existing 1P networks need to be enhanced in
areas of availability, dependability and Quality of Service (Q0S), in order to provide amission
critical networking environment [ROS98].

Chapter two provides a background into networks supporting the Internet Protocol,

focusing only on components significant in deploying traffic engineering mechanisms.
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2.2 Internet Protocol

The US Department of Defence (DoD), developed in the late 1960s [SIY 97] a suite of
protocolsto alow computers on different networks designed by different vendors to share
resources across a common inter-network. This computer-communications network had no
centralised control, and it also assumed that no one link in the network was reliable. Each
message was segmented, packetised, and marked with the address of the sender and receiver.
The packets were then forwarded across this network of interconnected routers” towards their
destination using the Internet Protocol (1P).

IP is aconnectionless® datagram based network layer protocol that performs addressing,
routing, and control functions for transmitting and receiving packets. As packets are received
by the router, 1P addressing information, such as the destination address, is used to determine
the best "next hop" the packet should take enroute to its final destination.

| P datagrams can have a maximum length of 65535 bytes making it well suited to the
transport of non real-time data. Datagrams consist of at |east a 20 byte header including the
following fields: aversion number, the header length, the type of service, thetotal length of the
datagram, the datagram's identification number, fragmentation control information, the “time-
to-live’ duration, the protocol format of the data field, the source and destination addresses, and
possible option field(s) asillustrated in Figure 2-1.

Version - indicates the format of the IP header,
the current version number is 4.
IHL - the Internet Header Length field isthe length
of the header in 32-bit words.

- TOS - Type of Service field informs the network of the

Kersion| IHL | TOS Total Length QoS required, such as precedence,

v throughput, and reliability.

Identification 0 E F Fragment Offset | |Total Length - the length of the IP header and datain bytes.

I dentification - aunique value to identify the datagram

Timeto Live | Protocol Header Checksum Fragmentation Flags - if DF = 1, means the datagram

should not be fragmented.

Source Address if DF = 0, indicates the router or host may fragment the

IP datagram. if MF = 1, indicates to the receiver

Destination Address there are more fragments to come.

if MF =0, thisisthe last fragment.

Options Fragment Offset - the start of the data field relative to the

original unfragmented data.

Time to Live - maximum time in seconds that an | P datagram

Data can live on the network.

Protocol - indicates the upper-layer protocol that is to receive the IP data.

Header Checksum - used for the IP header only.

Source Address, Destination Address - 32- bit IP addresses of the source and
destination addresses, included in
every datagram.

Options - facilities for the security of a datagram,source routing and

timestamp information.

Figure 2-1 IP Datagram Format

2 A router is considered to be a device capable of forwarding information based on a network layer header.

3 IPisclassified as a connectionless service because it does not set up a connection with its intended destination
before it transmits data. End-to-end connectivity is actually provided by the transport layer Transmission Control
Protocol (TCP).
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Traditionaly 1P networks have al user packets competing equally for network
resources with a“best effort” service paradigm irrespective of what application they belong to
[MON99]. Until recently this model has been sufficient. However, as aresult of new
applications such as real-time audio and video, there has been an increase in demand for
transport services capable of meeting particular QoS requirements [KAU99]. Thisincrease has
been paralleled by arise in user expectations [VAU97][LUQ]. Unfortunately, due to limited
and inefficient utilisation of network resources (bandwidth, buffer restrictions), sporadic and
sustained congestion is a common phenomenon in current |P networks [KUM98]. This
sporadic behaviour does not encourage the exploitation of 1P networks as a transport medium
for real-time and mission critical applications [L12000]. Enhancing the IP network
infrastructure to support these new applicationsis one of the key challenges of network
providers [BAK][KEM97].

To introduce QoS capabilities within an 1P network there is a need for mechanisms that
both implement QoS and signal QoS requirements [KUM98]. Thisisaradica change from the
way the Internet has operated over the past two decades [BAK][SHA98a]. Already there have
been many proposed approaches to providing QoS support within IP networks. A number of
these Integrated Architecture schemes, described in Section 2.2.1, have arisen from the efforts
of the International Telecommunications Union (ITU) [ITU] and Internet Engineering Task
Force (IETF) [IETF] to provide an overall infrastructure that caters for these differing services.

In thisthesis, Section 2.2.1 provides a more detailed examination of a number of
mechanisms that can be employed by these Integrated Architectures. This section is further
subdivided into different sections detailing how QoS is incorporated at various layers of the
Open System Interconnect (OSI) model.

221 Modelsfor Multi-Service Networks

A number of integrated service models have been proposed, perhaps the three that are
best known are the ITU’s (International Telecommunications Union) Global Information
Infrastructure (GlI) [FUM98], The IETF s (Internet Engineering Task force) Integrated Service
Architecture (ISA) and the IETF s Differentiated Services Model (Diffserv). Thesethree
service architectures reflect the views of the future that their initiating organisations hold
[PHI][CRO96].
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2211 Integrated Service Architecture

The Internet Engineering Task Force (IETF)’s Integrated Services work group was
formed with a charter of introducing QoS support into IP by defining two service classes.
guaranteed, for delay sensitive applications, controlled-load, for real-time tolerant applications
requiring reliability but no fixed delay, in addition to best effort for applications like ftp and
email. [RFC1633][RFC2210] describes the mechanisms employed within the integrated
services paradigm.

The components of integrated services are an admission control algorithm, packet
scheduler, classifier and a resource reservation protocol. The admission control agorithm will
determine whether arequest for resources can be granted, ReSerVation Protocol (RSVP)
[RFC2205][RFC2205][MET99a][[MAN97] is used as an | P signalling protocol for reserving
resourcesin LANS. It consists of PATH messages from source to destination followed by the
recipient sending reservation requests to routers along the path back to the source. The
classifier determines what classes the packets should be placed in based on the information in
the header, such as | P and port source and destination addresses, the scheduler determines the
order in which the packets should be serviced by placing them into priority queues.

The IETF s1SA was the first attempt to develop a multi-service architecture based on
logical extensions of the Internet’s best effort services. The two main proposed additional
services are a guaranteed worst case bandwidth and delay service, and a controlled load service
that does its best to deliver the same Qudiity of Service (QoS) that an uncongested packet
network would deliver. It achieves this by reserving bandwidth and buffer resources through
routers using a connection admission control system asillustrated in Figure 2-2.

CACIRR

Host

INTERNET

“=——& CAC/RR
Police

CAC/ Shape

CAC/RR
Police
@ Edge Router CAC - Connection Admission Control
RR - Resource Reservation
% Core Router

Figure 2-2 The Integrated Service Architecture
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2.2.1.2 Global Information Infrastructure

The ITU’ s response has been the development of the Global Information Infrastructure
(GII) [LU98]. Thisaims to introduce a set of end-to-end QoS services ranging from best effort,
available bit rate, deterministic bit rate and so forth, based on an architecture with ATM in the
core and optionally IP in the final access to the desktop as shown in Figure 2-3.

Internet/Intranet Layer-3

H.323
Gatekeepel

ATM Network Layer-2

—

Figure 2-3 Enabling Technologies for the GIl1 Multimedia Ar chitecture

2.2.1.3 Differentiated Services Architecture

The IETF have recently formed a new working group aimed at developing the
Differentiated Services Architecture [DIFF], shown in Figure 2-4, a more pragmatic architecture
aimed at limited service differentiation, which explicitly avoids modifications to the host
protocol stack. Additional services being proposed include assured service and expedited
forwarding (or “premium service”) [N1C2000][MEROOO][BLA][XIA97]. Moreover, the flow
classfication issimple (i.e. an 8 bit definition) and Connection Admission Control (CAC) and
resource-reservation are confined to domain boundaries. This approach assumes that best-effort
traffic will remain the dominant loading on the Internet and proposes an evolutionary approach
with incremental enhancements. However, resource allocation mechanisms (e.g. Bandwidth
Broker) have not yet been addressed.
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“Traffic conditioning”: “Per-Hop Behaviour ":

Figure 2-4 The Differentiated Services Architecture

The IETF s Differentiated Services work group has concentrated on offering services
other than best effort; it doesthis by using afield in the IP header called the Differentiated
Service (DS) field [RFC2474]. This architecture currently offers three levels of service
[RFC2638]; Premium for real-time applications; Assured for applications requiring reliability
but no delay constraints guarantees,; Best Effort for delay tolerant applications.

The mechanisms of this architecture are classification, marking, policing and shaping of
flows. A customer hasto indicate what level of service they require by marking the DS field of
the packet and will be charged accordingly; the customer will have an agreement with its
service provider about the service classes supported, and the amount of traffic allowed in each
class. The Premium Service will be more expensive than the Assured Service with Best Effort
being the cheapest [RFC2836].

Differentiated Services buffers packets and services them at arate that depends on the
value assigned in the type of servicefield, i.e., no resources are reserved before packets are sent
into the network.

Having now considered a number of integrated service architectures, the following
sections describe various QoS mechanisms that can be used to support them. The sections are

further subdivided in accordance with the layers of the OSI reference model they operate at.

2.2.2 QoS Support at the |P Network Layer

The following section describes how the IP protocol has implemented QoS mechanisms
at the network layer. It startsin Section 2.2.2.1 by addressing schemes that discriminate
between different classes of service. These have the benefit that they can be applied to large-

scale networks, as they don't require any form of per-user information processing or state
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storage. Conversaly, Section 2.2.2.2 provides a summary of schemes that support QoS on a
per-flow basis. Although these provide greater control they are hindered by their lack of
scalability.

2221 Per ClassRouting

Per Class Routing mechanisms provide multi-level service support based on generic
service classifications rather than information pertaining to customer flows. The benefit of this
methodology isthat it can be used in large-scale networks unlike per flow routing [ROB97b].
Routers supporting per-class routing do not need to maintain state information related to
individua flows. Instead these schemes use a simple form of service type marking in
conjunction with an appropriate form of queue management and scheduling.

Using the IP Type of Service field in the IP header provides a method of marking and
distinguishing between different service classes as packets traverse the network [RFC1349].
The Type of Service field is composed of 3 precedence bits and 5 ToS bitsin |Pv4 packet
headers. The ToS bits are generally regarded as describing the type or class of service required.
Use of the precedence bits is undefined, but the prevalent view isthat they should be used to
indicated importance (e.g. drop priority) [FER98], and that they should be under the control of
the network, rather than the end system, as atool for providing different quality of serviceto
different users. However, the role of both fields is currently under discussion
[XTA99][NOR2000], particularly in the light of the ongoing 'differential services activity.

The format and positioning of the TOS and |P precedence fields in the | P packet header

are shown in Figure 2-5.

IP Header (first 32 bits)

; Header .
Version Total Length
Length Type of Service g

| 3 bit 4-bit 1-bit unused
Precedence Type of Service

Figure2-5The P TOSfield and I P precedence

With per class routing, |P packets are marked with the desired QoS identifier when the
packet enters the network. On all subsequent interior routers, the required action isto look up
the ToS field and apply the associated QoS action to the packet. This approach can scale

quickly and easily, given that the range of QoS actionsis afixed number and does not grow
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with traffic volume, whereas flow identification is a computationa task related to traffic
volume.

Another component of per class routing is queue management [KLE96][KLET76].
When used in conjunction with a suitable buffer scheduling discipline, by examination of the
ToS bits, a Queue manager can determine the appropriate buffer an incoming packet should be
stored in.

Queue Management can be supported in terms of selective discarding and queueing
strategies. For example, Random-Early Detection (RED)[JAC98][FLO93] is an example of a
discard mechanism that monitors average queue length and compares this with two threshold
values to control the rate of random packet discards.

The following sections describe various queuing mechanism that can be used within

switches and routers to prioritise the forwarding of packets [FLO95][JON98].

22211 FIFO Queueing
FIFO (First In, First Out) queuing is considered to be the standard method for store-and-

forward handling of traffic from an incoming interface to an outgoing interface. As packets
enter the input interface, they are placed into the appropriate output interface queue in the order
in which they are received — thus the name first-in-first-out.

When a network operates in a mode with a sufficient level of transmission capacity and
adequate levels of switching capability, queuing is necessary only to ensure that short-term
highly transient traffic bursts do not cause packet discard. In this environment, FIFO queuing is
adequate because, as long as the queue depth remains sufficiently short, the average packet-
gueuing delay is an insignificant fraction of the end-to-end packet transmission time.

Asthe load on the network increases, the transient bursts cause significant queuing
delay (significant in terms of the growth of the queue over longer periods of time), and when the
gueue is fully populated, al subsequent packets are discarded. When the network operatesin
this mode for extended periods, the offered service quality inevitably degenerates.

2.2.2.1.2 Priority Queuing Mechanisms
Priority Queuing has many variants although they can al be regarded as schemes that

use a scheduler to service certain types of traffic in preference to others. Multiple output queues
are used to buffer traffic according to class. The precedence with which each of the queues will
be serviced in acycleis determined by the portion of scheduling time assigned to that queue.
This can be governed by a scheduling template.

This servicing agorithm provides “fairness’ by prioritising queuing services for certain

types of traffic. In an extreme form, lower priority buffers receive no service whilst packetsin
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the higher priority buffers are continually served. This can lead to buffer starvation
[PAR94][JACO8].

An example of simple priority queueing would be to sort traffic (i.e. viathe ToS bits)
into two or possibly more queues, which represent different priorities. Scheduling is donein
strict priority order, i.e. traffic is only served from alower priority queue when the higher
priority queues are empty. A more refined mechanism is Weighted Fair Queueing (WFQ)
where traffic is classified into anumber of flows that are placed into virtual queues. These are
then serviced using a scheduling algorithm that takes account of packet sizes, arrival times, and
current backlogs to ensure that each flow has an appropriate level of performance. An
aternative use isin controlling the proportion of scheduling resources given to different service
classes; this gives each class a guaranteed share of resources and avoids the potential for
'starvation' that is a feature of simple priority queueing. Finally, Class Based Queueing (CBQ)
[JON98] [FER98] is a bandwidth-management technique based on multi-queue scheduling, in
which bandwidth allocations across alink may be assigned to different traffic categories
according to a hierarchical structure. A broad range of traffic classifications are possible,

including by address, protocol, port number or ToSfield.

2.2.2.2 Pe Flow Routing

Per flow routing eliminates the need for arouter to perform an initia classification of a
packet into one of potentially many thousands of active flows and then apply a QoS rule that
appliesto that form of flow, the IP precedence bits can be used to reduce the scope of the task
considerably.

Per flow routing provides a method of extracting information from the I P packet header
and associating it with previous packets. The intended result isto identify the end-to-end
application stream of which the packet is a member. Once a packet can be assigned to flow, the
packet can be forwarded with an associated class of service that may be defined on a per-flow

basis.

2.2.2.2.1 Differentiation per-Flow
The purpose of per-flow differentiation is to be able to provide similar QoS

characteristicsto asimilar 1P end-to-end session, e.g., allowing real-time flows to be forwarded
with QoS parameters different from non-real-time flows.

Thisis similar in concept to assigning QoS characteristics to Virtual Circuits (VCs)
within aframe relay or ATM network. However, given the number of flows that may be active

inthe core of a network, this approach iswidely considered to be impractical asfar as
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scalability is concerned [JAC98]. Maintaining state and manipulating flow information for this
large number of flows would require considerable computational overhead. Thisis primarily
the approach that the ReSerVation Protocol (RSVP) takes, and as a result may not scale
sufficiently well in alarge network [NOR2000]. Thus a simpler and more scalable approach
may be necessary for larger networks.

2.2.2.2.2 QoS Routing
QoS Routing (QoSR) [RFC2386][RFC2676] is an enhanced form of differentiation per

flow. It determines the path for a flow based on knowledge of the resource availability in the
network, as well as the QoS requirements of the flow. QoSR extends the current routing
paradigm in three basic ways [SHA98Db]. Firgtly, it supports traffic using integrated-services
class of service so multiple paths between node pairs will have to be calculated. Some of these
new classes of service will require the distribution of additional routing metrics, e.g., delay, and
available bandwidth. If any of these metrics change frequently, routing updates can become
more frequent thereby consuming network bandwidth and router CPU cycles. Secondly,
opportunistic routing will shift traffic from one path to another as soon as a “better” pathis
found. Thetraffic will be shifted even if the existing path can meet the service requirements of
the existing traffic. If routing calculation istied to frequently changing consumable resources
(e.g. available bandwidth) this change will happen more often and can introduce routing
oscillations as traffic shifts back and forth between aternative paths. Furthermore, frequently
changing routes can increase the variation in the delay and jitter experienced by the end users.
Thirdly, the optimal routing algorithms existing in routing protocols do not support aternate
routing. If the best existing path cannot admit a new flow, the associated traffic cannot be

forwarded even if an adequate alternate path exists.

2.2.3 QoS Support for IP Services at the Data-Link Layer

Originaly, the idea of running IP over ATM was necessary in order to gradualy phase
ATM into the Internet architecture for an eventual takeover of IP [JOH97][SAL97]. However,
the possibility of running IP over ATM is aready being used as ATM provides afast switching
technology and running IP over ATM can resolve the network layer router bottleneck problem
[TES99].

A problem with this type of integration stems from the fact that IP is a connectionless
protocol while ATM is a connection-oriented protocol. This mismatch has led to complexity,
inefficiency, and duplication of functionality in attempting to integrate |P with ATM
[LUK97][KATI7][WHI98]. One obvious example of inefficiency liesin the fact that TCP is
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often the transport protocol of choice for IP. Since the ATM layer guarantees that cells are
always delivered in order, the fact that the TCP transport layer handles the reordering of out-of-
order packetsis clearly one case of duplication of functionality.

Most of the IP over ATM approaches proposed in the literature and standards bodies to-
date treat the physical network as alarge opague cloud. The real topology of the underlying
ATM network is thus obscured from the network layer, allowing ATM to be used as a means of
bandwidth i.e., transporting frames between two points. It also decouples the functionality of IP
from ATM which can be seen as either an advantage or disadvantage.

The following sections focus on protocols that have been proposed by the IETF and the
ATM Forum. The protocols and functions discussed below introduce services such as QoS to
the basic internetworking functions of TCP/IP.

The classical suite of 1P over ATM technologies is attributed to the functions described
in [RFC1577][RFC2336] and updated in [RFC2225] includes CLIP and the NHRP [RFC2332],
they are classical in the sense that they support traditional 1P services and behaviours and are

transparent to the applications running above them.

2231 Classical IPover ATM

The Classical IP model (CLIP) refers to a network where hosts are organised in
subnetworks sharing a common | P address prefix, where ARP is used for 1P address to Medium
Access Control (MAC) address resolution and where communication across subnetworks goes
through routers.

The main advantage of CLIP isits compatibility with IP, enabling higher layer
protocols and applications to run transparently over ATM while making use of ATM’s high
bandwidth availability. Also CLIP allows easy integration of |P based services with other ATM
services [DUM98][ESA95]. This model does not change IP in any way and uses ATM as an
underlying technology. The main ATM characteristics that have been exploited by IPare VC
switching, Unspecified Bit Rate (UBR) support that is well suited for best effort traffic, and
high speed at the user terminal and router interfaces [SCH96].

The major disadvantage of CLIP isthat it cannot benefit from ATM’sinherent end-to-
end QoS guarantees for the following reasons:

Direct ATM connections can only be established inside aL1S (Logicd Internet Protocol
Subnet) but not across LIS borders,

Owing to the use of the classical 1P routing model (address resolution is limited to a
LIS);



I P traffic between hosts on differing LISs always flows via one or more intermediate |P
routers that can only provide best effort delivery at the IP level. This resultsin a concatenation
of ATM connections, even though it may be possible to open adirect ATM connhection between
two hosts, thus denying end-to-end QoS guarantee. In other words, IP packets acrossalLlS
border hop several times through the ATM network instead of using one single hop;

All IP data flow between two hosts' share the bandwidth of asingle VC. Having only
one shared V C between two hosts makes it impossible for individual applications to get a QoS
guarantee for their data flow;

Unlike LAN Emulation (LANE) described later in Section 2.2.3.3, CLIP does not alow
the use of the legacy LAN equipment. So deployment of CLIP isonly feasible where new LAN
networks with ATM to the desktop are buiilt.

2.2.3.2 Next Hop Resolution Protocol

The next protocol from the suite of classical IPPATM solutionsis the Next Hop
Resolution Protocol (NHRP). NHRP extends the notion of the CLIP ATMARP protocol
beyond the boundaries of the LIS [PAR97].

For NHRP operation there has to be one Next Hop Server (NHS) in every LIS as
illustrated in Figure 2-6. All hostson a LIS, register their (Non-Broadcast M ultiple-Access)
NBMA and internetwork layer (e.g. IP) address with their Next Hop Server (NHS) when
booting.

Assume a Source wants to send an | P packet to a Target that lies outside its Logical 1P
Subnetwork (LIS). To resolve the NBMA address of the target, the source sends a next hop
Resolution Request to its NHS. The NHS checks whether the target liesin the same LIS. If the
NHS does not serve the target, the NHS forwards the request to the next NHS along the routed
path. Thisforwarding process continues until it reaches the NHS that serves the target. This
NHS can resolve the target’ s NBMA address and sends it back along the routed path. The
intermediate NHS can store the address mapping information for the target contained in the
Resolution Reply to answer subsequent Resol ution Requests.

The main advantage of the NHRP isthat it can solve the multiple-hop problem through
NBMA networks by offering inter-L1S address resolution, thus enabling the establishment of a
single-hop connection through the NBMA network. If the network is ATM, asingle direct VC
can be established across severd LIS, bringing QoS in terms of traffic contract guarantees to the
IP data flow between the VCs endpoints. Also if adirect connection can be established through
the NBMA network, it will be shared by al IP traffic between the two endpoints. This means
that it is not capable of providing QoS to an individual application as the resources are shared

among the individual flows.
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Figure 2-6 Next Hop Resolution Protocol

Using IP, LANE or CLIP means that there is no quality of service supported at the
application level, as the IPv4 layer is decoupled from al features of the underlying ATM
network. For QoS, some form of IP signalling interworking would be required as this would

alow an application to request alevel of quality of service.

2.2.3.3 LAN Emulation

Current Loca Area Network (LAN) implementations are inherently different to ATM
in that they offer a connectionless service where multicast and broadcast message transfers are
easily accomplished. LAN emulation (LANE) [LAN21][LAN93][DRI97] provides a means of
supporting these conventional LAN services over an ATM network in such away that existing
software applications’ are able to transfer data frames between endstations asif they were
attached to a conventional LAN. LANE does not replace routers or routing; it provides a
complementary MAC-level service.

Each emulated LAN is composed of aset of LAN Emulation Clients (LECs) and a
single LAN Emulation Service (LE Service) facility. A LEC istypically an entity within ATM-
based terminal equipment or a bridge through which a set of users, identified by their MAC
addresses, connect to the LE Service. The LE Service providesthe LE layerswith a
connectionless service for the transfer of LAN messages between destinations. It acts asthe
shared medium for the emulated LAN in the inherently connection-oriented ATM network.

The LE Serviceis composed of three entities; the LAN Emulation Configuration Server
(LECS), the LAN Emulation Server (LES) and the Broadcast and Unknown Server (BUS) as
shown in Figure 2-7 together with a number of LEC entities. The LE Service provides a virtua
shared medium connecting all the endstations, supporting connectionless services for the

transfer of LAN messages between destinations in the inherently connection-oriented ATM

4 These‘existing applications’ are considered to operate at OS! layer 3 and above.
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network. The LE Service also ensures that frame ordering is preserved when transferring data
between them.

I Connections between
LAN Emulation Server [ LECS® Ltosmiterte

LE Control entities are not shown
Management /// — for clarity
Broadcast / S ~a——— Control_Direct
Mult.icast ~s——— Control_Distribute
Service - Data_Direct
Support € ---— MCast_Send

............................ ezl N ~-— — MCast_Fwd
Unicast ’
Data
Transfer

Figure 2-7 LAN Emulation Service Configuration

The LAN Emulation Configuration Server (LECS) controls the assignment of different
emulated LANsto individual LECs. Based upon its own policies, configuration database and
information provided by the clients, the LECS provides a LEC with the appropriate LESATM
address, upon request.

The LES implements the control co-ordination functions for the emulated LAN. It
provides afacility for registering MAC addresses. A LEC wishing to join the emulated LAN
must first attempt to set-up a bi-directional Control_Direct VCC to the LES using the ATM
address provided by the LECS. The LES verifies whether the LEC may join the LAN. If so the
LEC may then register the LAN destination(s) it represents. The joining LEC must aso be
prepared to accept the uni-directional point-to-multipoint Control_Distribute VCC from the
LES. Messages from the LES to the LECs can be transferred across either the Control_Direct or
Control_Distribute VCCs.

The LES aso supports a LAN Emulation Address Resolution Protocol (LE-ARP)
processing function. LECs may query the LES using the Control_Direct VCC when they wish
to resolve aMAC address to an ATM address. The LES either responds directly to the LEC or
forwards the query to other LECs so that they may respond. If the LES forwards LE_ARP
request to LEC(s), it must forward any LE_ARP response back to at least the originating LEC
viathe Control_Direct or Control_Distribute VCCs.

LECs are required to connect to the BUS once they have established a connection to the
LES. A LEC obtains the address of the BUS by sending an LE_ ARP-REQUEST message to the
LES, in order to resolve the broadcast MAC address (Hexadecimal: FFFFFFFFFFFF). Once the
ATM address of the BUS is known to the LEC, the LEC must attempt to establish a bi-
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directional Multicast_Send VCC with the BUS. It must then be prepared to accept connection to
the uni-directional point-to-multipoint Multicast_Forward VCC from the BUS.

The BUS handles data sent by a LEC to the broadcast MAC address, all multicast traffic
and initia unicast frames, which are sent by a LEC before the Data_Direct
TARGET_ATM_ADDRESS has been resolved. Asthe LE service employsthe ATM
Adaptation Layer 5 (AALD), the BUS must also support serialisation, so that cells received by it

from distinct origins to the same destination LEC do not become interleaved.

2.2.3.4 Multiprotocol over ATM (MPOA)

Two possible means of scaling 1P to meet the existing and anticipated demand are to
either replace the routed infrastructure that exists with newer, faster, cheaper routers that route
every single packet at high speed, or to implement a "route once, switch many" strategy. Both
IP Switching [MET99b][DAV][AHM97] and MPOA [MPO114][MPO87] adopt this latter
approach and reduce the latency associated with moving Layer 3 traffic from one subnet to
another, although there is considerable debate as to which is preferable] TIN96]. This process
involves performing destination address discovery and resolution (routing) before forwarding

over alLayer 2 (switched) environment.

MPOA operates at both layer 2 and layer 3, and is capable of providing direct layer 3
connectivity across ATM when using shortcut flows in order to fully exploit ATM’s QoS
features. However, it is also capable of using a default flow using LAN Emulation when a
suitable shortcut flow does not exist and the Layer 2 traffic isto be transferred within the same
subnet or emulated LAN. For destinations outside the subnet, MPOA uses the NHRP to
discover the ATM address of the intended destination.

MPOA isintended to support the efficient transfer of inter-subnet unicast datain a
LANE environment. MPOA integrates LANE and NHRP to preserve the benefits of LAN
Emulation, while alowing inter-subnet, internetwork layer protocol communication over ATM
V CCs without requiring routers in the data path [GUA9].

MPOA provides MPOA Clients (MPCs) and MPOA Servers (MPSs) and defines the
protocols that are required for MPCs and MPSs to communicate. MPCs issue queries for
shortcut ATM addresses and receive replies from the MPS using these protocols. MPOA aso
ensures interoperability with the existing infrastructure of routers. MPOA Servers make use of
routers that run standard internetwork layer routing protocols, such as OSPF, providing a

smooth integration with existing networks.
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MPOA makes route servers appear as conventional routersto the externa |P or other
Layer 3 network, and would only be responsible for route calculations. The traditional router
function of packet forwarding would be performed by edge devices connected to a route server,
to the Layer 3 network, and to the ATM network. At the start of the session, the route server
calculates an appropriate end-to-end route, and hand sover to an edge device to compute the best
path through the ATM network. The path then emerges from the ATM cloud at an exit point as
close as possible to the destination. For short packet flows, the route server would be involved
with every packet just like conventional routers. However, for longer flows, such aswith aFTP
session, or an email transmission, a cut through path can be set up through the ATM network
directly via edge devices, bypassing the router server. In this respect MPOA is similar to
Ipsilon’s IP switching [RFC2297], which also routes short flows conventionally but sets up cut
through for longer flows. However different protocols are used to set up the path through the
ATM network, NHRP in the case of MPOA, and generic switch management protocol (GSMP)
[RFC1987] for IP switching.

At the moment, MPOA cuts paths through the ATM network in the same way, using the
Next Hop Routing Protocol (NHRP). But the route server has been replaced by the much
simpler NHRP server, sometimes called MPS (Multiprotocol server). The MPS server is merely
responsible for computing the path through the ATM network that corresponds best with the
Layer 3 hop calculated by a conventiona router, using standard routing protocols such as OSPF.
So now MPOA consists just of LAN emulation (LANE) and NHRP, plus afew other internal
signaling protocols.

It is worth noting that the NHRP is not an end-to-end route cal culation protocol, and
does not decide which subnet to forward traffic to; thisis|eft to conventional routers.

Although MPOA is comprehensive in its attempt to provide an efficient means of
transporting any type of layer 3 data across an ATM network, whilst remaining compatible with
LANE, it has been suggested [TIN96] that it istoo complex and doesn't scale well.

2.2.4 QoS Support for IP Services at the Physical L ayer

2241 |Pover SONET

Synchronous Optical Network (SONET) / Synchronous Digital Hierarchy (SDH) isa
physical layer technology designed to provide a universal transmission and multiplexing
scheme, with transmission rates in the gigabit per second range, and a sophisticated Operations
and Management system [MAN98][PAG].

SONET isastandard for connecting fibre-optic transmission systems and transports

user datain containers. It defines interface standards at the physical layer of the OSI moddl.
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SONET establishes OC levels from 51.8 Mbps to 2.48 Gbps and beyond. However, SONET
was originally designed to facilitate the transport of existing plesiochronous signals and so
many of the container capacities are dimensioned accordingly [McD].

As SONET isaphysica layer protocol and IP is anetwork layer protocol, according to
the OSI 7-layer model, amediating data link layer protocol is required between the two.

The physical layer isresponsible for transmitting raw bits over a communication
channel. The datalink layer isresponsible for converting the raw bit stream offered by the
physical layer into a stream of frames for use by the network layer. The network layer is
concerned with getting packets from the source to the destination and deals with such issues as
packet routing and congestion control in a subnet.

Although SONET islogically described as a series of “frames’, from adata link layer
perspective it is nothing more than a series of octets. In order to be able to map IP packets into
an SONET Payload Envelope (SPE) [TRI98] we need to be able to clearly determine the
beginning and end of a packet (or multiple packets) within the SPE. The Point-to-Point
Protocol (PPP) datalink protocol is normally used to provide I P packet delineation [RFC1661].

SONET has the ahility to offer very simple traffic engineering mechanisms although at
present their implementation is proprietary. Traffic can be ‘fairly’ transported along physical
links within containers. At Add and Drop Multiplexers traffic can be  switched’ onto different

paths as shown in Figure 2-8.

Traffic along this path has exceeded the bandwidth availability

Traffic re-routed along alternative paths

Figure 2-8 Traffic Engineering within SONET

Here, the network operator has agreed to transport data between two customer sites.
Traffic can either be transported across the network infrastructure along multiple paths for load
balancing, or amore “service aware” scheme can be employed. For example, traffic that is
delay sensitive can be transported in a container taking a short physical path to the destination,

whilst delay tolerant traffic is transported along a more circuitous route.
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2242 |Pover DWDM

Dense Waveength Division Multiplexing (DWDM) [GAN] has the ability to increase
the capacity of existing networks without the need for expensive re-cabling and can reduce the
cost of network upgrades. DWDM is the process of multiplexing signas of different
waveengths onto asingle fibre. By doing this, it creates many virtua fibres each capable of
carrying a different physical layer signa.

IP over DWDM [SEE2000] [JAIN] isthe concept of sending data packets over an
optica layer using DWDM for its capacity and other operations. The optical layer has been
supplemented with more functionality, which were once in the higher layers. This creates an
all-optical network where all management is carried out in the network and photonic layers
[CRO99]. Where possible, the optical network can provide end-to-end services completely in
the optical domain, without having to convert the signal to the electrical domain during transit.
Transmitting IP directly over DWDM is able to support bit rates of OC-192 (Optical Carrier).

DWDM'’s ahility to transport traffic along different wavelengths along the same
physical path allows DWDM to offer abasic form of traffic engineering. By assigning different
traffic classes to different wavelengths, traffic can be routed along particular nodes and links
within the network as illustrated in Figure 2-9 where two wavelengths are supported on each
link.

Delay insensitive traffic routed viaA E Fand B

Figure 2-9 Traffic Engineering within DWDM

In this figure a considerable amount of traffic is to pass between nodes A and B.
However, the “green” wavelength is dready in use for transporting other traffic between nodes
A and D and D and B. The operator thus chooses to send some of the traffic from A, destined
for B, using the “red” wavelength vianodes A-D-B. Additional traffic from A to B issent viaa
“green” wavelength path along alonger dternative route. By using a suitable packet filter at
node A, premium service packets can be transported along the short “red” route to node B,

whilst “best effort” services take the longer green route.
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2.2.5 Summary

Chapter 2 has described a variety of mechanisms and procedures that alow traffic
engineering philosophies to be deployed within the Internet. 1t has described various schemes
capable of discriminating between different classes of service. Some or these can be applied to
large-sca e networks, as they do not require any form of per-user information processing or state
storage. Whilst others support QoS on a per-flow basis. The chapter has also described service
architectures for the transport of IP over wide area networks. However, many of these schemes
involve simply overlaying IP over lower layer technology such that the underlying layers are
unable to discriminate between different network layer service classes. The following Chapter 3
describes a protocol caled Multiprotocol Label Switching that provides anew “1P aware”
datalink layer technology with inherent traffic engineering capabilities.
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Chapter 3: Multiprotocol Label Switching

3.1 Oveview

Multi-Protocol Label Switching (MPLS) [ROS99b] has evolved from the fast IP
switching solutions proposed in the mid-1990s from a plethora of companies such as Ipsilon,
Cisco and IBM [RFC1987]. Intraditional network layer routing, as arouter receives a packet it
makes an independent forwarding decision for that packet. Each router analyses the packet’s
header and performs a best match routing table lookup to make an independent decision asto
what the next hop for the packet should be.

MPLS emerged from the IETF s effort to standardise these proprietary solutions, with
the primary objective of integrating label switched forwarding with network layer routing
[SEM2000a]. Label switching is expected to:

Address scalability issues and overheads that were associated with |P-over-ATM
overlay networks.

Enable forwarding to occur at terabit speeds by simplifying the operation in the core of
the network.

Provide support for new routing capabilities that enhance conventiona |P routing
techniques, by offering connection-like benefits with traffic classification capabilities.

MPLS has a number of potential benefits over existing pure datagram routed networks
[CAL99a:

Smplified Forwarding: Label switching allows packet forwarding to be based on an
exact match for afixed length label, rather than alongest match algorithm applied to alonger
address as used in normal datagram forwarding.

Efficient Routing: MPLS alows the explicit route to be carried only at the time that the
label switched path is set up, and not with each packet. Whereas with datagram routing the
explicit route has to be carried in each packet and this causes alarge overhead.

Traffic Engineering: Enables the loading on links and routers to be balanced throughout
the network, thisis an important concept in networks where aternative paths are available.
Traffic Engineering can be achieved somewhat by adjusting the metrics associated with network
links in datagram routing. However, in a network with alarge number of aternative paths
between any two points, balancing traffic levels on dl linksis difficult to achieve solely by
adjusting the metrics used with hop by hop datagram routing.
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Mapping | P packets to Forwarding Equivalence Classes: MPLS allows the mapping of
I P packets to FECs to occur only once at the ingressto an MPLS domain. In the case of
datagram routing, |P packets would be mapped to a service level that would require packet
filtering based on source and destination addresses and incoming interface, etc. Also some
information such as the incoming interface is only available at the ingress node to the network.
Thisimplies that the preferred way to offer provisioned QoS is to map the packet at the ingress
point to the preferred QoS level, and then label the packet in away to acknowledge that. MPLS
offers an efficient method to label the QoS class associated with any packet.

Smple Forwarding Paradigm: MPLS offers a simple forwarding paradigm that enables
the support of multiple types of service on the same network, regardless of the control plane
protocols used to formulate the forwarding tables. MPLS can be deployed within switches that
are not capable of analysing the network layer header, but are able to do alabel lookup and
replacement. Where each label is a short fixed length size, lookup and swapping can be

efficiently performed in hardware.

Initially MPLS was focused its efforts on IPv4 over ATM, however the aim is to extend
thisto cater for multiple network layer protocols, i.e., IPv6, IPX, etc., over any datalink
technology.

It should be noted here that although many researchers within the IETF MPLS WG
refer to MPLS packets, and the author will continue to follow this convention, they are actually
MPLS frames containing layer 3 protocol data units (PDU) such as I P packets.

In traditional network layer routing, as arouter receives a packet it makes an
independent forwarding decision for that packet. Each router analyses the packet’s header and
performs a routing table lookup to make an independent decision asto what the next hop for the
packet should be.

In MPLS, packets are assigned to a Forwarding Equivalence Class (FEC) at the ingress
router located at the edge of the MPLS domain. The FEC to which they are assigned to can be
dependent on a number of attributes including the address prefix in the packet’ s header, or the
port the packet arrived on. However, the assignment of a packet to aFEC is done just once, as
the packet entersthe MPLS domain. The FEC to which the packet is assigned is encoded as a
label, and is sent along with the packet when it is forwarded to its next hop, along with al the
packets within the flow. A flow within an MPLS domain is defined as a stream of packets
belonging to an application. Intermediate routers receiving this packet do not examine the
network layer header. The label isused as an index into a table specifying the next hop and a
new label with which to replace the old incoming labdl, asillustrated in Figure 3-1.
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Figure3-1 1P and MPL S Forwarding Techniques Compar ed

3.2 Principal Conceptsin MPLS

A key concept in MPLS is the separation of an IP router’ s functions into two parts:
forwarding and control [CHE99] The forwarding part is responsible for how data packets are
relayed between IP routers, using label swapping similar to ATM switching' s virtual path/
virtual channd identifier. The control part consists of network layer routing protocols to
distribute routing information between routers, and label binding procedures for converting this
routing information into the forwarding tables needed for label switching, as shown in Figure
3-2. It should be noted that MPL S is hot a routing protocol — but is afast forwarding
mechanism that is designed to work with existing Internet routing protocols such as Open
Shortest Path First (OSPF) [RFC1247], or the Border Gateway Protocol (BGP) [RFC1771].
This separation of the two components enables each component to be developed and modified

independently.
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3.2.1 LDP Componentsand M echanisms

A fundamental concept in MPLS isthat two Label Switching Routers (L SRs) must
agree on the meaning of the labels used to forward traffic between them and through them. This
understanding is achieved by employing a set of signalling procedures, called alabel
distribution protocol [AND99], by which one LSR informs another of the label / FEC bindings
it has made. Two LSRswhich use alabel distribution protocol to exchange label / FEC binding
information are known as “label distribution peers’ with respect to the binding information they
exchange. If two LSRsare label distribution peers, a“label distribution adjacency” exists
between them. Thisthesisrefersto the Label Distribution Protocol (LDP) although the author
appreciates that there a number of different label distribution protocols being standardised as
described in [JAM99a], [REK 99] and [AWD2000].

The LDPisaprotocol defined for distributing labels. It isa set of procedures and
messages by which LSRs establish Label Switched Paths (L SPs) through a network by mapping
network layer routing information directly to data-link layer switched paths.

LDP associates a FEC with each LSP it creates. The FEC associated with an LSP
specifies which packets are mapped to that LSP. L SPs are extended through a network as each
L SR maps incoming labels for a FEC to the outgoing label to the next hop for the given FEC.

The following sections outline the various components, mechanisms and procedures
deployed within the MPL S architecture, however more information is provided in [AND99]
and Figure 3-3 illustrates a typical MPLS domain.
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3.21.1 Labd Switch Router

A Label Switch Router (LSR) isadevicethat is capable of forwarding packets at layer
3 and forwarding frames that encapsulate the packet at layer 2. The label swapping mechanism
isimplemented at layer 2.

3.2.1.2 Label Edge Router

A Label Edge Router (LER) is both arouter and alayer 2 switch that is capable of
forwarding MPLS frames to and from an MPLS domain. It performsthe IPto MPLS FEC
binding including the aggregation of incoming flows. It aso communicates with interior MPLS
L SRs to exchange label bindings. Often referred to as an ingress or egress LSR, becauseit is
situated at the edge of a MPLS domain.

3.21.3 Labd Switch Path
A Label Switch Path (LSP) is an ingress-to-egress switched path built by MPLS nodes
to forward the MPL S encapsul ated packets of a particular FEC using the label swapping

forwarding mechanism. Itissimilar to the concept of Virtual Channels within an ATM context.

3.21.4 Forwarding Equivalence Classes

A Forwarding Equivalence Class (FEC) is a set of packets that are treated identically by
arouter, i.e., forwarded out the same interface with the same next hop and label, and assigned
the same class of service. When a packet enters the MPLS domain at the ingress node, it is
mapped into a FEC. The mapping can be done according to a number of factors, i.e., the
address prefix, source/destination address pair, or ingressinterface. At the current moment
there are three defined FEC elements, an address prefix, router ID and flow (source/destination
port and |P addresses). A group of 1P packets that are forwarded over the same path and treated
in the same manner and can be mapped to asingle label by aLSR, as shown in Figure 3-4.

47



PP P 1P
FRATM|FR/ATM MPLS MPL-8- FRIATM|FR/ATM
PH® | PHY PHY ‘pH’Y PHY ‘pHEY PHY | PHY-|-»

LER LSR LSR LER
— S8 68—/
1P1
- me
. ]

Figure 3-4 Forwar ding Equivalence Classes

3215 Labd

A label isashort, fixed length, locally significant identifier that is used to identify a
FEC. A packet may be assigned to a FEC based on its network layer destination address;
however, the label does not directly encode any information from the network layer header. A
labelled packet is a packet into which alabel has been encoded. The label may residein an
encapsulation header that exists specifically for this purpose, called an MPLS ‘shim’ header, or
astack entry asit is often referred as, shown in Figure 3-5°. Alternatively, it may residein an
existing data link aslong asthereis afield that is available for that purpose
[ROS2000a][WOR2000]. The 32-bit MPLS header contains the following fields:

Label field (20-bits), carries the actua |abel value.

Experimenta field (3-bits), not yet defined.

S (1-hit), Stack supports a hierarchical label stack.

TTL (8-bits) Time-To-Live an inherent part of |P functionality.

‘Shim’ Header
A
' I

Payload | L3 |Label | Exp | S | TTL| L2

Figure3-5 MPLS ‘shim’ header

In assigning and distributing labels, there are two possible label spaces: per interface
label space and per platform label space.
Per interface label space allows labels are used for interfaces that use interface

resources for labels, e.g., an ATM interface that uses VCls as labels.

® This diagram illustrates a generic encapsulation, however it would differ for alternative data link frames.
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Platform label spaces are used when a single label space is partitioned across multiple

interfaces.

3.21.6 Labd Stack

A Label Stack is an ordered set of labels appended to a packet that enablesit to
explicitly carry information about more than one FEC that the packet belongs to and the
corresponding L SPs that the packet may traverse. The label stack is represented as a sequence
of “label stack entries’ appearing after the data link layer headers, but before any network layer
headers. The entries can be ‘ pushed’ i.e., placed onto the stack or ‘ popped’ i.e., removed from
the stack. LSP1 and LSP2 labels can be stacked inside MPL S frames with label LSP3, as
shown in Figure 3-6. Label stacking enables ‘tunnelling’ to occur within an MPLS domain as
explained in Section 3.2.1.17.

Figure 3-6 Label Stacking

3.2.1.7 Labd Encapsulations
MPLS isintended to run over multiple data link layers such as:
ATM: where the label is contained in the VPI/VCI field of the ATM header.
Frame Relay: where the label is contained in the DLCI field in the FR header.
PPP/LAN: where the ‘shim’ header is inserted between the layer two and three headers.
Additional ‘shim’ labels can be stacked.

3.21.8 Upstream and Downstream L SRs

R1 and R2 are L SRs as shown in Figure 3-7, where they have agreed to bind alabel L
to FEC F, for packets sent from R1to R2. Therefore with respect to this binding R1 is said to
be the ‘upstream LSR’ and R2 is the ‘downstream LSR’. R2 informs R1 of the binding & and

R1 keeps arecord of it, and usesiit to forward frames with the new binding ©.

49



Upstream @ Downstream

Figure 3-7 Upstream and Downstream L SRs

3.2.19 LDP Discovery

LDP discovery is a mechanism that enables a L SR to discover potential LDP peers.
There are two types of discovery mechanisms, Basic Discovery and the Extended Discovery
mechanism. This section describes the Basic approach. The Extended approach falls outside
the scope of this thesis but is described in [ [AND99]].

To engagein LDP Basic Discovery a L SR periodically sends LDP Link Hello
messages. Hello messages are sent as UDP packets addressed to the ‘well-known” LDP
discovery port for the “al routers on this subnet” group multicast address as shown in Figure
3-8. A Hello message contains the LDP Identifier for the label space the L SR intends to use for
theinterface. Receipt of a Hello message on an interface identifies a‘Hello Adjacency’ with a
potential LDP peer reachable at the link level on the interface as well as the |abel space the peer

intends to use for that interface.

UDP Hello

>

&L &S

UDP Hello

TCP Open
>

& &S

Initialisation

IP L abel request >

%4 LZ%

Label mapping

Figure 3-8 Discovery Procedures
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3.2.1.10 LDP Session and Establishment

The exchange of Discovery Hello messages between two LSRs triggers the LDP session
establishment. Thisis atwo step process.

Transport connection establishment

Session Initidisation

Transport Connection Establishment

The exchange of hellos resultsin the creation of a Hello Adjacency at LSR1 that serves
to bind the link L and the label spaces LSR1:a and LSR2:h.

If LSR1 does not aready have an LDP session for the exchange of label spaces LSR1:a
and LSR2:b it attempts to open a TCP connection for a new LDP session with LSR2.

L SR1 determines the transport addresses to be used at itsend (A1) and LSR2's  end
(A2) of the LDP TCP connection. Address A1l is determined as follows:

a) If LSR1 uses the addressfield in the Hello's it sends to L SR2 to advertise an
address, Al isthe address L SR1 advertises.
b) If LSR1 does not use the address field, Al is the source | P address used in

Hellosit sendsto LSR2.
Similarly, address A2 is determined as explained above.

2. LSR1 determines whether it will play the active or passive role in session
establishment by comparing addresses A1 and A2 as unsigned integers. If A1> A2, LSR1
plays the active role; otherwise it is passive.

3. If LSR1lisactive, it attempts to establish the LDP TCP connection by connecting to
the well-known LDP port at address A2. If LSR1 ispassive, it waits for LSR2 to establish the
LDP TCP connection to its well-known LDP port.

3.2.1.11 Session Initialisation
After LSR1 and LSR2 establish atransport connection they negotiate session
parameters by exchanging LDP Initialisation messages. The parameters negotiated include
LDP protocol version, label distribution method, timer values and VPI/VCI ranges for ATM.
Successful negotiation completes establishment of an LDP session between
LSR1 and LSR2 for the advertisement of label spaces LSR1:a and LSR2:b.
After aconnection is established, if LSR1 is playing the active roleg, it initiates
negotiation of session parameters by sending an Initialisation messageto LSR2. If LSR1 is

passive, it waits for LSR2 to initiate the parameter negotiation.
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By waiting for the Initialisation message from its peer the passive LSR can
match the label space to be advertised by the peer with a Hello adjacency previoudly created
when Hellos were exchanged.

1. When LSR1 playsthe passive role:

a) If LSR1 receives an Initialisation message it attempts to match the LDP
Identifier carried by the message PDU with a Hello adjacency.

b) If thereis amatching Hello adjacency, the adjacency specifies the local 1abel
gpace for the session. Next LSR1 checks whether the session parameters proposed in the
message are acceptable. If they are, LSR1 replies with an Initialization message of its own to
propose the parameters it wishes to use and a KeepAlive message to signa acceptance of
LSR2's parameters. If the parameters are not acceptable, LSR1 responds by sending a Session
Rej ected/Parameters Error Notification message and closing the TCP connection.

C) If LSR1 cannot find a matching Hello adjacency it sends a Session
Rejected/No Hello Error Notification message and closes the TCP connection.

d) If LSR1 receives a KeepAlivein response to its I nitialization message, the
session isoperational from LSR1's point of view.

e If LSR1 receives an Error Notification message, L SR2 has rejected its proposed

session and LSR1 closes the TCP connection.

2. When LSR1 playsthe active role:

a) If LSR1 receives an Error Notification message, L SR2 has rejected its proposed
session and LSR1 closes the TCP connection.

b) If LSR1 receives an Initialization message, it checks whether the session
parameters are acceptable. If so, it replies with a KeepAlive message. If the session parameters
are unacceptable, LSR1 sends a Session Rejected/Parameters Error Notification message and
closes the connection.

C) If LSR1 receives a KegpAlive message, LSR2 has accepted it proposed session
parameters.

d) When LSR1 has received both an acceptable Initidization message and a
KeepAlive message the session is operational from LSR1's point of view.

As described it would be possible for a pair of incompatibly configured L SRs that
disagree on session parameters to engage in an endless sequence of messages as each Negative
Acknowledgements (NAKS) the other's Initialization messages with Error Notification
messages.

However, an LSR must throttle its session setup retry attempts with an exponential
backoff in situations where Initialization messages are being NAK'd. It is aso recommended

that an L SR detecting such a situation take action to notify an operator. The session
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establishment setup attempt following a NAK'd Initiaization message must be delayed no less
than 15 seconds, and subsequent delays must grow to a maximum delay of no lessthan 2
minutes. The specific session establishment action that must be delayed is the attempt to open
the session transport connection by the LSR playing the active role.

The throttled sequence of Initialization NAKsis unlikely to cease until operator
intervention reconfigures one of the LSRs. After such a configuration action there is no further
need to throttle subsequent session establishment attempts (until their initialization messages are
NAK'd). Dueto the asymmetric nature of session establishment, reconfiguration of the passive
L SR will go unnoticed by the active L SR without some further action. Section 3.2.1.14
describes an optional mechanism an LSR can use to signa potential LDP peersthat it has been

reconfigured.

3.2.1.12 Maintaining Hello Adjacencies

An LDP session with a peer has one or more Hello adjacencies. An LDP session has
multiple Hello adjacencies when a pair of LSRsis connected by multiple links that share the
same label space; for example, multiple PPP links between a pair of routers. In this situation the
Hellos an L SR sends on each such link carry the same LDP Identifier. LDP includes
mechanisms to monitor the necessity of an LDP session and its Hello adjacencies. LDP usesthe
regular receipt of LDP Discovery Hellos to indicate a peer's intent to use the label space
identified by the Hello. An LSR maintains a hold timer with each Hello adjacency that it
restarts when it receives a Hello that matches the adjacency. If the timer expires without receipt
of amatching Hello from the peer, LDP concludes that the peer no longer wishes to label switch
using that label space for that link (or target, in the case of Targeted Hellos) or that the peer has
failled. The LSR then deletes the Hello adjacency. When the last Hello adjacency for aLDP
session is deleted, the L SR terminates the LDP session by sending a Notification message and

closing the transport connection.

3.2.1.13 Maintaining LDP Sessions

L DP includes mechanisms to monitor the integrity of the LDP session. LDP usesthe
regular receipt of LDP PDUs on the session transport connection to monitor the integrity of the
session. An LSR maintains a KeepAlive timer for each peer session which it resets whenever it
receives an LDP PDU from the session peer. If the KeepAlive timer expires without receipt of
an LDP PDU from the peer the LSR concludes that the transport connection is bad or that the
peer has failed, and it terminates the LDP session by closing the transport connection. After an
L DP session has been established, an LSR must arrange that its peer receive an LDP PDU from
it at least every KeepAlive time period to ensure the peer restarts the session KeepAlive timer.
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The LSR may send any protocol message to meet this requirement. In circumstances where an
L SR has no other information to communicate to its peer, it sends a KegpAlive message. An
L SR may choose to terminate an LDP session with a peer at any time. Should it choose to do so,

it informs the peer with a Shutdown message.

3.2.1.14 LDP messages

There are four categories of LDP messages that are considered to be essentia in
establishing and maintaining L SPs:

Discovery messages advertise the presence of LSRs.

Session messages establish and maintain LDP messages.

Advertisement messages create, change, and delete label mappings for FECs.

Notification messages carry advisory and error information.

All LDP messages have the format shown in Table 3-1. If an LSR does not recognise a
message, the U (unknown message) bit tells the LSR whether to notify the sender. The 15-hit
message type field identifies an LDP as one of 10 defined types:

Hello message for LDP discovery.

Initialisation message for LDP session establishment.

Keep Alive message to maintain the continuity of an LDP session in absence of other
messages.

Address message to advertise interface addresses.

Address Withdraw message to withdraw previously advertised interface addresses.

Label Mapping message to advertise label bindings.

Labe Request message to request alabel binding for an FEC.

Label Withdraw message to break a previoudly established FEC label mapping.

Label Release message to free an FEC label mapping.

Notification message to give advisory or error information about various events.

u M essage Message L ength M essage Mandatory Optional
Type 1D Parameters Parameters

Table 3-1 L DP message format

The 16-bit message length field is the total length of the message in bytes. The 32-bit
message ID is a number that uniquely identifies the particular message. The mandatory and
optiona parameters use a type-length-value (TLV) encoding with the format shown in Table
3-2. If an LSR does not recognisethe TLV, the U (unknown TLV) bit tells the L SR whether to
notify the sender and ignore the entire message, or ignore the TLV and process the remainder of
the message. If an L SR does not recognise the TLV and the message is to be forwarded, the F
(forward unknown TLV) bit tells the L SR whether to forward the unknown TLV. The 14-bit
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type field indicates the type of message. The 16-bit length field is the length of the value field
in bytes.

U F Type Length Vaue

Table3-2 TLV encoding

3.2.1.15 Data Structures

This section describes the various data structures that are required for the establishment
and maintenance of L SPs they are namely the Next Hop Label Forwarding Entry (NHLFE),
FEC-to-NHLFE (FTN) and the Incoming Label Map (ILM). Figure 3-9 illustrates the various

structures within an MPLS domain.

FEC-to-NHLFE  [NHLFE

. mapping NHLFE
Packet-to-FEC mappi ng and Label Pl NHLFE Label removed and
FEC-to-NHLFE mapping network layer header examined
Ingress LSR EgressLSR

@\ "MPLS Domain //'@
Attach Label é é Remove Label

==y <
Swap Label Swap Label

Figure 3-9 Forwar ding packetsin an MPLS domain

3.2.1.15.1 Next Hop Label Forwarding Entry
The Next Hop Label Forwarding Entry (NHLFE) is used when forwarding a packet

encapsulated inaMPLS framei.e., labelled packet. It contains the following information:
The packet’s next hop
The operation to be performed on the packet:
Replace the top label with anew label
Pop the label
Replace the top labd with a new label and push one or more new labels onto the stack.
The data link encapsulation to use when transmitting the packet
The way to encode the label stack when transmitting the packet
Assigns avalue to the LSP called the LSP-ID.
Any additional information needed in order to properly dispose of the packet.

55




An example of aNHLFE tableis shown in Table 3-3.

Input Input Destination | Operation | Output LSPID Output Port
Labe Port Label IngressID | Value
0:54 3 138.43 Replace 0:81 1 10 2

0:

Table3-3NHLFE

3.2.1.15.2 FEC-to-NHLFE
The FEC-to-NHLFE (FTN) table is used to forward unlabelled packets by trandating

and binding alayer 3 entity to alayer 2 MPLS LSP, it maps each incoming label to a set of
NHLFEs, and can be located at the LERS, where it provides an initial label for the first hop.
Table 3-4 showsthe entriesin atypical FTN.

Input Port | Degtinatio | Output Output Labe
n Port
1 138.43 2 0:54
Table3-4FTN

3.2.1.15.3 Incoming Label Map
The Incoming Label Map (ILM) is located within the core of an MPLS network on the

L SRs, and maps each incoming label to a set of NHLFEs, in order to forward labelled packets,
asshown in Table 3-5.

Destination Input Port Input Labe
138.43 3 0:54
Table3-5ILM

3.2.1.15.4 LDP ldentifiers and Next Hop Addresses
A LSR identifiesitself by asix octet LDP identifier, where the first four octets encode

an |P address assigned to the L SR, and the last two octets identify alabel space within the LSR.
A LSR uses adifferent identifier for each set of label spacesit decidesto use. Before an LSR
can exchange labels with a peer, aLDP session must exist. LDP uses TCP asareliable
transport for sessions.

An LSR maintains learned labelsin a Label Information Base (L1B). When operating
in Downstream Unsolicited mode, the LIB entry for an address prefix associates a collection of
(LDP Identifier, label) pairs with the prefix, one such pair for each peer advertising alabel for
the prefix.
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When the next hop for a prefix changes the LSR must retrieve the label advertised by
the new next hop from the LIB for usein forwarding. To retrieve the label the LSR must be
able to map the next hop address for the prefix to an LDP Identifier. Similarly, when the LSR
learns alabel for a prefix from an LDP peer, it must be able to determine whether that peer is
currently a next hop for the prefix to determine whether it needs to start using the newly learned
label when forwarding packets that match the prefix.

To make that decision the LSR must be able to map an LDP Identifier to the peer's
addresses to check whether any are a next hop for the prefix. To enable LSRs to map between a
peer LDP identifier and the peer's addresses, L SRs advertise their addresses using LDP Address
and Withdraw Address messages. An LSR sends an Address message to advertise its addresses
to apeer. AnLSR sendsaWithdraw Address message to withdraw previously advertised

addresses from a peer.

3.2.1.16 Label Swapping

Label Swapping uses the following procedures to forward labelled and unlabelled
packets.

In forwarding alabelled packet, a L SR examines the label at the top of the label stack,
and examines the ILM to map this label to an NHLFE. With thisinformation it determines
where this packet needs to be forwarded to, and performs an operation on the packet’s label
stack. This operation may mean swapping the incoming label with a new output label, or
replacing the label with anew label and pushing a new label on top, or smply ‘popping’ the
label and examining network layer header. 1t then encodes the new label stack into the packet
and forwardsiit.

In forwarding a packet that is received unlabelled — unlabelled packet, a LSR
determines which FEC to assign the packet to by examining the packet’s network layer header.
Once the packet has been assigned to a FEC, the L SR usesthe FTN to map thisto an NHLFE.
Using the information in the NHLFE, it determines where to forward the packet, and performs
an operation on the packet’s label stack. It then encodes the new label stack into the packet and

forwardsit.

3.2.1.17 Tunndling

A LSR, R1 can cause a packet to be delivered to another LSR R4, even though R1 and
R4 are not consecutive routers on a hop-by-hop path for that packet.

Consider Figure 3-10 wherea LSP isformed by { R1, R2, R3, R4}. Suppose R1
receives an unlabelled packet P, and pushes on its label stack the label to cause it to follow this
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path. Suppose though that R2 and R3 are not directly connected, but are connected via L SRs
{R21, R22, R23} soinfact the LSPis{R1, R2, R21, R22, R23, R3, R4}.

P will have alabel stack of depth 1 when it travels from R1 to R2, at R2 it is determined
that P must enter atunnel. R2 first replaces the incoming label with alabel that is meaningful to
R3 and pushes another label on that is recognised by R21. This new label is now at a depth of
2, resulting in switching occurring at level 2 for R21, R22, and R23. When P arrives at R23, the
top label will be popped and forwarded on the level 1 label that will be recognised by R3, and
used to forward the packet unto R4. This process of label stacking allows LSP tunnelling to
occur to any depth.

(e W L W
k%‘ ﬂ?' kxt*k%‘
R1 R2 - - /

Figure 3-10 Tunnelling

3.2.2 Route Selection

Route selection refers to the method used for selecting the LSP for a particular FEC.
The proposed MPLS protocal architecture supports two options for Route selection: hop by hop
routing, and explicit routing.

Hop by hop routing allows each node to independently choose the next hop for each
FEC. Thisisthe usua mode today in existing IP networks. A “hop by hop routed LSP” isan
L SP whose route is selected using hop by hop routing.

In an explicitly routed LSP, each L SR does not independently choose the next hop;
rather, asingle LSR, generally the LSP ingress or the L SP egress, specifies several (or all) of
the LSRsinthe LSP. If asingle LSR specifiesthe entire LSP, the LSP is “strictly” explicitly
routed. If asingle LSR specifies only some of the LSP, the LSPis “loosely” explicitly routed.

The sequence of LSRs followed by an explicitly routed LSP may be chosen by
configuration, or may be selected dynamically by a single node.

Explicity routing may be useful for a number of purposes, such as policy routing or
traffic engineering. In MPLS, the explicit route needs to be specified at the time that labels are
assigned, but the explicit route does not have to be specified with each IP packet. This makes

MPLS explicit routing much more efficient than the alternative of |P source routing.
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3.2.3 Label Distribution Modes

The MPLS architecture allows two modes of operation for L SRs distributing label
mappings; there is the Downstream on Demand label distribution mode and the Downstream
Unsolicited label distribution mode.

3.23.1 Downstream on Demand L abel Advertisement

The MPLS architecture allows a L SR to explicitly request alabel from its next hop for a
particular FEC. Thisisreferred to as the Downstream on Demand mode, where the upstream
LSR isinvariably responsible for requesting label mappings. Figure 3-11 illustrates L SR1
requesting alabel from LSR2.

Request for Binding
LSR1 > LSR2

S =

Label-FEC Binding

Figure 3-11 Downstream on Demand L abel Advertisement

3.2.3.2 Downstream Unsolicited L abel Advertisement

The MPLS architecture allows a L SR to distribute bindings to L SRs that have not
explicitly requested for them. Thisisreferred to as the Downstream Unsolicited mode, where
the downstream L SR is responsible for advertising alabel mapping to the upstream LSR.
Figure 3-12 illustrates L SR2 delivering alabel binding to LSR1 without L SR1 requesting one.

. S

Label -FEC
Figure 3-12 Downstream Unsolicited Label Advertisement

3.24 LSP Control Modes
There are two control modes that a L SR can exhibit in when establishing a LSP: they
are Independent LSP Control and the Ordered LSP Control.
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3.24.1 Independent Label Distribution Control

In Independent Label Distribution Control, each LSR may advertise alabel mapping to
its neighbours whenever it chooses. If aLSR is operating in the Independent Downstream on
Demand mode, it may reply to arequest for label mappings without waiting to receive alabel
mapping from the next hop. When operating in the Independent Unsolicited mode, a LSR may
advertise alabel mapping for a FEC to its neighbours whenever it is prepared to label-switch
that FEC.

3.24.2 Ordered Labd Distribution Control

In this mode of operation, a LSR may only transmit alabel mapping for a FEC for
which it has received alabel mapping for the FEC from the next hop, or for which it is the
egress. Beforethe LSR can pass label mappings to upstream LSRs, it must wait to receive a
label from a downstream L SR in the case where the LSR is not the egress or where no mapping

hitherto exists.

3.25 Label Retention Modes

There are two modes of retaining received labels employed within the MPLS
architecture; they are the Conservative Label Retention and Liberal Label Retention modes.
Consider Figure 3-13, where LSR1 has received label bindings from all its possible next hops to
L SR5.

LSR2

==

Binding fo‘rl_?/
LSR3 LSR5

Binding for LSR5 % %
Binding for \
h e

LSR4

Figure 3-13 Label Mapping Distribution
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3.25.1 Conservative Labe Retention Mode

When operating in the Downstream Unsolicited Advertisement mode it is possible to
receive label mappings for al routes from all peer LSRs. In the conservative labd retention
mode, label mappings are only retained if they are received from avalid next hop and will be
used to forward packets. |If Downstream on Demand is being used, a L SR will request alabel
only from the next hop L SR according to the routing protocol. In the case were label
conservation is required, asin an ATM switch, Downstream on Demand is favoured aong with
the conservative label retention mode. The conservative mode is advantageous in that only
labels needed for forwarding packets are allocated and maintained. Thisis particularly
important in LSRs where the label spaceislimited asin an ATM switch. In Figure 3-14 LSR1
retains only the label binding it has received from the valid next hop to LSR5, i.e., LSR4.

<

Label bindings
for LSR5

L SR4'slabel
LSR2-clabal LSR1

=
=y

Figure 3-14 Conservative Label Retention

3.25.2 Liberal Label Retention Mode

In this mode every label mapping received from a peer LSR isretained regardless of
whether the LSR is the next hop for the advertised mapping. The principle advantage of the
liberal label retention mode is that reacting to routing changes can be quick as the labels dready
exist. The main disadvantage is that unneeded labels are distributed and maintained. In Figure
3-15 LSR1 retains all the label bindings from all its possible hopsto LSR5.
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Figure 3-15 Liberal Label Retention

3.2.6 LSP Establishment and M aintenance

Aningress LER may decide that it does not want to set up a LSP for every possible
destination in its routing table, and instead may forward some packets using conventionally
network layer routing. The destinations to which it chooses to establish a L SP will be assigned
toaFEC. It may choose to assign all possible destination addresses reachable from it to FECs,
each being encoded as a short fixed length label, as shown in Table 3-6. Once the ingress LER
has assigned al the packets to a FEC, it needs to obtain alabel for each FEC entry initstable
using a method called label distribution.

Destination FEC L abel
Address

153.43.17.6 153.43 | 0:54
138.54.32.2 138.43 | 0:35

Table 3-6 FEC-to-Label Binding

The mode of label distribution used within this research is Downstream on Demand
Conservative Label Retention, where aLSR explicitly requests alabel binding for a FEC from
its next hop. An awareness of its neighbours is available from the hello protocol [AND99].
Once a path has been identified using a standard routing protocol such as OSPF, the ingress
node formulates a Label Request message for the particular FEC, and forwards it to the next hop
along the path that it wishes to establish, ©, as shown in Figure 3-16. When a L SR receives the
messsage and determinesthat it is not the egress LER it forwards it to the next hop. When a
L SR determinesthat it is the egress LER for that particular FEC it assigns alabel and sends a
Label Mapping message, (©, whose format is shown in Figure 3-19, with the label enclosed to
the source of the Label Request message. When a L SR receives a Label Mapping message from
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the next hop, a Label Mapping message is propagated upstream until the ingress LSR for that
FEC isreached, ¢. Once the label has been received, a L SP has been set up between the

ingress and egress L SRs, as shown Figure 3-20.

FTN

1/P Port | Destination| O/P Port|O/P Label

1 13843 | 2 0:54

Destination| I/P Port|l

/P Label

138.43 3

0:54

E

138.43.0.0

Destination| /P Port|I/P Label

138.43 3 0:81

Figure 3-16 L SR Label Distribution

This label request message, whose format is shown in Figure 3-17 propagates along a

number of LSRs until it reaches the egress for that FEC. A LSR determinesit is the egress for

that FEC if any of the following conditions apply:

If its next hop is not MPLS aware, or

If the operation is to remove the label and examine the network layer header,
If the destination address matches the same subnet as one that is directly connected to

one of itsinterfaces.

Upon receipt, a LSR determinesiif it has previoudy sent a Label Request message for

that FEC to its next hop. Figure 3-18 illustrates a flow diagram of the process a L SR undergoes

on receiving a Label Request message.

0 |[Label Request (0x401] Message Length
Message ID
0 0 FEC TLV Length
Prefix (2) Address Family PreLen
Prefix

FEC TLV - FEC for which alabel is being requested

FEC

Prefix - An address prefix encoded according to the Address
Family field.

Address Family - encoding of the address family for the
address prefix in the Prefix field.

PrelLen - Length of the address prefix that follows in bits.
Prefix - An address prefix encoded according to the Address
Family field

Figure 3-17 Label Request TLV
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Figure 3-18 Flow Diagram of the L abel Request Procedures
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0 |[Label Mapping (0x400) Message Length
Message |ID
0 0| FEC (0x100) Length Generic Label - used to encode |abels for use on links for
) ) which label values are independent of the underlying
Prefix (2) Address Family PreLen | |ink technology. E.g., PPP and Ethernet.
Label - 20 hit label value
Prefix
0 0 | Generic Label Length
Label

Figure 3-19 Label Mapping message for mat

FTN

I/P Port | Destination| O/P Port| O/P Label

1 13843 | 2 0:54

153.43.0.0
138.43.0.0
ILM ILM
Destination I/P Port(1/P L abel DAestination /P Port I/P Labgl O/P Label O/P Poft

138.43 3 |054 138.43 3 0:81 1

Figure 3-20 L SP Established

A flow diagram of the process a L SR undergoes on receiving a Label Mapping message
isshownin Figure 3-21.
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Figure 3-21 Flow Diagram of the L abel Mapping Procedures

The Labd Mapping message is used by an LSR to distribute a label mapping
for aFEC to an LDP peer. If an LSR distributes a mapping for a FEC to multiple LDP peers, it
is aloca matter whether it maps asingle label to the FEC, and distributes that mapping to al its
peers, or whether it uses a different mapping for each of its peers.

An LSR receiving a Label Mapping message from a downstream LSR for a
Prefix or Host Address FEC element should not use the label for forwarding unless its routing
table contains an entry that exactly matches the FEC el ement.

3.2.6.1 Labe Request Procedures

The Request message is used by an upstream L SR to explicitly request that the
downstream L SR assign and advertise alabel for a FEC.

A LSR may transit a Request message under any of the following conditions:

The L SR recognises a new FEC viathe forwarding table, and the next hop isan LDP
peer, and the L SR does not have a mapping from the next hop for the FEC.

The next hop to the FEC changes, and the L SR does not have mapping from that next
hop for the given FEC.

The LSR receives a Label Request for a FEC from an upstream LDP peer, the FEC next
hop isan LDP peer, and the L SR does not have a mapping from the next hop.

The receiving LSR should respond to a Label Request message with a Label Mapping
for the requested label or with a Natification message indicating why it cannot satisfy the
request.
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When the FEC for which alabel isrequested is a Prefix FEC element or aHost
Address FEC element, the receiving LSR uses its routing table to determine its response.
Unless its routing table includes an entry that exactly matches the requested Prefix or Host
Address, the L SR must respond with a No Route Notification message.

The message ID of the Label Request message serves as an identifier for the
Label Request transaction. When the receiving L SR responds with a Label Mapping message,
the mapping message must include the message ID of the Labd Request message.

3.3 MPLS Traffic Engineering M echanisms

Traffic Engineering within MPLS arises from the network operators' requirement to
provide a network infrastructure that is dependable and offers consistent network performance.
Traffic Engineering alows network operators the ability to re-route traffic flows away from the
“least cost” path calculated by routing protocols and onto potentially less congested physical
paths through the network. As aresult of the unprecedented growth in demand for network
resources and the competitiveness amongst providers', traffic engineering has become the
primary application for MPLS. The goal of traffic engineering is to efficiently use the limited
network resources such that no individual component i.e., router or alink is overutilised or
underutilised [SEM2000b].

The ability of MPLS to support explicit routes, operate over any media infrastructure
and to be able to collect statistics regarding L SPs, suggestsit iswell suited to provide traffic
engineering capabilities.

The IETF have proposed two different protocols for reserving resources within MPLS
namely, Constraint-Based routing, using LDP (CR-LDP) [JAM994], and the Resource
ReSerVation Protocol (RSVP) with extensions [AWD2000], to cater for traffic engineering
within an MPLS domain.

The route for a given LSP can be established in two ways, contral driven (i.e., hop-by-
hop LSP), or explicitly routed (ER-LSP). When setting up a hop-by-hop LSP, each LSR
determines the next interface to route the L SP based on its layer 3 routing topology database,
and sends the label request to the L3 next hop. When setting up an ER-L SP, the route for the
LSPis specified in the “ setup” message itself, and this route information is carried along the
nodes the setup message traverses. All the nodes along the ER-L SP will follow the route
specification and send the label request to the next indicated interface. While the hop-by-hop
L SP follows the path that normal layer 3 routed packets will take, the ER-L SP can be specified
and controlled by the network operators or network management applications to direct the
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network traffic, independent of the L3 topology. In thisway ER-LSP may be used to achieve
network traffic engineering.

MPLS aso provides flexibility for network operators to manage their traffic with both
strict and loose explicit routing. In the case of a strict ER-LSP, a network operator specifies the
exact full route (nodes and interfaces) that the ER-L SP will traverse. Loose ER-LSPsalow
some flexibility for routing and rerouting options, and minimises configuration overhead. In
addition, aloose segment can be adaptive by moving to a new route according to the changes
incurred in the layer 3 routing table. However, this kind of route change is not always desirable
due to stability and control requirements of the operators. In this case, the loose segment
provides a“pinning” mechanism, meaning that an aternative route will only be tried when
failure happens. The following subsections describe how RSVP and CR-LDP can be used in

MPLS networks to reserve resources.

3.31 RSVP

Classical RSVP as specified in RFC 2205 [BRA97], allows routers the flexibility to
retain their connectionless transport behaviour, however RSV P has scalability issues when the
number of sessions increases in the network as stated in RFC 2208 [MAN97]. To enable RSVP
to be deployed within an MPL S environment, the existing protocol needs to be augmented.
RSVP protocol messages are augmented with new objects to support label alocation,
distribution and binding, along with explicit routes. Notable changes have been introduced to
the existing RSV P protocol infrastructure including modification to the “ soft state” mechanism;
where messages are sent periodically to maintain the path, and the refresh mechanisms amongst
others to enable RSV P to support ER-LSPs, al of which have been documented in [AWD2000].
Figure 3-22 illustrates the flow of RSV P messagesin establishing a LSP.

3. Resv message originates.
1. Path message contains 9

Contain the label to use and
2. New path state. Path message
ER path <B,C,D> sent o nrzext node. the required traffic/QoS para

4. New reservation state.
Resv message propagate
upstream
LERA
Ingress
Per hop Path and Resv Per hop Path and Resv Per hop Path and Resv
refresh unless suppressed refresh unless suppressed refresh unless suppressed

Figure 3-22 Extensionsto RSVP to establish an ER-L SP
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3.3.2 CR-LDP

CR-LDP hasits foundations in the existing LDP protocol, and is extended to
incorporate the explicit route information. An explicit route is represented in a Label Request
message as a list of nodes along a congtraint-based route. If the requested path can satisfy the
resources required, labels are alocated by means of Label Mapping messages. Further details
of CR-LDP procedures and features can be found in [JAM99a]. Figure 3-23 illustrates the flow
of messages when CR-LDP is used to establish a L SP.

1. Label request message.
Contains ?}{ path <B.C,D> 2. Request message processed and 3. Request message

next node determined. Path list terminates
modified to <C,D>

LERA | LSRB LSRC LERD

/" Ingress ERLSP / .:]v\ggre;s

i 4, Label mapping m e
6. When LER A recalves 5. LSR C receives label to i PP eSS
label mapping the ER is usein sending datato LER D originares.
established. 9 -

Label tableis updated.

Figure 3-23 CR-LDP Path Establishment

3.3.3 Comparative Analysis of RSVP and CR-LDP

CR-LDPisapart of LDP and employs the same mechanisms and messages as LDP for
discovery, session, establishment, maintenance, label distribution and error handling. Enabling
LDP/CR-LDP to provide network providers with a unified distribution and path setup mode for
MPLS, thus maximising operational efficiency.

RSV P with the appropriate extensions is able to operate in the downstream on demand
label allocation mode. However, if other MPLS modes are required, i.e., downstream
unsolicited, then both LDP and RSV P protocols must be present in the network. This adds
complexity and has a negative impact on the planning and operational costs. Another
disadvantage of this situation is the need to manage more than one network, and the objective of
MPLS was to move away from that.

CR-LDP uses the reliable transport of TCP, so error notification messages are delivered
in aan orderly manner. RSV P runs on raw |P transport and cannot guarantee fast failure
notification, as aresult of this traffic may not be re-routed until the ‘clean up timeout’ interval

has expired which is undesirable in communication networks [L12000].
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CR-LDP uses “hard state” controlled paths that scale well as the number of ER-L SPs
increases in the network. Thisis because unlike the soft state case, once a path is set up there
are no additional messages needed to maintain the path, keeping the number of messages
needed to establish, maintain and release ER-L SPs to a minimum, thus alowing CR-LDP to
scalewel. RSVP on the other hand has a scalability problem, as documented in RFC 2208. As
the number of paths through a node increases, the number of soft-state refresh messagesto
maintain the paths also increases. As documented in RFC 2208 the computational requirement
on the routers increase proportionally with the number of sessions.

In summarising, CR-LDP is an open standard protocol, proposed and accepted by the
IETF MPLS working group and also the ITU SG13 [SMI99]. It does not depend on other
protocols that are outside the range of the MPLS WG, thus providing afew advantages. It can
be enhanced to adopt new network requirements, and it promotes interoperability as
documented in [L12000]. In contrast, RSV P extensions have not yet shown a clear solution for
interoperability in the networks. In terms of traffic engineering, technically, both CR-LDP and
RSVP provide similar signalling functionality. However as noted by [BRI2000], major
modifications to make RSV P applicable for traffic engineering has reduced its feasibility in a
MPLS network. Only Cisco is astrong proponent of the RSV P with extensions approach. As
such, thisthesis focuses on the former signalling mechanism. Figure 3-24 illustrates the
principle difference between RSVP and CR-LDP.

RSVP LDP/CR-LDP
LSR1 LSR2 LSR1 L SR2
PATH >
<+— RESV Path requires Mapping Path establishment is
PATH |—— continuous refreshing. recorded as " hard state’
Databases easily cleared in forwarding database.
<+ . ;
RESV upon link failure Thisresultsin less
PATH > messages but requires the
4—— RESV database to be purged when
PATH > link failure occurs.

<«— RESV

Figure 3-24 Fundamental difference between RSVP and CR-LDP

3.3.4 CR-LSP Establishment and Maintenance

Similar data structures used in establishing and maintaining L SPs are also used in CR-
L SP establishment [JAM99a]. Traffic flows destined for a particular destination are assigned to
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aFEC that is encoded as a L SP expressed as a series of labels. Once alabel has been received
by theingressit is treated as if were received for a packet requiring no specia constraints.

A request at the ingress LSR to set up a CR-LSP might originate from a management
system or an application, the details may be implementation specific. Theingress LSR uses
information provided by the management system or the application, possibly together with
information from the routing database, to calculate the explicit route and to create the Label
Reguest message. A CR-LSPisinitiated by the ingress L SR aong a pre-determined path. The
route for agiven LSP is explicitly routed as specified in the Label Request message, allowing
the route information to be carried along the nodes the Label Request message traverses, from
the ingressto the egress LER. The CR-L SP can be specified and controlled by the network
operators or network management applications to direct the network traffic, independent of the
layer 3 topology. Figure 3-25 illustrates the format of the Label Request message wheniit is
used to set up aCR-LSP.

0 faba Reauest 0140y Mpssgetenan | | ooy . aunique identifier of a CE-L SP within an MPLS network.

Message 1D It is composed of the ingress router 1D and locally unique CR-LSP ID
0 | 0 | FEC (0x100) ‘,ength to that LSR.
Prefix (2) Address Family PreLen Actflag - Action Indicator Flag that indicates the action that should be
Prefix taken if the LSP already exists on the L SR receiving the message.

ER -Hop - IP address of LSR, L bit indicates whether thisis aloose hop
Flag - 8 bit field indicating whether or not the traffic parameters are
negotiable.

Freg. - the delay that may be introduced

Reserved |Actf|ag |_|>cd CR-LSPID
Ingress L SR - Router ID

0/0 | BRTLV SE] Weight - determines the CR-L SP relative share of the possible excess

9|© |ERiipEEN) QR bandwidth above its committed rate.

L] Resaved Fi'e'-e" Peak Rate - maximum rate at which traffic should be sent to the CR-LSP,
IPv4 Address defined in terms of PDR + PBS.

0 |0 [rraf Param(ox810) dlength Committed Rate - rate that the MPL S domain commits to be available to

Flags |F,eq, Ftwved Wl,-gm the CR-L SP, defined in terms of CDR+ CBS.

Excess Burst Rate - used to measure the rate at which the traffic sent on a
CR-L SP exceeds the committed rate.

Route Pinning - applicable to segments of an L SP that are loosely routed,
indicated by the L bit being set, P = 1, indicates route pinning is requested.

Peak Data Rate (PDR)
Peak Burst Size (PBS)

Committed Data Rate (CDR)

e FUE RER(EE) Rescls - the network operator may classify network resources in various ways.
Excess Burst Size (EBS) These classes are known as colours or administrative groups. When CR-LSP
0 |0 RoutePinning (0x823)  lengtn is being established, its necessary to indicate which resource class the CR-LSP
P Reserved can draw from.

SetupPrio/ HoldPrio - specify the priority of the existing CR-LSP.

o

0 | Restis(0x822)  ength
Rescls
SetupPrio | HoldPrio Rlaserved

Figure 3-25 CR-LDP L abel Request message for mat

When a L SR receives a Label Request message containing an Explicit Route (ER), it
must determine the next hop for this path. Selection of this next hop may involve a selection
from a set of possible aternatives. The LSR receiving the Label Regquest message must first
evaluate the first ER-Hop. If the L bit is set in the first ER-HOP indicating thisis aloose LSP

(i.e., the next hop does not have to follows a strict route). If the node is not part of an abstract

72



node (i.e., acollection of nodes described by a symbolic node) described by the first ER-Hop, it
has received the message in error, and should return a Bad-Initial-ER-Hop error. If the L-bit is
set and the local node is not part of the abstract node described by the first ER-Hop, the nodes
selects a next hop that is along the path to the abstract node described by the first ER-Hop. If
thereis no first ER-Hop, the message isin error and the system should return a Bad-Explicit
Routing error. If there is no second ER-Hop, this indicates the end of the explicit route. The
explicit route TLV should be removed from the message.

When the node recognises itself as the egress for the CR-LSP, it returns a Label
Mapping message that will traverse the same path as the L SR message in the opposite direction.
The LSR receiving it determines its response to a Label Request message that is still pending.
A Label Mapping message is generated and sent to the next upstream LSR. When the ingress
node receives a Label Mapping the CR-LSPis set up.

3341 CR-LDP Preemption

Each CR-LSP carries an LSP priority. This priority can be used to allow new LSPs to
‘bump’ or tear down, existing L SPs of lower priority in order to steal their resources. Thisis
especialy useful during times of failure and allows the network operator to rank the L SPs such
that the most important obtain resources before lessimportant LSPs. These are called the
setupPriority and a holdingPriority and 8 levels are provided.

When an LSR is established its setupPriority is compared with the holdingPriority of
existing LSPs, any with alower holdingPriority may be bumped to obtain their resources. This
process may continue in a domino fashion until the lowest holdingPriority L SPs either clear or
their flows are reassigned onto less desirable routes.

However pre-emption in CR-LDP does not allow the operator to determine which

connection can be torn down.

3.3.5 Establishing a CR-L SP to support L oss Sensitive Applications

The network operator and the customer first set up a service level agreement. Two
parameters of interest are the Peak Data Rate (PDR) and the Peak Burst Size (PBS) which are
chosen by the user based on its requirements and are included in the signalling message
[JAM99a]. An indication of whether the parameter values are subject to negotiation is flagged.
Also of importance is the need for the customer and the provider to agree on the actions to be
enforced at the network edge. The specification of these actions may be part of the SLA, but is
not included in the signalling message. To enforce the traffic contract between user and
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network, a policing function carried out in the edge device may be tag or drop packets that
exceed the specified PDR and PBS specifications.

The signalling message is sent in the direction of the ER path and the LSP is established
following the normal LDP procedures. Each LSR appliesits admission control rules. If
sufficient resources are not available and the parameter values are subject to negotiation, then
the LSR could negotiate down the PDR, the PBS or both. The new parameter values are echoed
back in the Label Mapping message. L SRs might need to re-adjust their resource reservations

based on the new traffic parameter values.

3.3.6 Establishing a CR-L SR to support Loss I nsensitive Applications

The user assigns values for the PDR, PBS, Committed Data Rate (CDR), and
Committed Burst Size (CBS), along with the negotiation flag set to indicate whether or not the
respective values are negotiable. Asthe serviceislossinsensitive the frequency is set to
unspecified, i.e., thereis no limit to the number of packets that can be buffered however there is
a need to ensure the packets are not dropped. The actions to be enforced at the network edge are
not included in the signalling message but are specified in the SLA between the user and
provider [JAM99a]. The edge rules might include marking to indicate high discard precedence
for packets that exceed CDR and CBS. The rules may also include dropping packets that do not
conform to the PDR and PBS values. Theingress LER of the CR-LSP is expected to run its
admission control rules and negotiate traffic parameters down if sufficient resources do not
exist. The new parameter values are echoed back in the Label Mapping message. LSRs might

need to re-adjust their resources based on the new traffic parameter values.

3.3.7 Summary

Chapter 3 has described the mechanisms and procedures that are encompassed by the
MPLS protocol. It has explained how packets can be transported through a network along paths
using metrics other than the ‘least cost path’. However, athough the protocol alows for routes
guaranteeing particular ‘ constraints’, as of yet there is no provision to permit dynamic
redistribution of traffic flows along under-utilised L SPs through the network during transient
periods of congestion. The following Chapter 4 describes a scheme called Fast Acting Traffic
Engineering (FATE) which solves the problem of re-mapping flows onto alternative paths or

higher QoS streams during such busy periods.
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Chapter 4: Functionality of Congestion Control

Schemes

4.1 Motivation for Fast Acting Traffic Engineering

Considerable interest in congestion control through traffic engineering has arisen from
the knowledge that although sensible provisioning of the network infrastructure is needed
together with sufficient underlying capacity, these are not sufficient to deliver the QoS required
[BOR98][[SEM2000b]]. Thisisdue to dynamic variationsin load resulting in transient surges
in traffic converging on a particular network component. In operationa 1P networks, it has been
difficult to incorporate effective traffic engineering due to the limited capabilities of the IP
technology. In principle, Multiprotocol Label Switching (MPLS), a connection-oriented |abel
swapping technology, offers new possihilitiesin addressing the limitations by alowing the
operator to use sophisticated traffic control mechanismsi.e., load responsive routing.

However, as yet, the traffic engineering capabilities offered by MPLS have not been
fully exploited. Once labdl switched paths (L SPs) have been provisioned through the service
providers network, there are currently no management facilities for dynamic re-optimisation of
traffic flows. The service level agreements (SLAS) between the network operator and the
customer are agreed in advance of the commencement of traffic flow, and these are mapped to
particular paths throughout the provider’s domain and may be maintained for the duration of the
contract. During transient periods, the efficiency of resource alocation could be increased by
routing traffic away from congested resources to relatively under-utilised links. Some means of
restoring the LSPs to their original routes once the transient congestion has subsided is also
desirable.

Today’ s network operators require the flexibility to dynamically renegotiate bandwidth
once a connection has been set up [SEM2000a], [L12000] preferably using automated solutions
to manage an access switch management algorithm and route connections. Although these
services are aready provided to some extent with provisioning, they tend to occur relatively
infrequently (severa timesin aday) using prior knowledge and manual intervention. There are
currently no mechanisms in place within the network to allow the operator to rapidly change the

traffic paths in response to transient conditions.
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Thisthesis proposes Fast Acting Traffic Engineering (FATE) scheme that solves the
problem of dynamically managing traffic flows through the network by re-balancing streams
during periods of congestion. It proposes mechanisms and procedures that will alow label
switched routers (L SRs) in the network to utilise mechanisms within MPLS to indicate when
flows may be about to experience possible frame/packet loss and to react to it. Based upon
knowledge of the customers’ SLAS, together with instantaneous flow information, the label
edge routers (LERS) can then instigate changes to the L SP route to circumvent congestion that

would hitherto violate the customer contracts.

4.2 Traffic Engineering Context

Consider the scenario depicted below in Figure 4-1. It illustrates an example of an
existing scheduling mechanismi.e.; WFQ with a number of buffers catering for traffic streams
with different QoS constraints. The amount of time the scheduler devotes to each buffer is
dependent on the loss probability threshold predefined for that QoS buffer and its current

provisioned utilisation. Thisisavery simple demonstration of a variant of WFQ.

108
platinum k
106

gold \
N

=) .

bronze k

Figure 4-1 Buffer Configuration

4.2.1 Multi-Service Provisioning Environment

At present the Internet has asingle class of service - “best effort”. Asaresult of this
single service al traffic flows are treated identicaly, there is no priority servicing regardless of
the requirements of the traffic. There have been many attempts to addressing thisissue as
described previoudly in Chapter 2. An existing provisioning scheme that can be applied within
an MPLS environment can be described as follows:

Consider Figure 4-2 which shows a scheduler at each egress port of aLSR. The

scheduler has been programmed to visit each class-based buffer at arate commensurate with the
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loading of that particular buffer and its identified QoS constraint(s) i.e., long-term guaranteed
loss limit.

10 Egress Port A
15M pb/s

§ 20Mb/s

C

ng

Management

Egress Port B

10
15M bls
§ 20M b/i

Figure 4-2 M ulti-Service Provisioning

template

The order and frequency with which the scheduler services each of the buffersis
determined by a port template that may be programmed by the management module and read by
the scheduler. In the scenario depicted, where buffer C would be serviced three times more than
buffer D, the template would take the format shown below in Figure 4-3.

Buffer ID

M
CCCDhCCcCbCCcCDh

Read cycle repeats

Figure 4-3 Example Scheduling Template

A scheduling template is programmed according to a predetermined |oss probability
threshold for each buffer for a given anticipated load. In a situation where the traffic loading
through a buffer stream increases, the management function has the ability to change the
template of the scheduler if deemed appropriate. The management function uses its knowledge
of the traffic characteristics and the current loading to determine whether anew CR-L SP can be

routed through a particular buffer. Whilst attempting to maintain the buffer’s traffic engineering
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congtraints below the specified loss probability. Over a specified time period the loss
probabilities through each buffer stream are recorded and in the event that the loss exceeds a
predefined threshold the management function may decide to ater the templatei.e. the
scheduler’ s rate, to accommodate for the additional loading.

Scheduling reallocation is permissible provided the contracted QoS requirements of the
L SPs traversing the buffer(s) are not violated.

As this method is based on predicted behaviour (estimated over the last time period) it
does not cater for transient fluctuationsin load. It is a provisioning mechanism. The proposed
scheme FATE on the other hand provides a means of dynamically redistributing existing CR-

L SPs between buffers or via aternative paths in response to short term congestion events.

4.2.2 Traffic Flow Provisioning

So far basic provisioning has been considered i.e., mapping L SPs to buffers according
to their particular QoS requirements and the long term loading situation. This mechanism
alows for readjustment of the scheduling templates in response to predicted loading variations.
It isrelatively dow and operates on buffers — it does not provide granularity to respond to issues
associated with individual LSPs.

FATE provides avita fast acting mechanism. It alowsindividual LSPsto be
dynamically remapped to QoS buffers providing a higher service class dong a specified path in
response to transient congestion situations.

Consider the situation where arequest for the silver service class, introduced in Section
4.2 ismade as depicted in Figure 4-4. On receipt of aLabel Request each LSR decides:

Whether it can allocate the bandwidth;

Given the current situation would it be able to alter the scheduling template.

%‘ ‘Silver’ Serviceroute
\ . /
~~~~~~ 2

e
)%

‘Gold’ Service route



Figure 4-4 Traffic Establishment

If LSR 5 is not able to meet either one of those requirements it returns a notification
message to the ingress LER, who on receipt may either decide to request a higher service class
i.e., gold dong the same L SP, or to select an dternative route. The buffer configuration for the
situation previoudly considered isillustrated below in Figure 4-5. The LSRswithin the MPLS
domain are identically dimensioned® as shown previously in Figure 4-1. Each LSR has four
buffer streams each catering for a minimum loss probability which equates to a specific service

class e.g., bronze, silver, gold and platinum.

IngressLER | _, LSR2 LSR3 Egress LER

10 10* 10*
:|.102 :|.102 :|.102 102
. 5 ...... } . }3 ..... ;f .

Additional local traffic causes loss probability
to reach the threshold value for this buffer

10

Figure 4-5 Identical buffer streamsalong a CR-L SP

A class selected at the ingress LER must then be supported by the same buffer streams
within each L SR along the chosen CR-L SP as shown in Figure 4-5. Configuring the buffersin
thisway may lead to inefficiencies in situations of congestion. E.g., if LSR 3 receives a Label
Request whose loss probability requirement it cannot cater for at that moment within its lower
service class but that can be satisfied in ahigher class, it has to be rgjected. In this situation the
ingress LER may decide to renegotiate for a higher service class. Thus alowing for asimplistic
approach to QoS provisioning with the local congestion at LSR 3 resulting in a re-mapping of
the CR-L SP along the entire path, as shown in Figure 4-6.

Ingress LER LSR 2 04 LSR3  _, EgressLER

_..5?94_.._31_.._.3,1‘?f‘_..ﬂ.194_.

Figure 4-6 CR-L SP established through a higher service class

®Thisisin terms of their minimum loss probability threshold for a given service class.
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However, in the situation where the congested L SR had the flexibility to temporarily
map the traffic flows into a higher service class asillustrated in Figure 4-7 may result in amore

complex QoS provisioning but offers a guaranteed service at a price’.

LSR1 LSR 2 4

104 104 LSR3 10" LSR4 104
I D R S,
/ N
102 102 N 102 N, 102
.. } ......... P_ A k — .. } -

Figure 4-7 CR-L SP experiencing mor e than one type of service

The occurrence of this type of situation is not addressed in the FATE scheme, asthe
traffic flows would always experience the same type of service regardless of whether a
particular LSR could cater for it in alower buffer stream than another LSR along the route.

However FATE+ described in Section 4.4 addresses the issue.

4.3 Description of the FATE Scheme

This section describes the mechanisms and procedures that are employed within the

FATE (Fast Acting Traffic Engineering) scheme.

4.3.1 Congestion Detected in a CR-LSP

Aningress LER can determine the contribution it makes to the utilisation of the LSRs
along each LSP, and can set up CR-L SPs® with that limited knowledge. However, it currently
has no knowledge of how those same L SRs are being utilised by other LERs. It isthislack of
information when deciding which LSP may meet an application’s requirement that can lead to
congestion occurring within a downstream LSR. This section proposes a fundamental set of
novel mechanisms that can be employed in the effort to either pre-empt congestion or respond
to its occurrence in a L SR aong which a CR-LSP has dready been established.

" Pricing is beyond the scope of thisthesis, however researchers at QMWC have produced pricing and charging
solutions that can be considered for this situation [M1A99].

8 The terms CR-LSP and L SPs are used interchangeable, the main difference is that CR-L SPs are established based
on congtraints, e.g., explicit route constraints, QoS constraints, etc.
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Assume there are a small number of L SPs maintained in an MPLS domain, such that
the network provider is able to monitor them individually. These LSPswill typically be the

aggregation of a number of individual connections or flows from a customer site’.

.\'”Agre‘s LER " High Priority Buffer EgressLER

I 5 Low Priority Buffer \9
Sources b / Destinations
L SP selected based upon FEC < j —— Priority LSP
characteristics LSR1 sRo —— Best effort LSP

mmm  Lost packet
¥¢  Congestion

Figure 4-8 Congestion detected in the Best Effort Buffer

Consider Figure 4-8 it depictstraffic flowing between sources and destinations passing
through two buffers at each LSR, one catering for priority traffic, i.e., |oss stringent
applications, and one for best effort traffic, i.e., ftp or email. Priority traffic would be assigned
the gold or silver service class and best effort the bronze service class. Although the diagram
shows an individual L SP from a source, that could quite easily represent aggregate L SPs from a
number of customer sites. There are typically many other L SPs passing through each buffer but
this cross traffic is omitted for simplicity in thisillustration. Although hop by hop routing could
be used when setting up L SPs, for traffic engineering purposes there is a need to ensure the
traffic follows a specified path™. Explicit routing is used in the route selection as this allows the
ingress LER to specify al the LSRs along the LSP. The sequence of L SRs followed by an
explicitly routed LSP is chosen by the ingress LER using topological information learned from
alink state database™ in order to compute the entire path pending at the egress LER. Additional
to the path selection process the FATE scheme allows the ingress LER to identify the class of
LSP and so enable it to be directed through the appropriate buffers at each LSR.  With
reference to Figure 4-8 assumes that over time, as aresult of the increased load through LSR1, it
starts to lose packets from the best effort LSP. The author proposes the buffers? be configured
as shown in Figure 4-9 and that each L SR periodically calculates the packet lossin the
individual L SPs passing through each input buffer stream. If the value exceeds a given

® It is highly unlikely that the network provider would be able to manage and control alarge number of connections
or flowsindividually.
19 Not always the “least cost “path asindicated by routing protocolsi.e., OSPF.

" MPLS requires the presence of a separate routing algorithm to construct the link state database.

12 Although the figure shows two buffers, it is possible to increase the number within a LSR.
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threshold i.e., the loss probability assigned to that particular buffer, it is taken as a sign of
possible congestion in that buffer stream, within that LSR.

Loss threshold used
toinitiate an dlarm
106 condition

m Total throughput
~

10 L jﬁ
p »j A\

. . . . Transmission buffer
Relatively loss insensitive traffic or
apoorer QoS tariffed LSPs Weighted Scheduling

Very loss sensitive traffic

Input buffers

Figure 4-9 QoS Buffer Configuration

At the input buffer the number of packets belonging to the best effort LSP and the
number of packets destroyed due to failed insertion are recorded. They are used to calculate the
packet lossin the LSP just before the packets are forwarded to the output buffer, whose sole
purposeis to act as atransmission buffer through which no loss occurs, asillustrated in Figure
4-10.

Egress transmission buffer
I ¢
Ingress link _’Egresslink
g—> Per-class buffering —> I

T

Classinterrogation ' -! Scheduler

Insertion unsuccessful - Successfully inserted packet
destroy packet

Output buffer

Figure 4-10 Packet Loss Calculated at the input buffers

Once the packet loss in the best effort LSP has risen above the predetermined threshold
value, for an extended time period the L SR creates a L DP notification message containing the
proposed Congestion Indication TLV with the format shown in Figure 4-13. In order to
determine what format the TLV should take, there is a need to determine what information
needs to be forwarded and to whom. The aim of sending the Congestion Indication notification
(CIN) message is to indicate to the ingress LER that there are packets being lost from a
particular CR-LSP originating from it, allowing the ingress LER to either:
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1.Decide that the packet lossit is currently experiencing remains sufficiently low for
it to continue to meet its SLA requirements, allowing/permitting no further action to be taken

at thistime.
2.Renegotiate for new quality requirements along the existing L SP*™.

3.Negotiate for new quality requirements along an alternative L SP.

Table 4-1 Decisions made by LER on receiving a Congestion I ndication Notification
M essage

Figure 4-11and Figure 4-12 depict flow diagrams showing how congestion is detected

and the congested L SR’ sresponse to it.

Initialise packet loss count
+—
A

i:=0

No
‘ Has a packet been lost? r——b

Yes v
ii=i+1
i No
=100 ¥
Yes ¢

Calculate the lossin
the buffer.
A

A
No
Doesthe buffer loss \
exceed athreshold ? |

Yes
A

Calculate the flow loss

L No

Does the flow loss
exceed athreshold?

Yes
4

Create Child Alarm Proc%

Figure4-11 L SR Monitoring Parent Congestion Detection

13 Request that the L SP be promoted to pass through a higher priority buffer along the same path, and within the same

LSR.
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Create and forward a
CIN msy
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Set CIN Timer

Has the CIN Timer expired?
No Or
a CIN msg been received?

CIN Timer
not expired

CIN Timer expired

Can CIN msg be
appended ?

Yes

A

Append

Figure 4-12 L SR Child Alarm Process

In order for the ingress LER to act on the received information, it needs to know the
following:
The identity of the LSP that is experiencing congestion.
The current loss in the buffers the LSP is traversing.™*
The LSRsthislossis occurring in.

The current loss the LSP is experiencing.

0| Congestion Indication(0x500)| Msg Length

Message 1D
0|0 LSP-ID TLV Length
Reserved ActFlag Local CR-LSP

Ingress LSR Router ID

0 0| Congestion Modification TLV| Length LSR Router ID - The |P address of the L SR experiencing
congestion.
L SR Router ID Strm - Index of the buffer stream experiencing loss.
Loss Buffer Currently Experiencing - Loss the buffer
Strm | Loss Buffer Currently Experiencing stream given, is currently experiencing.
. Loss Flow Currently Experiencing - Lossthe LSP identified
Loss L SP Currently Experiencing

by the Local CR-LSP valueis currently experiencing.

Figure 4-13 Congestion Indication TLV

14 Although each buffer and its servicing scheduling are dimensioned for a specific CLP, at any time due to traffic
loading the current avail able packet loss within the buffer may have increased or decreased.
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Asaresult of thisinformation, the congested L SR generates a CIN message. This must
contain the identity of the LSR that is experiencing loss, the identity of the CR-LSP along which

packet |oss was detected, and the packet loss the LSP and buffer are currently experiencing.

The congested L SR uses the input port that the packet was received on and the input MPLS
label, as an index into the NHLFE table to obtain the CR-LSP ID. The CR-LSP ID identifies
the Ingress LSR Router ID i.e., originating LER, and the local value assigned by that ingress
LER to identify the CR-LSP initiated by it. The buffer the LSP traverses through at the
congested L SR is obtained using the CR-LSP ID to index a separate Buffer Table whose role is

explained in Section 4.3.3.1. The LSR’s own IP addressisincluded in the message along with

the current packet loss both the LSP and the buffer are experiencing. The CIN message isthen

forwarded to the next hop L SR towards the ingress LER.

Rather than al congested L SRs always generating CIN messages, intermediate L SRs

upon receipt of a CIN message may append relevant information to it concerning their status if

they are also experiencing congestion. If aLSR receives a CIN message shortly after sending

one, it checks the Congestion Indication Table whose format is shown in Table 4-2, to seeif the

timer it has set has expired. If it has not expired, it will simply forward the message without

appending its own information, otherwise it will include itsinformation before forwarding.

Figure 4-14 depicts the flow diagram of the behaviour of aLSR on receiving a CIN message.

|
streami ?

A
Isthis LSR theingress
LER for CR-LSP?

i:=0 For all buffer streamswithin LSR

sthis CR-LSPin buffer

Yes

No
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to msg src - No Routel

.

FINISH

Yes

A
Isthis condition
accepted ?

No

Renegotiate
process

—

Renegotiatie along the
existing route ?

Hasthe CR-LSPloss
exceeded athreshold ?

Yes No

Isthere a Child Alarm
Process active ?

No
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A

o 1

Negotiate
process

4_{

Create Child Alarm
Process

Negotiate along an
aternative route ?

oo |

Forward CIN msg to
upstream LSR

<
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Figure4-14 L SR CIN M essage Receipt
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Timers are used to control the responsiveness of the FATE scheme to traffic loading
transients. For example, when aL SR is congested it can issue a CIN message. In doing so it
sets aretransmission timer. It isnot permitted to issue another message until the timer expires,
thus avoiding signalling storms whilst improving the robustness of the protocol. Alternatively,
if it receives a CIN message on route to the ingress LER from another congested LSR, it can
smply append its own congestion information and set the timer accordingly. In doing so,
avalanches of congestion notification messages towards the ingress LER are prevented. In
addition, stability isimproved by averaging the observed traffic parameters at each LSR and
employing threshold triggers.

Each L SR experiencing congestion records in its Congestion Indication Table the CR-
LSP ID, and the current L SP and buffer loss probability, as shown in Table 4-2. A timer is set.
If when the timer expires, if the LSR is il suffering from congestion, the L SR will send
another CIN message with the updated calculated loss values and reset the timer.

Buffer CR-LSPID Current Loss in | Current Lossin Timer
Stream Ingress|1D Value | CR-LSP Buffer
1 138.37.32.75 | 2 3.78e-03 5.63e-04

Table 4-2 Congestion Indication Table

Associated with each Congestion Indication TLV is a Congestion Modification TLV
parameter as highlighted in Figure 4-13. It allows the congested L SR formulating the CIN
message to include the current losses experienced in the specified LSP and buffer.

When the ingress LER receives a CIN message, it may do any of the actions previoudy
outlined in Table 4-1.

The motivation behind monitoring individual L SPs through a particular buffer stream
stems from the ingress LER’ s need to ensure the SL As between the customers and the MPLS
network are maintained at al times. To enableit to do this, it needs to have knowledge of the
loss encountered by the individual LSPs originating from it. Individual LSPs from a customer
site are aggregated into L SPs that share class based buffer resources. Asaresult of this, the
L SP loss rather than the individual flow lossesis reported back to the ingress LER, who has
knowledge of which flows are affected via the flow/L SP binding information.

By monitoring both the losses experienced by individua LSPs and buffer streams, it
givestheingress LER two averages to consider when deciding whether to renegotiate QoS
requirements along an existing path or a different path, or whether to accept the current
condition. For example, consider when an ingress LER receives an indication that the lossin a

buffer its L SPs are passing through is experiencing a particularly poor loss probability (1 in 10
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%), However the loss probability experienced by the buffer it istraversing (1in 10°) is
acceptable.

The ingress LER has may decide to set a number of CIN messages it should receive
before responding to the congestion notification.

Some means of averaging the loss statistics provides a useful dampening factor. To
prevent an avalanche of CIN messages being sent to asingle ingress LER, the congested LSR
when it determines that more than one CR-LSP traversing its buffersis experiencing a

particularly poor loss probability, will aggregate the CIN messages for those individual buffers.

432 Scalability

Monitoring lossesin individual LSPsis not very scalable, even if those L SPs represent
the aggregation of individual connections or flows from a customer site. It is quite possible that
at any instancein time, aLSR could be expected to handle a very large number i.e., thousands
of these LSPs. Asaresult of this scalability issue, detecting losses in individua L SPs described
previously, may not be aviable option in an MPLS domain expected to maintain alarge volume
of LSPs®. Thisimmediately poses two questions.

How isit possible for an autonomous MPL S network to apply congestion control
mechanisms in a situation were it has numerous flows, some of which may be entering the
domain just after exiting a customers premises, and others on route from or to another
autonomous domain?

How can this service provider ensure the customers SLA is met whilst traversing this
network?

In monitoring a single LSP or a number of L SPs that connect between a specific source
and destination, connected within a single autonomous system, it is quite easy to identify the
ingress and egress LERs, and the exchange of messages can be easily handled under the control
of the operator.

Consider the case when the source and destination are not within the same domain, or
where the MPLS domain is as an intermediary transport ‘pipe’. It isnot possible or desirable
for the operator to determine the absolute source and destination of each L SP.

The author proposes assigning a Virtual Source/Virtual Destination (VS/VD) [SPO98]
pair for the aggregation of L SPs entering the domain at one point and exiting at another point,

using label stacking or tunnelling within the autonomous MPL S domain of interest.

% However [SPO98], explains how operation and maintenance (OAM) cells are used in ATM for fault management
and network performance on a point to point connection basis, thus implying it is possible to monitor alarge number
i.e., thousands of flows or connections.
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All LSPs arriving at a particular ingress LER and exiting at a particular egress LER are
assigned to aFEC. Theingress LER aso known asthe virtua source, is the entry point to the
MPLS domain and it is at this point that an additiona label is ‘pushed’ onto the labd stack, and
used to ‘tunnel’ the packet across the network. On arriving at the egress LER, aso known as
the virtual destination, the label is‘popped’ and the remaining label used to forward the packet.

By employing label stacking within the domain and assigning VSVD pairs, the issue of
scalability is removed whilst allowing the operator control of the L SPs traversing its network. It
allows for efficient utilisation of the limited network resources and the additional capability of
controlling congestion. With the VS/VVD paradigm, the congestion control messages need only
propagate along as far as the virtual source for the ingress LER and to the virtual destination for
the egress LER. With the virtual endpoints of the L SP defined, aggregation of many LSPs can
be treated as an individual LSP as described previoudy Section 4.3.1.

Customer _Payload .
site & Label _— } Stacked Labels
\ 1
Virtual Source | @&=Fa \ 2 o |
(Ingress LER) > unne
% 5 .
\4 @Q\\ / \y/ Virtual
4 tg 4 L 7 Destination
/ S . = (Egress LER)

/@ F =<
To ater | REE e %
MPLS Domain N

Figure 4-15 Using L abel Stacking to confine traffic engineering mechanismsto a particular
MPL S domain and permit aggregation

Figure 4-15 illustrates an example of a LSP entering an MPL S domain managed by a
single operator. At LSR 1, the virtual source, each packet has alabel ‘pushed’ unto its label
stack and is transported across the network viaLSRs 5 and 6. On arriving at LSR 7, the virtual
destination, the label is ‘popped’ and the packet is forwarded based on the next label in the
stack. Figure 4-16 illustrates similar class traffic initially assigned to different LSPs, 1 and 2
being mapped to the same LSP 3, by ‘pushing’ an identical additional label onto their respective
label stacks.
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Figure 4-16 L SP Aggregation of similar class flows

4.3.3 Renegotiation

This section describes the procedures that occur during renegotiation, and the various
proposed data structures that are required, namely the Buffer Table and the Buffer Requirement
Table.

4.3.3.1 Buffer Table

The Buffer Table is maintained by each LSR and used on receiving a Label Request
message containing modified traffic parameters. The LSR uses the received CR-LSP ID within
the Label Request message, to index an entry within the table, to determine what the initia
negotiated parameterswere. A Buffer Table contains the following information:

CR-LSPID (index)

Buffer stream identity

Bandwidth reserved for LSP (current and requested)
Current Loss probability negotiated for the LSP

An example of a Buffer Tableis shown in Table 4-3. When the CR-LSPisinitialy
established, there is only one entry held in the Bandwidth Reserved field within the Buffer
Table, i.e. Current. During the renegotiation processit is possible that there may be two entries
within thisfield, one for theinitia value negotiated i.e., Current and the second for the value
temporarily assigned, i.e. Requested. Once all the LSRs along a CR-L SP have agreed to the

89



negotiated parameter value, the second entry will then be made permanent and assigned to the
Current field, and the entry will no longer be marked as pending, as explained below in Section
4.3.3.3.

CR-LSPID Buffer | Bandwidth Reserved | Loss Pending
IngressID | Value | Stream Probability
138.37.32.75 | 5 2 Current | Reguested | Current El
16
0.5Mb/s | 3Mb/s 2.5e-05

Table 4-3 Buffer Table

4.3.3.2 Buffer Requirement Table

The Buffer Requirement Table is maintained by each L SR within an MPLS domain. It
contains the following information about individual buffer streams within the LSR through
which the LSPs are mapped. As each L SP contains an aggregation of flows this approach is
scaable.

Buffer stream identity

Total bandwidth assigned to buffer stream
Available Bandwidth

Current Average Loss Probability*’

The table is used by each LSR to determine whether it can alocate the additional
resources on receiving a Labd Request message detailing bandwidth requirements and a
minimum acceptable loss probability. Table 4-4 shows an example of atypica Buffer
Requirement Table. In an environment where an MPLS domain supports both CR-LSP's
requiring the reservation of bandwidth and LSP’ s requiring a best effort service, the operator
may reserve a portion of itstotal bandwidth to the requests requiring a best effort service.

Buffer Stream Total Bandwidth Available Bandwidth | Current Average
L oss Probability
1 10Mb/s 5.0Mb/s 3.5e-05

*When the CR-LSP is initially established this value is undefined.
Y This value is updated periodically.
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2 5Mbl/s 2.75Mbl/s 2.5e-04

Table 4-4 Buffer Requirement Table

4.3.3.3 Renegotiation Procedures

On receiving a CIN message the ingress LER extracts the following information: CR-
LSP ID that encodes the Ingress LSR Router 1D and alocally assigned value Local CR-LSP,
fromthe LSP-ID TLV. The LSR Router ID experiencing loss, and the value of packet loss the
L SP and buffer are currently experiencing, from the Congestion Modification TLV. The
Ingress LSR Router ID aong with the Local CR-LSP identifies that this message has been
received by the correct ingress LER. With thisinformation the ingress LER is able to identify
the particular LSP and its traffic parameters.

Theingress LER needs to determine whether it should renegotiate along an existing
LSP for a higher buffer stream offering improved servicing or whether it should negotiate for a
new LSP route. The decision depends on information gathered from Statistical Control
messages explained later in Section 4.3.4. Figure 4-17 illustrates L SPs being switched® from
an existing path ©, on to either a higher buffer stream aong the same path & or along an
aternative path . On determining that a particular buffer stream is suffering loss that exceeds
the predetermined threshold, a CIN message is sent to the ingress <, who upon receipt decides
upon remedial action.

LSR6 LSR5
b b
LSR1 S j\ 3 N LSR 4
¢ jz"\/ ‘\’ // j_‘
Source b SN Lsr2 ’ LSR3 " -/ b Destination
S \ 4
S j__@_._ j ‘/
\\ . /‘/
@ i

B Lost packet
W Congestion

Figure 4-17 Renegotiation Process

18 Strictly speaking the LSP is not switched —it is the flows it contains that are switched.
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4.3.3.3.1 Renegotiation along an Existing LSP within a Higher Buffer Stream

If the ingress LER decides to renegotiate along an existing path for a higher service
class, it will carry out the following procedure: The ingress LER formulates a Label Request
message with the ActFlag set, to indicate that thisis an existing CR-LSP aong which the traffic
parameters need to be modified. The Label Request message contains the newly requested
modified traffic parameters along with the service class it requires. When each LSR receives a
Label Reguest message it uses the globally unique CR-LSP ID as an index into the Buffer Table
as shown in Figure 4-18 to determine which buffer stream the CR-L SP traverses @, the amount
of bandwidth initially reserved i.e. Current, and the loss probability assigned to that CR-LSP
identified by the CR-LSP ID.

The L SR then chooses a higher buffer stream to the one the CR-L SP currently traverses
@. It then determines whether it can alocate the bandwidth and the minimum loss probability
requested within a higher buffer stream. If it can, it temporarily assigns that amount in the new
buffer stream to the Requested field in the Buffer Table @, whilst maintaining the original entry.
It alters the available bandwidth within the Buffer Requirement Table ¢’ and forwards the Label
Request message to the next hop.

Buffer Table

CRLSP-ID Buffer Stream| Bandwidth L oss probability
Ingress|D| Value

h3837.328 13 2 Current Reque:j.ted Current
CRLSP-ID A / 0.5 Undefined 103
L
Request for 8Mb/s of bandwidth
@ Buffer Reguirement Table
@ Buffer stream| Total BW | Available BW | oss Probability
1 10Mb/s 7Mbls 3.5e-02
2 5Mbl/s 2.75Mbl/s 2.5e-03
3 15Mbls 12Mbls 3.0e-05 ]
Buffer Table €)
- idth L iti .
CRLSP-ID Buffer Stream| Bandwidt 0ss @ Buffer Requirement Table
Ingress|D| Value
3837326 13 3 %J;rent ReqtsJeS(é! Clllr(;ilﬂt Buffer stream| Total BW Nailable BW L oss Probability
: 1 10Mb/s \XM bl/s 3.5e-02
38.37.32. 13 2 15 Undefined 103
(L p ndefin 2 smbis | 275\pis | 25003
Buffer Tab/lJ ® ( 3 15Mbls AMbls 3.0e-05
CRLSP-ID Buffer gtr Bandwidth L oss probability
Ingress|D| Value
v
N
h3837.328 13 3 Current Reque:j.ted Current
8 Undefined 104

Figure 4-18 Bandwidth Allocation within a higher buffer stream
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If al the LSRs aong the CR-LSP are able to meet the requirement on receipt the egress
LER will create a LDP notification message containing a proposed RenegSuccess TLV (Figure
4-19) indicating the resources have been reserved and send it to the upstream L SR towards the
ingress LER of the CR-LSP.

0 |Reneg Success (0x501)  Message Length

Message 1D
0 0 LSP- 1D Length
Reserved ActFlag Loca CR-LSP|
Ingress-ID

0 0 | Agreed Parameter TLV Length

Increase/Decrease - 0 = decrease in bandwidth,

Increase/Decre+se Bandwidth Allocated 1 =increase in bandwidth.
Bandwidth Allocated - The change in bandwidth agreed.
Minimum L SP loss probability Minimum LSP loss probability - The minimum loss

probability negotiated for this LSP.

Figure 4-19 Reneg Success TLV

On receiving a RenegSuccess notification message each LSR will permanently assign
the resources to the path, by overwriting the value held in the Current field in the Buffer Table
with the value held in the Requested field and remove the original entry %. The RenegSuccess
notification message is then passed upstream. On receipt of a RenegSuccess message the
ingress LER updates the FEC/label binding to reflect the higher buffer stream through which the
CR-LSP will now be routed.

The Reneg Success natification message includes the CR-LSP ID, along which the
parameters have been agreed™ on, in terms of bandwidith required and minimum LSP loss
probability. The flow diagram depicting the events that occur on receipt of a RenegSuccess
notification message is shown below in Figure 4-20.

1® This document assumes the bandwidth is controlled by the operator by possibly using policing and shaping
mechanisms, but these mechanisms are beyond the scope of this thesis.
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stream.
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Yes

A

Update FEC/label
binding to higher buffer

i

FINISH

Figure 4-20 L SR RenegSuccess Receipt Procedure

If aLSR cannot alocate the additional resource it will send a proposed RenegFailure
TLV within a notification message (Figure 4-21) to the message source and not propagate the
Label Request message any further. The LSR will append to the RenegFailure notification
message the maximum current available bandwidth it can allocate within each of its buffer

streams that are also capable of meeting the minimum loss probability requested.

0 |Reneg Failure TLV Message Length
Message 1D
0 0 LSP-ID Length
Reserved ActFlag Local CR-LSP|
Ingress-1D
. Maximum Bandwidth Available- The maximum amount of
0 0 |Negotiated Perameter  Length bandwidth available whilst meeting the minimum loss
probability.
Strm Maximum Bandwidth Available Strm - The buffer stream that is capable of offering the
maximum bandwidth

Figure 4-21 Reneg Failure TLV

On receipt of a RenegFailure notification message, the L SR will deduce that another
L SR further downstream has been unable to alocate resources for a L SP which traverses one of
its own buffers. A flow diagram illustrating the events that occur on receipt of a RenegFailure

notification message are shown below in Figure 4-22.
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assigned value and send
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Yes

v
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Figure 4-22 L SR RenegFailurereceipt procedure

Using the received CR-LSP ID as an index into its Buffer Table, the LSR will find the
relevant entry ©. The value held in the Requested field is removed @, leaving the original
negotiated value in the Current field, as shown in Figure 4-23.

Buffer Table
CRLSP-ID Buffer Stream| Bandwidth L oss probability
IngressID| Valueg
CR-LSPID
138.37.32.6 13 2 Current|Requested Curreent
\—/ < 0.5 4 10
Q Buffer Table | @
CRLSP-ID Buffer Stream| Bandwidth L oss probability
IngressID| Value
138.37.32.6 13 2 Current|Requested Current
05 |Undefined 106

Figure 4-23 Updating Buffer Table on receipt of a Reneg Failure message

Asthe reguest was for a higher buffer stream, there will be more than one entry, with
the most recent entry at the top of the table, as shown in Figure 4-24. The entry is removed
leaving the original parameters %*. The Buffer Requirement Table is updated accordingly.

Buffer Table
CRLSP-ID Buffer Stream| Bandwidth L oss probability
CR-LSPID IngressID| Valug
@ h38.37.326 13 3 Current|Requested Current
0.5 8 10©
[ 38.37.32. 13 2 05 Undefined 106
@ Buffer Table
CRLSP-ID Buffer Stream| Bandwidth L oss probability
_|IngressID| Valug
3837328 13 2 Current Requeﬁtgd Current
0.5 Undefined 106

Figure 4-24 Removing entry from Buffer Table on receipt of a Reneg Failure message

95



The ingress LER on receiving a RenegFailure message will realise renegotiation along
the existing path has failed for that CR-L SP and decide on remedial action. The flow diagram
charting the events that occur when renegotiating along an existing CR-LSP is shown below in
Figure 4-25.

i:=0 Find an alternative buffer to the one containing the CR-LSP of interest

Send Notification

Yes
oo
/ > ITmaX ! to msg src - No Route

Isthis CR-LSP in buffer Yes = i+1
streami ? T FINISH

No
j:= i+ 1 For each buffer other than the one containing the CR-LSP of interest

L Yes ) Send Notification
J >Jma><? tomsg src - No Route

No T
Isthis buffer capable of = iel L
meeting the QoS request? 1= FINISH

Yes
A
Isthis the egress W No Temporarily assign BW
LER for CR-LSP ? J and forward to next hop
Yes
A
Permanently assign
BW,send RenegSuccess » FINISH
to msg src

Figure 4-25 L SR Renegotiation along an existing CR-L SP

The author proposes two new TLV parameters to be used along with the RenegSuccess
and RenegFailure TLV: an Agreed Parameter TLV parameter, and a Negotiated Parameter
TLV parameter. The corresponding message formats are shown in Figure 4-26 and Figure 4-27

respectively.

0 0 Agreed Parameter Length

Increase/Decrease] Bandwidth Allocated

Minimum LSP |oss probability

Figure 4-26 Agreed Parameter TLV

The Agreed Parameter TLV includes the traffic parameters that have been allowed by

the LSR, in terms of either an increase or decrease in bandwidth and the minimum LSP loss
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probability. These values are returned to the ingress LER to alow for the case where the
ingress LER has specified arange of acceptable valuesin the Label Request message.

The Negotiated Parameter TLV includes the single maximum bandwidth currently
available from the network.

0 0 |Negotiated Parameter Length

Strm Maximum Bandwidth Available

Figure 4-27 Negotiated Parameter TLV

Figure 4-28 shows the exchange of messages in the case were al the LSRs are able to
meet the additional resources. A Label Request message is sent aong the LSP from the ingress
LER to egress LER © were all the LSRs are able to allocate the additional resources. At the
egress LER a RenegSuccess notification message is sent to the ingress LER © viaall the
intermediate LSRs. On receipt on a Reneguccess notification message the temporary
reservations are now made permanent. Unlike traditional hop-by-hop L SP establishment, the
CR-LSP Label Request is not acknowledged hop-by-hop whilst it successfully traverses the
intended path. The acknowledgement is initiated from the far-end egress LER and confirms the
successful establishment of the path on a hop-by-hop basis until the ingress LER is reached.

L abel Request

m/\
N - B -

In@/ v gress -

Reneg Success

an | meet the additiona
bandwidth requested?
Yes, | can, send a Reneg

Figure 4-28 Successful Resour ce Allocation

Figure 4-29 shows the case were one of the LSRs dong the L SP cannot meet the
request. Again alLabel Request messageis sent along the LSP @ until it meetsaLSR that is
unable to allocate the request. In this case the LSR formulates a RenegFailure notification
message, and forwards it back to theingress LER <, but does not forward the Label Request
message any further.
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Figure 4-29 Unsuccessful Resour ce Allocation

The protocol supports a“crank back” mechanism. For instance, when the ingress LER
receives a RenegFailure notification message it can select an alternative path either by referring
to atopological link cost database maintained by a separate routing protocol or the decision is
made by the network management modul€®. It then sends a Label Request message along the
revised path. When it receives a Label Mapping confirming a new path has been set up, it
replaces the old Label Mapping with the newly received Label Mapping, it can then delete the
origind label or keep it to send other data along the path it represents. If the decision isto
delete the original label, the ingress LER will send aLabel Release message [AND99] including
the newly replaced Label along the LSP to the egress LER. This procedure resultsin the label
being removed from the pool of “in use” labels. This Label Release message should be sent a
few seconds after the last packet is forwarded along that path to ensure the egress LER receives
the last packet before it removes the label from forwarding use™.

4.3.4 Monitoring Procedures

Proposed Satistical Control TLVs (Figure 4-30) contained within LDP notification
messages, known as Satus Requests, are either sent into the network periodically from the

ingress LER or when the ingress LER receives a CIN message.

®Thisis outside the scope of thisthesis.

2 Alternatively a ‘flushing’ mechanism could be used to ensure all data sent along the former path has reached its
destination prior to forwarding more data along the new path McD.
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O‘Statistica Control (Ox502)‘ Msg Length

Message ID

0‘0‘ LSP-ID

‘ Length

Reserved ActFlag ‘ Local CR-LSP

Ingress ID
00 ER-TLV Length
00| ER-Hop TLV Length
0 Reserved PreLen
IPv4 Address

o

0|Statistical InfoTLV| Length

Router ID

Statistics TLV

Strm(l)| Available Bandwidith (1)

Current Loss Probability in Buffer

Router 1D - IPv4 address of LSR
Strm(l) - Index of buffer stream (1)

Available Bandwidth (1) - the remaining bandwidth

in buffer stream (1)

Current Loss Probability in Buffer - recorded loss in buffer stream (1)

Figure 4-30 Statistical Control TLV

When the ingress LER chooses to issue a Satus Request, it uses the CR-LSP ID to

determine which CR-LSP it refersto. It then formulates the Status Request message with the

explicit route and CR-LSP ID included and transmits it to the next hop in the ER.

Aseach LSR receivesit, it appendsits own statistical information to the message. This

includes the current losses of all the class-based buffers the CR-LSP could pass through at this
L SR along the specified path? along with the available bandwidth in each buffer stream. It then

forwards the Status Request to the next L SR along the CR-LSP. When the message reaches the

egress LER, it is sent back to the ingress LER. Upon receipt of a Satus Request message that it

issued earlier, theingress LER extracts the CR-LSP ID, and records for each LSR along that

CR-L SP the bandwidth available and the current losses experienced by each buffer stream. This

information is recorded in a Satistical Buffer Table for monitoring purposes (Table 4-5).

LSPID Router ID Available BW Current Lossin | Current Lossin
IngressID | Value in Buffer; Flow Buffer;
138.56.32.76 | 15 138.56.92.3 10Mb/s 3.76e-04 2.46e-05

Table 4-5 Statistical Buffer Table

2 nthisthesislossis used as an example statistical parameter, however, this could be easily generalised to a variety
of traffic engineering performance metrics.
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The Status Request messages provide an overall view of the status of the links and
LSRs aong a particular CR-LSP. It includes the available bandwidth and |oss probabilities
within every buffer stream within aLSR. The flow diagram tracing the events that occur on

receipt of a StatusRequest messages is shown below in Figure 4-31.

Yes
Has the flag been set ? ’—y Forward msg to
ingress LER

No

i:=0 For each buffer stream within the LSR

T
NoO > i ?

; f

Record available BW i1
;. ——————p |:=
and loss probability =1+

Yes

4

Yes
: Set flag and forward
?
Isthis the egress LER? }-—I» towards the ingress LER
No
A

Forward towards »
the egress LER > FINISH

Figure 4-31 L SR Status Request receipt procedure

The CIN message only return status information about the CR-L SP suffering
unacceptable losses and the particular buffer it traverses in the congested L SRs between the
ingress LER and the initiator of the message i.e., not the entire CR-L SP.

Subsequently, if the ingress LER receives a CIN message, it examines the information
held inits Satistical Buffer Table to help determine whether it should renegotiate along the
existing path, as the higher buffer streams seem capable of meeting its QoS requirements.
Alternatively, it can choose to negotiate for an alternative path or decide to accept the current

condition.

The author proposes two new TLV parameters to be used in the Statistical Control
TLV; a Satistical Information parameter TLV shown in Figure 4-32 and a Statistics parameter
TLV shown in Figure 4-33.
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Figure 4-32 Statistical Information TLV

The Satistical Information TLV collects the loss probability in the CR-LSP of each
LSR along the CR-LSP. It encapsulates the Satistics parameter TLV that records the current
loss probability and the current available bandwidth in each buffer stream aong the CR-LSP
within each LSR. The author has chosen these particular statistical parameters; however, they

could be generalised to a variety of traffic engineering performance metrics.

Statistics TLV

Strm(l)y  Available Bandwidth (1)

Current Lossin Buffer (1)

Figure 4-33 Statistical TLV
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4.4 Description of the FATE+ Scheme

The previous sections described how the ingress LER monitored and controlled the
traffic loading on its CR-L SPs when receiving information feedback from the network. The
following sections describe the FATE+ scheme, which is an extension to FATE.

In FATE when a L SR determinesit is suffering from congestion along a CR-L SP, it
informs the ingress LER by sending a CIN message. Whereupon receipt the ingress LER
decides on the appropriate action.

FATE+ permits congested L SRs to negotiate aternative QoS path arrangementsin the
event of congestion occurring without involving the ingress LER, by redistributing traffic flows
from the point of congestion within the network. Whilst fully utilising all available LSRs and
links and ensuring the customers' SLAS are met.

Furthermore FATE+ enhances the basic scheme by removing the responsibility of
deciding what action should be taken in the event of congestion occurring from the ingress
LER, and placesit on the congested LSR. Thus removing the need to generate and transmit
CIN messages throughout the network and allowing the scheme to scale well in large WANS.

This scheme can only be applied to CR-L SPs that have been ‘loosely’ configured within
the region of interest as explained previoudly in Chapter 3, as the network operator has been
given control on which links/L SRs the customers' traffic flows may traverse. Inthe case of a
‘grictly’ configured CR-L SP, re-routing along aternative paths without the customers’ approval
may result in introducing latency or increased costs at their expense and in that situation the
FATE schemeis best suited.

The author acknowledges that path pre-emption exists within the Constraint-Based
Routed — Label Distribution Protocol (CR-LDP) [JAM99alto alow existing paths to be re-
routed or torn-down to enable the re-allocation of resources to a new path. However, CR-LDP
does not administer for the need to temporarily redistribute CR-L SPs during transient
fluctuations of traffic load. In asituation like this, it is paramount to maintain the SLAs
associated with customer flows.

The following sections describe the novel mechanisms that can be employed by the
network, to eliminate the involvement of the ingress LER in the event of congestion occurring
in aLSR along which a CR-LSP has already been established.

This thesis assumes the MPL S domain has been specified as an ‘abstract’ node, i.e.
within this autonomous domain the network operator has complete control over which
linkg/L SRs the CR-L SPs are routed. The initiator of the CR-LSP has specified that within the
domain the paths may be ‘loosely’ routed.
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441 TheLSR’sreaction to congestion

Consider the case where the packet loss in a particular CR-L SP passing through a buffer
located within a congested L SR has risen above a predetermined threshold value as explained
previoudly in Section 4.3.1.

In FATE+ the congested L SR can take any one of the decisionsin Table 4-6 to adleviate
congestion.

1. Transfer the CR-LSP on to a higher buffer stream.

2. Re-route the CR-LSP via an dternative downstream LSR

3. Reroute the CR-LSP viaan aternative upstream LSR.

Table 4-6 Decisions taken by the congested L SR

The following sections describe the procedures and mechanisms for each of the above
decisions.

4411 Trander of flowsinto a higher buffer stream

When the congested L SR decides to seek an aternative buffer stream, it will carry out
the procedure explained previoudly in Section 4.3.3.3.1 up to the point where the congested
L SR determinesit is capable of alocating the bandwidth and minimum loss probability initially
negotiated for the CR-LSP. Once the congested L SR has found a suitable alternative buffer
stream it will carry out the following procedure: It will permanently reserve the bandwidth in
the new buffer stream to the Current field in the Buffer Table and delete the original entry i.e.,
mapping the traffic flows into the higher buffer stream.

The CR-L SP has now been assigned to a new buffer stream capable of maintaining the
initially negotiated traffic parameters, as shown in Figure 4-34.
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Figure 4-34 CR-L SP re-routed through a different Buffer Stream

4.4.1.2 Re-routetraffic flowsvia an alternative downstream L SR

If the congested L SR decides to re-route the traffic flows™ via an aternative
downstream L SR it carries out the following procedure: The congested L SR assumes the role of
an ingress LER and determines what the aternative next hop is eliminating the one currently
being used.

It then formulates a Label Request message sent to the next hop for the destination®
i.e, LSR5 asillustrated in Figure 4-35. On receiving a Label Mapping from the downstream
LSRi.e. 5, LSR 3isableto remap the traffic flows along the new CR-LSP through LSR 5.

When L SR 3 detects congestion has receded, it can go back to using the labdl it
received initialy (from LSR 4) whilst maintaining the newly received label in case of further
congestive situations. By retaining the newly received labdl, it allows a congested LSR to
automatically switch a CR-L SP onto the new route during congested periods. This reduces the
number of signalling messages propagating through the network and the time it takes to switch
paths from the moment congestion is detected. However unless LSR 3 has knowledge of the
SLA it may end up violating the traffic contract as the latency may increase. Also there may be
no alternative path — so resorting to FATE where the ingress LER isinvolved is a necessity.
This method will only work for ‘loosdly’ routed CR-L SPs as opposed to ‘strictly’ routed L SPs,
astheingress LER would no longer have accurate information about the LSRs along a CR-LSP

originating from itself, if a LSR were to re-route traffic flows without its knowledge.

2 This situation may be carried out where there is no alternative buffer stream within the congested L SR.

2 The author assumes that on receipt of a Label Request message to establish a CR-L SP, the destination was obtained
from the explicit route TLV and recorded in a database, thus enabling the L SR to determine the destination for this
CR-LSP.
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Figure 4-35 CR-L SP re-routed via an alter native downstream L SR

4.4.1.3 Rerouteviaan alternative upstream LSR

In the situation where a congested L SR has detected congestion and is unable to
accommodate CR-L SPs through itself, it has to consider re-routing the traffic flows viaan
aternative upstream LSR.

In this situation the congested L SR would carry out the following procedure: It has to
inform the upstream L SR whose identity it gets from the NHLFE table that it is no longer able
to meet the quality requirements of the CR-LSP it initially received a Label Mapping from. To
do this the congested L SR formulates a L DP notification message containing the proposed No
Resources TLV parameter with the format shown in Figure 4-36. It contains the CR-LSP ID
and the label received from the recipient of this message.

0 No Resources TLV Msg Length

Message ID

0[O0 LSP-IDTLV Length

Reserved ActFlag Local CR-LSP

Ingress L SR Router ID

0|0 Generic Label Length

Label

Figure 4-36 No Resources TLV
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On receiving the No Resour ces notification message, the upstream L SR will instigate
proceedings to re-map the flows within the CR-LSP into a CR-L SP via a different downstream
LSR it knows is capable of accommodating the path LSR 5 as shown in Figure 4-37. Or it will
initiate the Label Request / Label Mapping process for an aternative route. Thiswill only work
in the case of ‘loosely’ routed L SPs as opposed to ‘strictly’ routed LSPs, asthe ingress LER
would no longer have accurate information about the LSRs along a CR-L SP originating from
itself.
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Figure 4-37 CR-LSP re-routed via a different LSR

It isthe responsibility of theinitiator of the No Resources notification messagei.e., the
congested L SR to inform the recipient when it is able to accommodate traffic flows along the
initial CR-LSP again by sending a L DP notification message containing the proposed Resources
Available TLV parameter, whose format is shown in Figure 4-38. It contains the CR-LSP ID
and the label initially received from the recipient from this message.

On receipt of a Resources Available notification message, the upstream LSR knows it

can continue to send traffic flows along the CR-LSP viathe initia choice LSR.
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0 | Resources Available TLV | MsgLength

Message ID
0|0| LSP-IDTLV Length
Reserved ActFlag Local CR-LSP

Ingress LSR Router ID

0]0 Generic Label Length

Label

Figure 4-38 Resources Available TLV

442 Summary

FATE+ provides the core network with control over the decision on what action should
be taken in situations of congestion. It alows the congested L SR to either 1) remap the traffic
flows aong a higher buffer stream 2) via a different downstream LSR or 3) stop flows
traversing through its buffers by informing the upstream LSR. In &l three situations the control
of redistributing traffic flows is limited to the core network. FATE+ also eliminates the need
for signalling messages to propagate between the congested LSR and theingress LER. FATE +
is suitably deployed dong ‘loosely’ routed CR-L SPs.

In FATE, the indication of congestion is fed back to the ingress LER for the particular
CR-LSP and the decision on whether to accept the current condition, or to renegotiate along the
existing or an alternative path is made by theingress LER. FATE is suitably deployed along
strictly or “explicitly’ routed CR-L SPs.

In the following Chapter 5 the smulation model for FATE/FATE+ isimplemented and
simulations are run to determine the performance of the proposed schemes against the existing

architecture.
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Chapter 5. Simulation Model and Results

5.1 Introduction

In the previous chapter a new dynamic congestion control protocol for MPLS networks
was proposed including the mechanisms and signalling exchanges in the core network for the
FATE and FATE+ schemes. Having described the functional behaviour of these schemesit is
necessary to investigate the effect of different physical implementations, traffic loading and
characteristics of the functional architecture on the performance of FATE and FATE+. Thisis

achieved by using simulation.

Having proposed the signalling exchanges between the L SRs, the volume of signalling
traffic through the core network can be calculated theoretically for any particular traffic
situation. However, the nature of networks is such that the estimation of reactionary
performance becomes too complex for mathematical anaysis. Neither can the results produced
by mathematical analysis be guaranteed to be a true representation of the system. Dueto
statistical variation of the sourcesit is not possible to anaytically determine the number of
signalling messages generated nor the reaction upon receipt of them. Therefore simulation

models are required to obtain performance data for various scenarios.

The commercial simulator used was OPNET ", ageneral purpose telecommunications
network simulation tool [M1L3]. OPNET isadiscrete event simulator: the discrete eventsin
the models described in this chapter relate to the signalling packets and the congestion detection
mechanism. OPNET uses a graphical interface where simulation models are defined at five
levels. Thefirst level isthe project level, where the high-level components of areal-world
network areidentified. At thislevel network models are created and edited, the smulations are
run and the results are analysed. The second level is the network level, where the topology of
the smulated network model is defined; the interconnections of nodes (e.g., LSRs, LERS, and
sources) are also identified. At the third level (the node level) the elements that make up the
network nodes and their interconnections within the networks are defined; these elements
include queues, processes, sources, receivers and transmitters. The functionality of each process
or queue element is defined in terms of afinite state diagram and the transitions between states,
thisisthe fourth level. The fifth and final level is where the processing in each of the statesin
the finite state diagram is defined in C code.
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This chapter is organised as follows:
Firstly an account of the models developed is given. These include the assumptions

made and the techniques used. Then a section on verification and vaidation is presented.

The results from the FATE and FATE+ simulation models will be compared against an
MPLS network without them present. For this comparison, two models of abasic MPLS
network is required; one with and one without the FATE / FATE+ schemes.

The performance of the networks will be analysed by comparing the re-mapping times

for the renegotiation procedures as described in the previous chapter.

5.2 Simulation Model of the FATE and FATE+ Architectures

The FATE and FATE+ architectures make use of the existing CR-LDP protocol within
MPLS. It isupon thisthat the mechanisms within the proposed schemes are derived. The
modelling of the FATE scheme is described first.

5.2.1 Modelling of the FATE network

The simulation modd of the FATE network shown in Figure 5-1 ismodelled asa single
network module as seen at the network level in OPNET. Each of the LSR and LERs are
connected via 155Mb/s links.

155Mbi/slink

- Back d Source Modules —_—
- < ackground Sourc < N . LSR

LER

Background Source
swigon i

/ w___ Destination

Tagged Source Module ~ ¥e_ ;\
&

Figure 5-1 Simulation model of the FATE network
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5.2.1.1 Tagged Source Module

The tagged source module initiates the establishment of a connection between itself and
the destination. In this smulation study, the aggregation of a number of individual flowsis
modelled as a single connection request. Only the positive outcomes for the initial connection
request are modelled. The tagged source module generates a constant bit rate, 33.92Mb/s flow
of packets, setting the traffic parametersi.e., bandwidth and loss probability that were requested

for within each packet.

Each packet is afixed size of 424 bits. Within this research, MPLS was assumed to
operate over ATM. The cell size of 53 bytes equates to 424 bits. Thiswill usualy involve
composing a signalling message and transmitting the message to the network with a
packetisation delay and atransmission delay. The processing delay is set to 100us and the
transmission delay for a 155.52 Mb/s link is 2.726us.

A CBR source was chosen to represent the connection between the source and
destination. Due to its deterministic behaviour any variation in its performance will be asa
result of the network. It isthis predictable behaviour that has made a CBR source the ideal
choice as the tagged source. The following describes the OPNET implementation of the tagged

source model.

The tagged source module is the parent process. On transmitting an initial request
message, it invokes the child process to generate the tagged source. The tagged source module
creates an instantaneous tagged source child process for each successful connection. Figure 5-2
and Figure 5-3 illustrates the finite state machines for the two respectively.

Once initidisation of the module is complete at the beginning of the simulation, the
module goesto the ‘idle’ state. It remainsin the ‘idle’ state until a salf-interrupt is received to
send an initial packet requesting a certain amount of bandwidth and a ceiling loss probability for
a connection set-up.

The trangition to the next state is determined by the type of interrupt, e.g., a stream
interrupt indicating a Hello message informing it of who its neighbour is or a self-interrupt to
generate the tagged source®.

Once the finite state machine transfers to a particular state, the processing for that state
iscarried out. In the case of receiving a Hello message, the ID of the sender is recorded in the

associated neighbouring database. If the interrupt was a self-interrupt it generates the child

% Throughout the remainder of this thesis the constant bit rate source shall be referred to as a tagged source.
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process that starts the tagged source. Once the processing is complete the transition is back to
the‘idle’ state.

Tagged
Source

Figure 5-2 Parent Process Sour ce module processing states

Figure 5-3 Child Process Tagged Sour ce processing states

Figure 5-4 shows the relationship between the parent and child process, a child process
exists for each successful connection request. However, in the simulation one child processis

spawned for smplicity.

Source module Parent Process

nnection 1

.Connection 2 Child Processes

’--.A.._..__Connecti on3 ‘
Connection 4

OO0

Figure 5-4 Source module process relationship with Tagged sour ces child processes

Tagged Sources
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5.2.1.2 Background Source Module

Therole of the background source module is to cause statistical variation in the traffic
traversing the buffersi.e., to cause the loss probability experienced by the individua buffer
streams to vary randomly. Thisis engineered to cause losses to exceed a predetermined
threshold as required. Figure 5-5 shows an example of how the buffer stream is configured.
The values obtained are explained in Section 5.3.

Buffer Stream ——» 366792 pkts/ sec

[3 \
\ Number of packets

capable of serving
each second

Buffer Size
(packets)

Figure 5-5 Buffer Stream

On off sources were chosen to represent the background traffic in the simulation model
astheir behaviour exhibits agood ‘likeness' to that portrayed by Internet traffic asillustrated in
Figure 5-6. Thistrace represents IP traffic and was obtained from simulations run on ared
network with live traffic as part of the European ACTS Expert Project [EXP].

1000r |P datatraffic with peak rate = 155.52Mbits/sec and mean
rate = 22.5 Mbits/sec

100 m m ]

[EY
L

| nstantaneous Bandwidth Mbits/sec
© =
= o

0.0t } } } } } } }
46000 47000 48000 49000 50000 51000 52000 53000
Cedll Slots

Figure5-6 IP Traffic Trace

Also on off sources are widely understood and examined [PIT96] and can be described

analytically thus making them relatively easy to work with.
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A single on off sourceis fed into the signaling buffer streami.e., the buffer stream
through which the signalling packets traversed, and into the same buffer stream as the tagged
source to provide some delay jitter along the signalling path.

The background source module as implemented in OPNET is described below.

The background source module comprises of a parent node process that invokes a child
process for each instance of an on off source. The finite state machines that represents them is
shown in Figure 5-7 and Figure 5-8 respectively.

Figure 5-7 Parent Process Background Sour ce State Machine

(&
(a0

Figure 5-8 Child Process On Off Source State Machine

The on off source chosen for the simulation has the following traffic parameters;
On time = 0.00025 seconds;

Off time = 0.00225 seconds;

Peak Cell Rate = 93500 packets / second;

Distribution = negative exponential for the on and off times.

The dynamic process capabilitiesin OPNET allow for instances of the on off sourcesto

be initiated from the parent source module as illustrated in Figure 5-9.
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Figure 5-9 Parent Background Source Module relationship with Child On Off Processes

On Off Sources

5.2.1.3 Background Source Sink

The background sources feeding the individua buffer streams are destroyed at the
output of the Scheduler Module. This prevents an avalanche of packets occurring at the egress
LER.

5214 LER andLSR NodeModels

This smulation model is a signalling protocol based model, so it is necessary to
generate the appropriate signalling messages in accordance with the CR-LDP and FATE /
FATE+ mechanisms. To achieve this, every request for a connection must be processed on an
individual basis and the progress of each connection request must be tracked. The smulation
model of the LSR and LER asit appears at the node layer of OPNET is shown below in Figure
5-10.
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Figure 5-10 Simulation model of LER/LSR

The example depicts the connection that exists between LER 8 and LSRs 6 and 7 at the
network layer as shown previoudly in Figure 5-1.

The node (LSR or LER) isthe parent process. Thisis a static process that will last
throughout the simulation. The primary functions of the node parent process are described
below.

The behaviour of the LSR and LER are both contained within the node process. The
LER has afew additional mechanisms that are not required in the LSRs. In areal network a
L SR may act as both a LER/L SR at the same time for different LSPs.

Initialisation of the simulation environment is done by sending Hello messages to dll
surrounding nodes and gathering the necessary information from received Hello messages to
formulate the topology of the network. Thisinformation is used to formulate the routing table
that is necessary for the duration of the simulation. This operates as a simplified routing process
similar to OSPF.

The LER will be in receipt of the initial connection request message generated by the
source. Asaresult of thisit will be in transfer of two types of signalling messages: in the role
of aingress LER it can generate the Label Reguest message to set up the connection and receive
aLabel Mapping message, initsrole as the egress LER for a connection it will receive a Labd
Request message and generate a Label Mapping.

In situations of congestion the LSR is responsible for generating and receiving CIN,
Reneg Success and Reneg Failure notification messages.

Each connection request has a unique LSP ID assigned by theingressLER. All
signalling messages generated by arequest will contain this ID; the reply to the signalling
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messages will also contain thisID. The LER maintainsalist of connection requests and their
corresponding I1Ds.

The LER handles unlabelled packets entering and exiting the MPL S network. It assigns
the received label from the earlier request set up. LSRs receive alabelled packet and forward
the packet based on this [abel.

Theingress LER is also responsible for transmitting Status Request messages into the
network, either periodically or on receipt of a CIN message.

The following subsections describe the individual components of the LSR/LER.

5.2.1.4.1 Root Module
In the case of aLER the Root Modul€' s responsibility is to respond to the request for a

connection. It determines an explicit route from itself to the destination. It then generates a
Label Request message that is sent to the next hop in the explicit route. On receipt each LSR
determines if it can meet the request and if so it continues to forward the Label Request message
temporarily reserving the necessary resources. On receiving a Label Request the egress LER
alocates alabed and sends the value in a Label Mapping message to the source of the Label
Request message. On receipt of a Label Mapping message the LSR uses the flow ID to identify
the connection thislabel refersto. The LSR assigns a new label that is forwarded to the next
hop along the route and forms a binding with the received label.

In situations of congestion, a congested L SR generates a CIN message containing the
loss probability of the relevant buffer and flow and forwards the message to the next hop
towards the ingress for the flow. On receipt of a CIN message other L SRs aong the path each
determine if they are suffering loss. If so they append their details to the existing CIN message
and forward it towards the ingress LER. In the case were aL SR receives a CIN message and is
not suffering congestion it is simply forwards the CIN message towards the ingress LER.

On receipt of a CIN message the ingress LER takes one of the following decisions:

Renegotiate along the existing path for a higher buffer;
Negotiate along an aternative path;

Accept the current losses and do nothing.

In the case where the ingress LER decides to renegotiate for a higher buffer stream, a
Label Request message is sent along the existing LSP. On receipt the LSR either generates a
Reneg Success or a Reneg Failure message that is sent back to the ingress LER.

The following section explains how the Root Module was implemented in OPNET.
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The finite state machine for the Root Module is shown in Figure 5-11. Once
initialisation of the module is complete at the beginning of the simulation, the module goes to
theidle state. During initiaisation each LSR/LER formulates Hello messages with its address
and sends them to al the surrounding LSRs. On receiving a Hello message the ID and the
stream connecting this LSR to its neighbour is recorded in a database. Transition to a new state
occurs on receipt of an ‘initiator’ message in the case of the LER and on receiving a Label
Request in the case of aLSR. The Root Module handles all the major signalling processing. It
receives the initialisation message to establish a L SP and the associated Label Request and
Label Mapping messages. On receiving CIN messages it formulates renegotiation procedures
and is responsible for generating and maintaining Status Request messages.

Reneg Reneg
Success Failure @
Update
losses
' [ Status
equ
nlabelled
pkt
abelled
Bkgnd pkt
Srcs Label Label
Reques] apping

Figure 5-11 Finite State M achine of the Root M odule

5.2.1.4.2 QoS Buffer Module
The QoS Buffer Module is dimensioned to have a number of buffer streams catering for

different minimum loss probability thresholds. Output buffering has been chosen instead of
input buffering as the choice of buffer architecture used in the simulations to avoid Head of Line
blocking (HOL) Appendix A.1.

Initially each buffer stream is dimensioned for a given minimum loss probability

threshold as shown below in Figure 5-12. Throughout the smulation the value currently being
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offered by the buffer is calculated periodically and the value passed to the Root Module where it
is updated in the Buffer Table maintained by each LSR/LER.

Minimum loss probability threshold dimensioned for buffer

A 108

500 | —— 100000 pkts/ sec ~

B 10
/ 300 —» 20000 pkts/ sec
: C 10+
Buifer Size Number of packets
———— 100 000 pkts/ sec capable of serving
each second

D 103

—— 100 000 pkts/ sec

102

100 ——p 20000 pkts/ sec /

Figure 5-12 Simulation model of QoS Buffer

There are five buffer streams used in the simulation, one for signalling messages
dimensioned for a very low loss probability threshold e.g., 10°®, and the others catering each for
loss probability thresholds of 10 107, 10 and 10” respectively. Section 5.3 shows the
calculations involved in determining the minimum loss probability thresholds.

The tagged source along with the background sources are passed into one of the buffer
streams. The QoS Buffer module calculates the loss probability every X packet loss events
(e.0., 50 packetslost at a particular buffer stream). Additional background traffic is fed into the
buffer stream containing the tagged source to cause the loss probability in the buffer and flow to
exceed a predefined threshold. At this point a CIN message is generated and transmitted
towards theingressLER. Every Y events (i.e., 500 packets arriving at a buffer stream) the
long-term loss probability is calculated for that particular buffer stream. Thisvalueis sent to
the Root module to update the Buffer Table with the current loss probability available within
that buffer. Thisinformation isincluded in the periodic Status Request messages sent back to
theingress LER. The following describes how the QoS Buffer Module isimplemented in
OPNET.

The QoS Buffer is developed as afinite state machine. Once initialisation of the
module is complete at the beginning of the smulation, the module either goesto the ‘idle’ state
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or receives a packet. On receipt of a packet it determines which buffer stream it belongs to and
attempts to insert it.
The state diagram for the QoS Buifer is shown below in Figure 5-13.

= 7 e
S

Figure 5-13 Finite State M achine for QoS Buffer Module

5.2.1.4.3 Scheduler Module
The Scheduler performs both scheduling and behaves as a transmission buffer. The

Scheduler resides in the LSR/LER and receives packets transmitted from the QoS Buffer
Module and buffers them before forwarding them towards the next hop. The scheduler has only
one buffer stream and is dimensioned so no loss occurs within it. It serves at arate of
155.52Mb/s” as shown below in Figure 5-14. Every 2.726us it ‘visits the buffer stream, if

thereis a packet present it will serve it immediately i.e., forward it towards the next hop LSR.

Buffer Size=10

o

Buffer Service Capacity = 366792 pkts/s

1
° .,
Sources
R ‘
‘@
Packets being fed into buffer

Figure 5-14 Simulation Moddl of the Scheduler

The following describes how the Scheduler Module was implemented in OPNET.
The scheduler is developed as afinite state machine. Once initialisation has occurred at
the beginning of the simulation, the module goesto the ‘idi€’ state or receives a packet. Every

2.726us it serves oneif present. The state diagram for the scheduler is shown in Figure 5-15.

% The actua rate is 149Mb/s as some of the payload is taken up with overhead packets.
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Figure 5-15 Finite State Machine for the Scheduler

5.3 Verification and Validation

Having developed a simulation model, the node needs to be verified and validated.
Verification determines whether the model does indeed perform as intended and validation
shows whether the model is a true and accurate representation of the system modelled [PIT93].
This needsto be carried out at two levels, the first on afine scale by looking at individual

objects that make up the network and then at the whole network.

The simulation model uses some library models supplied with OPNET: the receiver,
transmitter and physical link models, in addition to which node processes were developed to
model FATE and FATE+ functionality. All library functions were verified and tested using
purpose built test models.

Although various queueing models were provided with OPNET, these were found to be

inadequate to model multiple server queues with individual buffers.

A modular approach was used. This alowed for each functional component within the
gueue module to be tested individually and independently. Once it was established that each
component operated as intended, the complete model was verified using single stepping
techniques and the state of the system was recorded. This showed that the model operated as
expected. Furthermore the module was tested against known mathematical models as explained

in the following subsections.

" The random number generator used in the simulation is explained in Appendix A.3

120



5.3.1 Sources

A high value service rate was chosen for the buffers to allow variability in the sources
feeding them. It was found that low values of service rate resulted in avery rapid change in loss
probability.

The service rate of the buffer servicing the tagged source was set at 100 000
packets/second. The PCR of the tagged source fed into the buffer was set to produce

80 000 packets/second. This value was chosen to be less than the service rate of the
buffer to prevent loss.

The remaining 20 000 packets/second the buffer is capable of serving is assigned to the
on off sources assigned to that buffer stream.

The on off sources were needed to load the individual buffers® within the LSRs as
shown in Figure 5-16. The objectiveis to dimension each of the buffer streams to a particular
minimum |oss probability threshold. To ensure the sources were loading the buffer streams
correctly the following procedure was carried out: A number of on off sources were fed into a
single buffer, the number of packets served by the buffer over a given time period was recorded

and compared against the theoretical value.

Sources . ' L B e [ IS

Packets bei ng fed into buffer Buffer Service CapaCI ty =42.4Mbls
100 000 packets/second

Figure 5-16 Sour ce Validation

The simulation parameters of an individua on off source are shown in Table 5-1.

Peak Cdl Rateduringthe | 39.64Mb/s

on period (93500 packets/second)
Ton (On Time Duration) 0.00025 seconds

T (Off TimeDuration) | 0.00225 seconds

On Time Distribution Negative exponential

Off Time Digribution Negative exponential

Table 5-1 On Off Source Smulation Parameters

% Although the diagram depicts one buffer, al the bufferswill be treated in asimilar way. The number of sourcesfed
into them being dependent on the minimum loss probability threshold required for that particular buffer stream.
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The number of on off sources required to load the buffer to a certain utilisation are
estimated as follows:

The average rate at which an on off source operating during its on period is cal culated
from (1),

T 9

e
average _rate = Peak * éT— (1)

on
+ Toff a

The number of sources required for a particular utilisation is found from (2),

Letr = utilistion,
c = buffer _service _capacity,
n =number _of _sources
rc

n=———"-- 2
average _rate

Table 5-2 shows the number of on off sources required in order to load the buffer to

various utilisations®.

Utilisation Number of sources required
0.2 2
0.4 4
0.6 6
0.8 8
1.0 10

Table 5-2 Number of Sourcesrequired at different utilisation

The validation scenario was set up as shown in Figure 5-16, with a number of on off
sources feeding into a buffer of infinite® size with a service capacity of 42.4Mbl/s (100 000
pkts/sec) over a 10-second time period, for different levels of utilisation. The theoretical values
for the number of packets the buffer is capable of serving in a 1-second time period is calculated

as follows:

% The number of sources has been truncated for simplicity.
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At 80% utilisation the maximum number of packets the buffer is capable of serving in
1-second time period is: 0.8* 100000 = 80000 packets/ second
Table 5-3 shows the values for all levels of utilisation tested.

%0 Aninfinite size was chosen to prevent packet losses.
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Utilisation Number of packets served per second
0.2 20000
0.4 40000
0.6 60000
0.8 80000
1.0 100000

Table 5-3 Theoretical valuesfor number of packets served by buffer

The simulation was run for 10 different seeds and the results equated for a 1-second

time period are shown in Table 5-4.

Utilisation Number of Packets Served

Seed_12 Seed 2 Seed 23 Seed 34 Seed 45
0.2 19021 19434 19173 18411 19807
0.4 39089 38347 38825 38188 36658
0.6 57235 57052 57322 58319 58667
0.8 76178 77253 76327 77711 79457
1.0 96730 96298 97198 93201 91207

Utilisation Number of Packets Served

Seed 55 Seed_72 Seed_78 Seed_87 Seed_91
0.2 20129 19575 19718 18744 19821
0.4 39231 38486 38742 37467 37861
0.6 59513 55605 57715 57715 51000
0.8 76981 79244 76793 76793 77724
1.0 97077 95488 97315 97315 96677

Table 5-4 Simulation values for the number of packets served by buffer run for different
seeds
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90% confidence interva (Appendix A.2) for each value was calculated of utilisation as
follows:

The following example shows the calculation at 20% utilisation.
The mean was calculated from (1) ;

n
o

a X
Mean, X (n) = 1T =1938.3 (1)

The variance is calculated from (2) ;

s =42 = 289800 (2)
1

X(n) £t 23 (3)

From the standard normal distribution t table for 90% confidence interval and a sample

size of 10 the constant valueis 1.83. (3) becomes:

s (10
10

=19380+1.83,| 28?300

=19380+ 312

)? (10) £ t9,0.95
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Table 5-5 shows the 90% confidence intervals for the other levels of utilisation obtained
from the ssimulation.

Utilisation Simulation Theory
0.2 19380+ 312 20 000
0.4 38290 £ 456 40 000
0.6 570701377 60 000
0.8 77570+ 633 80 000
1.0 95800+1168 100 000

Table5-5 90% Confidence Interval for Number of packets served by buffer

Figure 5-17 shows the confidence intervals for the various utilisation loads™.

Confidence Intervals associated with various utilisation values

120000

100000

80000

1 simulation
60000 () u Cl+

Cl-

40000 ,,

Number of packets served

20000

0 0.2 0.4 0.6 0.8 1 1.2
Utilisation

Figure5-17 90% Confidence Intervalsfor Utilisation L oads

The graph showing the results of the mean of the simulation runs against the theoretical
valueisshown in Figure 5-18. The simulation results map very closealy to the theoretical vaue,
confirming that the sources are loading the buffer correctly. The dight difference that is

observed is due to the approximations when parameterising sources used.

31 The confidence intervals for all the simulation runs were very small so they are omitted for clarity purposes on subsequent graphs.
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Utilisation versus Packets Served

120000

100000

80000

60000

—+—theory

40000

- - #® - -simulation

Number of Packets Served

20000

0.2

0.4

Figure 5-18 Utilisation vs. Packets served

0.6 0.8
Utilisation

To determine whether the on off sources have an effect on the performance of FATE

the traffic profile of the sourcesis dtered. Thetotal cycle time of the source is composed of

two parts; the time spent in the on state and the time spent in the off state.

In varying the traffic profile the author has decided to keep the PCR and the total cycle
time constant whilst varying the time spent in the on and off states.

This variation in the traffic profile of the source resultsin a change in the ‘burstiness’ or

number of packets produced while the source isin the on state. With more one than one source

behaving in thisway the number of packets arriving at the buffer varies and can cause packet

losses and the phasing between them to vary.

The values chosen for the sources' on and off times are shown in Table 5-6.

On Time (Seconds) Off Time (Seconds) Ratio Off/On
0.00125 0.00125 1
0.001 0.0015 15
0.00075 0.00175 2.3
0.0005 0.002 4
0.00025 0.00225 9

Table 5-6 Source Traffic Profile

The duration of the on and off times are calculated as the percentage of the total cycle

time whose value is 0.0025 seconds as shown in Table 5-7.
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% of the cycletime Sour ce Profile Rate (Mb/s)
On Off
0.1 0.00025 0.00225 39.6
0.2 0.0005 0.002 19.8
0.3 0.00075 0.00175 13.21
0.4 0.001 0.0015 9.91
0.5 0.00125 0.00125 7.92

Table5-7 Sourcetransmission rate

Each of the source profiles transmits at a different rate whilst in the on state.

The peak rate at which the source transmits in the on state is determined by rearranging

D)

& T
average rate= Peak* ¢——°" —
Ton + Toff

D)

QIO

In all the simulation scenarios the source profile whose off-on ratio equals 9 is
fed into the signalling buffer along with the signalling messages. However all the on off source
profiles are fed into the buffer stream along with the tagged source.

5.3.2 Buffer
This section is composed of two subsections one detailing the proceduresin
determining whether the buffers are serving the packets correctly and the other dimensioned the

individual buffer streams for a minimum loss probability threshold.

5.3.21 Buffer Servicing

The following scenario was implemented to determine if the buffer was serving at the
rate it was dimensioned for.

A single buffer of infinity size (i.e., no packet loss possible) with a service capacity of
42.4AMb/s capable of serving 100 000 packets/second was fed with 8 on off sources|oad the
buffer at 80% utilisation. . Thislevel of utilisation was chosen as a network operator would
ideally aim to maintain a high level of utilisation asit would be profitable. Figure 5-19 depicts

the scenario.
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Figure 5-19 Single Buffer configuation

Number of packets

\

- 58962 pkts/ sec

capable of serving
each second

A histogram is set up for the number of packets that could be in the buffer as a packet

arrives. On each packet arrival the value of the number of packets present in the buffer is

incremented. The number of packets serviced by the buffer was recorded over 10 seconds. The

probability of there being packets in the buffer on arrival is calculated and plotted as shown in

Figure 5-20.

Vaues were recorded up to the probability of there being 500 packets in the buffer on

arrival, but due to clarity the diagram only shows the range from 0 to 200 packets being in the

buffer on arrival.

Probability

0.1

0.01

0.001

0.0001

Probability of Packets on Arrival

QO N0 0 O
S I SR IR I I SN N NN

\

Number of Packets

Figure 5-20 Arrival Probabilities

The sum of the probabilities was found from the following equation:
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n(i)

o X

D

Qox

p(i) =

where:

p(i) isthe probability that there are i packets in the buffer on arrival;

n(i) is the number of times there are | packets in the buffer on arrival;

X isthe number of packets received over the smulation period.

The dope of the graph in Figure 5-20 is referred to asthe decay rate, h .

Two points are selected on the graph. For this calculation assumes the two points are
10 and 190 aong the x-axis. The probabilities at these points are 0.001175 and 0.000935
respectively. Asthey-axisisalog scale and the x-axisis alinear scale the slopeis calculated as
follows:

The difference dong the x-axis is calculated from 190-10 = 180.

The decay rate with respect to 180 is.

0 _ 0.000935
0.001175

=0.79574

180* log(h ) = 10g(0.79574)

0.099223
180

\ h =0.998

logh =-

The experimentally derived sum of probabilities was observed at 0.998.
To confirm the buffer is behaving as expected the dope of Figure 5-20 is compared
against atheoretical analysis.

Thetheoretical value of h isfound from the following caculation using equations

obtained from [SCH2000a][ SCH2000b] for multiplexing on off sources and is shown below:

Define the parameters in terms of the equation:

on timein the on state for a single on off source
off timein the off state for a single on off source

histhe peak number of packets/ second when the sourceisin the on state
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B is ErlangB loss probability
C isthe service capacity of the buffer

N isthe number of on off sources

R,, isthe mean rate in the ON state

T, isthe mean duration in the ON state
T isthe mean duration in the OFF state

D isthe probability of acall being delayed
r istheutilisation
C(isthe equivalent output rate

Kk is a constant

The parameters for the on off source and buffer are:

T, =0.00025s

T, = 0.00225s

h = 39.644Mb/s (93 500 packets/ second)
C =42.4Mbls (100 000 packets/ second)

1. Calculate Offered Load.

Determine the applied traffic, i.e., the total arrival rate of bursts from all N sources,
times the mean holding time of a burst gives you the applied traffic at the burst level:

Offered Load, A=on*

on* off
At approximately 80% utilisation of the buffer, N = 8.
A =08

2. Determine the number of servers such that they equal the number of active sources

necessary to prevent overloading the output capacity:
=1.07

Number of Servers, N, =

3. The probability of acal being blocked is found from the following:
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— N! —
B=— oA - 0167
1+ ++ 4+
r 2 3 N!

4. Determine the Applied Traffic, Ap

N *h*on
=— — —  =74800
A on + off

5. Themean ratein the ON state is calculated from:

R, =C+ A 377500

The mean duration in the ON state is found from:

*
T:hon

. = 0.000927
C- A

The probability of acall being delayed is estimated from:

_ N,*B
N,- A+A*B

=0.443

6. Themean duration in the OFF state is found from:

T.=T *%:0.001166

off — ‘on

7. Theequivaent output rate Cdisfound from:
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C¢==——"—=11690
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N

8. Thedecay rate is calculated from:

¢, 10
é-+- _c)xT U

h :é (Ron ]C-:) Ton l:|:099
u
gl_ C- Ry ) T, U
e ff off U

The calculation of the decay rate from the simulation results is found from the gradient

of the graph and equals 0.998.

This vaue confirms the buffer is serving the packets as expected and that the packets

are arriving at the buffer as expected.

5.3.2.2 Minimum Loss Prabability Thresholds

This section explains the process involved in dimensioning each buffer stream for a

minimum loss probability threshold.

There are five buffer streams within each L SR/LER node module as shown in Figure

/M inimum loss probability threshold dimensioned for buffer
A 10

——— 100 000 pkts/ sec \

On Off source  ——p» 500

1* PCR = 93500 pkts/ sec
B 10°
On Off source — >
1* PCR = 93500 pkts/ 300 ——» 20 000 pkts/ sec
Buffer Size .
(packets) C 10
Number of packets
On Off source — > 3 100 000 pkts/ sec capable of serving
2* PCR = 93500 pkts/ sec each second
D 10
300 ——» 100 000 pkts/ sec
On Off sourct
2* PCR = 93500 pkts/ JEW 102
On Off source L  20000pkts/ sec j

1* PCR = 93500 pkts/ sec 100

Figure 5-21 Buffer Configuration
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Each buffer stream within a LSR/LER is dimensioned for a particular minimum loss
probability threshold. To determine how to achieve this the following procedure was carried
out for the particular source’s on off parameters. The simulation parameters of an individual on

off source are shown previoudly in Table 5-1.

5.3.2.3 OneBackground source

The minimum loss probability thresholds required for buffer streams B and E are found
by using the Exact Fluid Flow Analysis as described fully in [PIT96], as this caters for a buffer

stream being fed with a single on off source.

As explained previously in Section 5.3.1 asingle on off source is fed into a buffer
stream. The on off source’ straffic profile is known and the minimum loss probability required
for the buffer stream is known, the buffer size in terms of the number of a packets is determined

from the following equations.

Consider the scenario where cells arrive at arate of, R cells/second into a buffer
servicing at arate of C cells/second from a source whose expected on and off times are E(ON)
and E(OFF) respectively. When the buffer is not full with the source in the ON state, the queue
will fill at a constant rate of (R-C), but when the buffer isfull the cellswill belost at arate of
(R-C). Inthe OFF state where it will remain for at least one time sot on re-entering the ON
state, it will generate at least one ‘excess-rate’ arrival.

Define
CLP =cdl loss probability
R=ON rate
T,, =mean duration in ON state

Ty =mean duration in OFF state

O
a = the probability of generating another excess-rate arrival in the ON state
S = the probability of being silent for another time dot
X =buffer capacity of queue

The mean on duration is found from:
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a=1-
T..(R- C)
The mean off duration is found from:
s=1- 1
Ts*C

The excess-rate cell loss probability is found from:

1
p(x)= o — -
1+%Q 0,d-ao
(;*T - 1_ (; -
éeara g €S- ag

The cell loss probability can then be calculated from:

clp=R-C. p(X)
R
The simulation was run for 100 seconds with 10 RNG seeds resulting in the a minimum
loss probability threshold of the order of magnitude 10°and 10for buffers B and E
respectively as shown in Figure 5-21.

Buffer A isthe signdling buffer where all the signalling messages have high priority
servicing. A single on off sourceis fed into the buffer to cause queueing for the signalling
messages, but the buffer stream is dimensioned to ensure no loss occurs.

With a buffer size of 500 packets, and a buffer whose service rate is 100 000
packets/second being fed with a single on off source there will be no burst scale queueing
thereby ensuring no packet loss. The low loss probability threshold of 10°®istherefore
achievable.

The simulation was run for buffer A with a buffer size of 500 packets. No loss was

recorded as was expected for the parametersinvolved.

5.3.2.4 Two Background Sources

Buffer C contains one 39.64Mb/s CBR source being with fed with two on off sources.
The assumption made in dimensioning the minimum loss probability for the buffer isas
follows:

The 39.64Mb/s CBR tagged source generates 80 000 packets/second. The buffer has
the ability to service a maximum of 100 000 packets /second. This leaves the buffer with the
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ability to service 20 000 packets/ second. It isthisvalue that is used along with the two on off
sources generating 93 500 packets/second to estimate the loss probability offered by that buffer.
Using equations derived by [PIT2000] for the aggregation of less than ten on off sources the
minimum |oss probability threshold is found.

Buffer D is the higher buffer stream used to transfer the flow into when congestion is

detected and is also dimensioned in the same way as Buffer C.

533 LSRandLER

The node processes for the FATE and FATE+ functions were developed in asimilar
fashion. These were again verified using single step techniques. Connection dependent
processing was verified against MPLS drafts [AND99] [JAM994] to ascertain that the
operation and the resulting signalling messages generated were in accordance with the

recommendation and so was the sequence in which they occurred.

The next step was the validation of the complete FATE/FATE+ simulation model. This

was carried out using measurements made on the FATE enhanced network.

5.4 Simulation Modd for FATE/FATE+

In the previous section simulation model s produced as part of this research to
investigate the performance of the FATE/FATE+ architecture were described. The focus of the
smulation isto investigate the influence of the FATE/FATE+ renegotiation mechanisms and
procedures within an MPLS network.

The following scenarios will serve as a comparison between an MPL S network with
and without FATE present. The MPLS network without FATE present is used as a point of

comparison.

Figure 5-22 illustrates the behaviour of two on off sources and the tagged source. The
number of packets generated every Imsisrecorded. The CBR produces 80 packets every 1ms
as shown equating to 80 000 packets every second asis expected for a 33.92Mb/s CBR source.

Whilst the number produced by the on off sources varies as expected.
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Figure 5-22 Distribution of the Tagged and On Off Sources

The simulation is set up as shown in Figure 5-23. There are various delay components
that need to be considered. For the smulations the following values were assigned:
Propagation delay was considered to be zero;
Transmission delay for a150Mb/slink is 2.83us,
Packetisation delay and processing delay is 100us;
Queueing delay is determined by simulation experiments.

- 155Mby/s link
Background Source Module plus an additional on off source

LER
4
Background Source
Sink
<+«—>» 8 2 <>

Tagged Source Module  W_ \ / w___ Destination
& &

Figure 5-23 Simulation Modél - Scenario 1
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Figure 5-24 illustrates the ssimulation model of the individual buffer streams within each
LSR/LER.

Minimum loss probability threshold dimensioned for buffer
A 108

On Off source > 500 | |—» 100000 pkts/ sec
1* PCR = 93500 pkts/ sec Buffer Size \

B % (packets)

On Off source ——p
1* PCR = 93500 pkts / i | [ 20000 pkis/sec

C 104
> Number of packets

On Off source —p 30 - » 100 000 pkts/ sec capable of serving
2* PCR = 93500 pkts/ sec each second

Tagged Source D 103

80 000 pkts/sec
On Offpsource 300 ——» 100 000 pkts/ sec
2* PCR = 93500 pkts /'sec

E 1072

=

On Off source—» 10g ——» 20 000 pkts/ sec/
1* PCR = 93500 pkts/ sec

Figure 5-24 Simulation configuration of buffer streams

The following subsections describe the six scenarios the author chose to simulate.

Scenario 1 shows the proposed FATE scheme works. It details congestion occurring,
its detection and the FATE mechanism responding by transferring the traffic flows into a higher
buffer stream and along an aternative L SP.

Scenarios 2 and 3 repeat the smulationsin Scenario 1 were appropriate. The
differences between them are the point at which congestion occurs, representing the different
number of hops through which the signalling messages have to progress.

Scenario 4 compares the response times of the ingress LER to alleviating congestion on
receiving a Status Request and a CIN message.

Scenario 5 evaluates the performance of FATE as the on off source profile is atered.
The latency involved in the ingress LER responding to receiving CIN messages is compared
with and without a CIN Timer present as the background source' s traffic profile is varied.
Scenario 5 aso monitors the number of CIN messages received by the ingress LER over afixed
time period with and without a CIN Timer present.

Scenario 6 evaluates the performance of FATE+: details congestion occurring, its
detection and the FATE+ mechanism responding by transferring the traffic flows into a higher
buffer stream and along an aternative L SP.
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54.1 Scenariol

Scenario 1 isrun to show that the proposed FATE scheme works. When congestion is
detected the traffic flows suffering an unacceptably high loss probability are either transferred
into a higher buffer stream or into an aternative L SP.

Initially the Tagged Source Module generates the 33.92Mb/s-tagged source producing a
packet every 12.5us, which is fed into buffer D of each L SR through LSRs 8,6,4 and 2 as shown
in Figure 5-24.

The Background Source Module produces a single on off source that is fed into the
signalling buffer of each LSR/LER to represent background signalling traffic.

1mslater two on off sources are fed into the same buffer as the tagged source.

To ensure the simulation has reached stability on losing 50 packets at buffer D the on
off sources traversing that buffer are switched off. 2mswhen al possible packets belonging to
the on off source has been served the on off sources are switched back on. Thisis repested
twice. On the third iteration when the on off sources are switched on an additional on off source
is fed into the same buffer as the tagged sourcein LSR 6 at arandom time. At this point when
50 packets are lost the loss probability experienced by the buffer is calculated.

In this scenario where two on off sources are fed into the buffer neither the lossin the
buffer or in the flow exceeds the predetermined threshold. When an additiona background
source is added to LSR 6 both the buffer and L SP experience aloss that exceeds the
predetermined threshold. A CIN message is generated and sent to the ingress LER.

The following subsections show the results obtained when FATE is present in various
case studies:

Renegotiate then transfer to a higher buffer stream along existing path;
Issue Status Request, Renegotiate and then transfer to a higher buffer stream along
existing path;
Negotiate then transfer to an alternative path;
Issue Status Request, Negatiate and then transfer to an alternative path.
In al simulations the results shown are the average of 10 runs with different RNG seeds
(Appendix A.3).

54.1.1 Trandfer toaHigher Buffer stream
This scenario has been set up to prove the FATE scheme works. When aflow
traversing a L SR experiences congestion, FATE is activated and the flow is transferred to;

1. A higher buffer stream along the existing path first instance;
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2. An aternative path.

Figure 5.25 shows the loss experienced by the L SP before and after renegotation takes
place with and without FATE present.
In this scenario on receiving a CIN message the ingress LER decides to renegotiate

along the existing path for a higher buffer stream.

Loss in LSP before and after renegotation

0 0.5 1 1.5 2 2.5
1.00000
[ |
[ |
&
> 0.10000 AN
E Congestion detected: FATE activated
<
= Flow threshold = 0.0095 @ Loss FATE
© 0.01000 - O Y o o FATE
o
) &
a & Acceptable flow loss
—1 0.00100
® P e
L 4
0.00010 Additional on off source switched on

Time (seconds)

Figure5-25 Lossin L SP before and after Renegotation

Figure 5.26 shows the times involved from the moment a CIN message is generated
through to the ingress LER instigating renegotation procedures up until when the LSPis
transferred to a higher buffer stream.
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Congested Detected : 555.1101
Processing Ti m{ \

CIN generated : 555.1102 Se'?dc,/v
CIN received: 555.77

} Processing Time
Label Request

. AL : .
&0\\@ issued: 555.7701 > Overall time taken: 7.49 + 0.14ms
Reneg Success o€
received: 562.49
Processing Time
- Vsf,
/7/9/)&. Q’[O
urr,,
Transferred: 562.60J

Figure 5-26 Timer between CIN generation, Renegotiation and Transferal to a higher
buffer stream

Figure 5.25 shows the FATE scheme works. Congestion is detected, theingressLER is
notified and the flow is transferred to a higher buffer stream resulting in the flow experiencing
an acceptably low loss probability.

Figure 5.26 shows that it takes an average of 555msto lose 50 packets but only 7.49ms
to renegotiate for a higher buffer stream. Thisresult illustrates that FATE isfast acting.

In the next case on receiving a CIN message the ingress LER formulates and sends a

Status Request message before choosing to renegotiate for a higher buffer stream. Figure 5.27

shows the results.
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Status Request Issued

0 0.5 1 1.5 2 2.5 3
1 T T
m | |
> 0.1 \
E Congestion detected: FATE activated
<
Ke! Flow threshold = 0.0095 @ Before
o 0.01 e T T T T T T e
sl M After
o
) |
S " A table flow |
S o001 cceptable flow loss
N . e
ﬁ ]
0.0001 Additional on off source switched on

Time (Seconds)

Figure 5-27 L oss before and after a Status Request isissued

Figure 5.28% shows the times involved from the moment the CIN message is generated,
a Status Request message is generated and received until the flow is transferred into the higher

buffer stream.

% Figure 5.25 and Figure 5.27 includes the processing timesinvolved in message handling, however subsequent diagrams will omit
thisfor clarity purposes, athough the value isincluded in the calculations.
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Reneg Success
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Figure 5-28 Time between CIN generation, Status Request and Transferal to a Higher
Buffer Stream

Figure 5.27 shows the FATE scheme works. Congestion is detected, theingress LER is
notified, a Status Request message is issued by the ingress LER and the flow is transferred to a
higher buffer stream resulting in the flow experiencing an acceptably lower [oss probability.

Figure 5.28 shows that it takes an average of 555ms to lose 50 packets but 13.46ms to
issue a Status Request message and renegotiate for a higher buffer stream. The results
illustrates how FATE is fast-acting.

Figure 5.29 shows a graph of the relationship between the time at which congestion is
detected and the overall time to transfer the flows into the higher buffer stream for 10 different
seeds. It can be seen that the overal time to transfer the flow is independent of the actual time
congestion is detected.

Although the time at which congestion is detected varies from approximately 70ms up
to 900 ms the 90% confidence interval for the overal time when renegotiation occursis smal in
comparison with avalue of 7.49 £ 0.14ms and 13.46 £ 0.28ms if a Status Request message is
sent before renegotiation. The difference in congestion detection time is due to whether the
bursts from the sources coincide earlier or later.

Summarising and with reference to Figure 5.29 it can be seen that the overall time
involved in FATE isinsensitive to the time at which congestion occurs. The statistical variation

of the on off sources has little impact on the overal timesinvolved in the FATE scheme as
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confirmed by the horizontal characteristics of the overall time against the congestion detection

time.

Time of Congestion Detected vs.Overall Time
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Figure 5-29 Higher Buffer Stream: Congestion Detected vs. Overall Time

5.4.1.2 Transfer toan Alternative Path

In the case where a higher buffer stream cannot be found the ingress LER negotiates for
an alternative L SP.

This scenario shows the times involved when the ingress LER decides to negotiate for
an alternative path on receipt of a CIN message. The timesinvolved in transferring to an
aternative path are shown in Figure 5.30 represents the average of 10 simulations run with
different RNG seeds.
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Time (milliseconds)

%A \
CIN received: 611.70

CIN generated : 610.90

> Overall time taken:6.69 + 0.22ms

Label Mapping
received: 617.59

Transferred: 617.69 /

Figure 5-30 Time between CIN generation, Negotiation and Transferal to an Alternative
Path

These values are comparable with those obtained when the ingress LER decides to
renegotiate along the existing path for a higher buffer stream. Asthereis no additional
processing and the number of hops the signalling messages have to traverse are the samein both

casesthisis acceptable.

The following scenario shows that on receipt of a CIN message the ingress LER
formulates and transmits a Status Request message. On receiving a Status Request message the
ingress LER takes the decision to negotiate for an alternative path. The timesinvolved are
shown in Figure 5.31.

Time (milliseconds)

CIN generated : 610.90

Sendc//\/ \
CIN received: 611.70
&
Status Request . )
received:618.74 > Overall timetaken:12.89 + 0.43ms
Label Mapping
CCRR received: 623.781
(¢
Transferred: 623.787 /

Figure 5-31 Time between CIN generation, Status Request, Negotiate and Transfer to an
Alternative Path
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These values are comparable with those obtained when the ingress LER decides to issue
a Status Request message before negotiating for an aternative path. Again asthereisno
additional processing involved and the number of hops remains the same the values are
acceptable.

It has been noticed from the results that the val ues obtained when negotiating for an
aternative path and renegotiating along an existing path for a higher buffer stream are
comparable. This has resulted in very little noticeable difference in the overal timesfor FATE.

Figure 5.30 and Figure 5.31show the times involved in transferring the flows onto an
aternative path. The average time taken to lose 50 packets is approximately 610ms while the
timesinvolved in transferring the flows are 7ms and 13ms for negotiation and negotiation after
a Status Request message is issued respectively.

Figure 5.32 shows a graph of the relationship between the time at which congestion is
detected and the overal time to transfer the flows onto an alternative path for 10 seeds. It can
be seen that the overall timeto transfer the flows is independent of the actua time at which
congestion occurs.

Although the range of congestion detection is between 200ms and 900ms the overall
time to transfer the flows onto an aternative path is approximately 6.69 + 0.22mswhen the
new path is negotiated for as soon as the ingress LER receives a CIN message. In the case
where a Status Request message is issued before negotiation occurs the average overal timeis
12.89 £ 0.43ms. The overal timeto transfer the flow is small compared to the increase in
latency due to the onset of congestion.

Summarising it can again be said that the overall time involved in FATE isinsensitive
to the to the time at which congestion occurs. The statistical variation of the on off sources has

little impact on the overall times involved in the FATE scheme.

146



Time of Congestion Detected vs.Overall Time
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Figure 5-32 Alter native Path: Congestion Detection vs. Overall Time

54.1.3 Trander back to original situation

In promoting traffic flows to a higher buffer stream the network operator is maintaining
the SLA made with the customer. However, thisis done at a cost to the operator, soitisinits
best interest to remap the traffic flows to their original situation once the ingress LER detects
congestion has subsided.

Promotion is carried out at the expense of the network operator.

The following subsections show the results obtained when FATE is present in various
case studies:
Renegotiate then transfer to back to the lower buffer stream along existing path;
Transfer to the lower buffer stream aong existing path;

This scenario shows the times involved in remapping traffic flows that have been
transferred into a higher buffer stream or along an alternative path back to the original situation.

In this scenario the Status Request messages are transmitted into the network
periodicaly, every 3ms.
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Theingress LER detects from the information returned by the Status Request messages
that the current loss probability in the buffer the flow is traversing is acceptably low, i.e., lower
than the predetermined value assigned to that buffer stream and renegotiates for the original
lower buffer stream. The timesinvolved are shown in Figure 5.33.

Time (milliseconds)

Status Request

— R
received : 791.02 enﬁyofl.é’[ . —
53 O Reneg Success
& ived: 795.60 .
«*e‘\dn\i“ rece = Overall time taken:4.68 + 0.75ms

o

Transferred: 795.7

_/

Figure 5-33 Transferred to the original lower buffer stream

In the next scenario on receipt of a Status Regquest message the ingress LER determines
the loss probability experienced by the buffer through which its flow traversesis acceptable, and
transfers the traffic flows back unto the original path. Thetimesinvolved are as shown in
Figure 5.34.

Time (milliseconds)

Status Request
received : 791.02

Overall time taken: 0.18 +0.046ms

Transferred: 791.2

Figure5-34 Transferred to original path on receipt of a Status Request message

Figure 5.33 and Figure 5.34 show the times involved in returning the traffic flows back
to the origina situation in response to Status Request messages that have been sent periodically
into the network.

By transmitting Status Request messages into the network periodicaly or once a
renegotation has taken place enables the ingress LER to detect when congestion has subsided

and to react to it. This allows the traffic flows to be re-mapped to the first choice or optimum
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route. It isnoted that the timesinvolved in this process are relatively low when compared to the
times needed to transfer the flows to avoid congestion.
The next subsections repeat the appropriate smulationsin Scenario 1 for when

congestion occurs at the ingress and the egress LERs.

5.4.2 Scenario?2

This scenario repeats the above simulations with the loss occurring within a buffer
stream in the egress LER 2 for the L SP as depicted by Figure 5.35. In this scenario the path

length represents the maximum number of hops the signalling messages have to traverse.

155Mb/slink
— >

LER

<+«—>» 8 2 4>

Source \ / : Destination

Background source

Figure 5-35 Simulation Model - Scenario 2

The following subsections depict the case studies listed:
Renegotiate and then transfer to a higher buffer stream,;
Issue Status Request and then transfer to a higher buffer stream;
Negotiate and then transfer to an alternative path;

Issue Status Request and then transfer to an alternative buffer stream.

54.2.1 Transfer toaHigher Buffer

On detecting that a buffer is congested the egress LER formulates and sends a CIN
message to theingress LER. On receipt of a CIN message the ingress LER renegotiates along
the existing path for a higher buffer stream. Figure 5.36 shows the timesinvolved in the

process.
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Time (milliseconds)

CIN generated : 601.23

Reneg Success
received: 609.45

CIN received: 603.26

Transferred: 609.450

_

> Overall time taken:8.22 + 1.02ms

Figure 5-36 Egress LER: Time between CIN generation, Renegotation and transferral to a

higher buffer stream

In the next case study, on receipt of a CIN message the ingress LER issues a Status

Request message and on its return renegotiates along the existing path for a higher buffer

stream. Thetimesinvolved are shown in Figure 5.37.
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CIN received: 603.26

Reneg Success
received: 616.02
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> Overal time taken:14.9 + 2.09ms

Figure 5-37 Egress LER: CIN generation, Status Request issued, Renegotiation and
transferral to a higher buffer stream

5.4.2.2 Trandfer to an alternative path
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In this scenario on receipt of a CIN message the ingress LER negotiates for an

aternative path. The timesinvolved are shown in Figure 5.38.

Time (milliseconds)
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CIN received: 603.26

CIN generated : 601.23

> Overall time taken:13.66 + 1.67 ms

Label Mapping
received: 614.78

Transferred: 614.89
_/

Figure5-38 Egress LER: CIN generation, Negotiate, Transfer to an alternative path

In this case study a CIN message, the ingress LER formulates and transmits a Status
Reguest message. On its return the ingress LER negotiates for an aternative path. The times

involved in this process are shown in Figure 5.39.

Time (milliseconds)

%A \
CIN received: 603.26

CIN generated : 601.23

Status Request

Overal time taken:16.22 + 2.35
received:609.40 > verall time taken ms

Label Mapping
received: 617.35

Transferred: 617.45 /

Figure5-39 Egress LER: CIN generation, Status Request, Negotiate, Transfer to an
Alternative Path

Again it can be seen that the trends exhibited in the previous scenario exists here. The
overal timeto transfer the flow is small compared to the increase in latency due to the onset of

congestion. Thetimesinvolved in negotiation and renegotiation are comparable., as was
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expected due to the absence of additional processing. Also appearing in this scenario was the
additional increase in the overall values as was expected due to the increase in the number of

hops the signalling messages had to traverse between the ingress LER and the egress LER.

5.4.3 Scenario 3

This scenario repeats the smulations in Scenarios 1 and 2 with the loss occurring within
abuffer stream in the ingress LER 8 for the L SP as depicted by Figure 5.40. In this case the
distance between the ingress LER and the congested LSR is zero.

< A5BMIslink

LER

2 <>

Source : \ Destination

Background source

Figure 5-40 Simulation Model — Scenario 3

The following subsections depict the case studies listed:
Renegotiate and then transfer to a higher buffer stream,;
Issue Status Request and then transfer to a higher buffer stream;
Negotiate and then transfer to an alternative path;
Issue Status Request and then transfer to an alternative buffer stream.

54.3.1 Trandfer to a Higher Buffer
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In this scenario on determining that it the ingress LER is congested a CIN is not
generated. Instead the ingress LER renegotiates aong the existing path for a higher buffer
stream. Figure 5.41 displays the times involved.

Time (milliseconds)

Congested : 533.48
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enegof/'a[e
Reneg Success
@ééi\i‘&é received: 53089 >— Overall timetaken: 6522 + 1.10ms
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o
W3

Transfer to higher
buffer: 540.00

Figure5-41 Ingress LER: Congestion detected, Renegotiate and Transfer to a Higher
Buffer Stream

When the ingress LER determines it is congested, it negotiates along an alternative
path. Figure 5.42 shows the times involved in this process.

Time (milliseconds)

Congested : 533.48

Status Request
received: 533.49
> Overall time taken:8.98 + 0.67ms

Reneg Success
received:542.35

Transferred: 542.46 _/

Figure5-42 Ingress LER: Congested detected, Status Request and transfer to a higher
buffer stream

5.4.3.2 Transfer to an Alternative Path

On detecting it is congested the ingress LER negotiates for an dternative path. The

times are shown below in Figure 5.43.
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Transferred: 539.83

Figure 5-43 Ingress LER: Congestion detected, Negotiate and Transfer to an Alternative
path

On detecting congestion the ingress LER formulates and transmits a Status Request
message and decides to negotiate for an aternative path on its return. Thetimesinvolved are

shown in Figure 5.44.

Time (milliseconds)

Congested: 533.48

Status Request
received: 537.65

> Overadll time taken:10.55 + 2.64ms
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received:543.92

Transferred: 544.03
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Figure 5-44 Ingress LER: Congested detected, Negotiate and transfer to an alternative
path

Again it can be seen that the trend exhibited in the previous scenario exists here. The
overal timeto transfer the flow is small compared to the average time for congestion to occur.

In al three scenarios for simulation purposes the propagation delay was considered to
be zero. However, considering ared terrestrial system where the for each 1000 kilometres the
delay is5ns. For the maximum number of hops considered above the maximum would e
approxiametly 30ns. Thisvalue isvery small and shows that FATE adds little delay to a
redistic network.
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54.4 Scenario4

In this scenario a comparison is made in the time it takes the ingress LER to respond to
receiving Status Request messages it has sent into the network, and in receiving CIN messages
from a congested LSR.

5441 Status Respond versus CIN Respond

The information returned by the Status Reguest message contains the loss probability
currently being experienced in al the buffer streams within each LSR aong the LSP.

If the value contained within the Status Request message exceeds a value assigned to a
buffer stream i.e., minimum dimensioned loss probability threshold, thisistaken by the ingress

LER asapossible sign of congestion in the buffer stream of that LSR.

This simulation compares the response times of the ingress LER to receiving a Status
Request messages indicating congestion is occurring in aflow initiated by the ingress LER and
on receiving a CIN message from the congested L SR.

Status_Respond vs CIN_Respond
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Figure 5-45 Status Respond vs CIN Respond

Figure 5.45 shows the natification times involved in comparing theingress LER's
response to receiving Status Request and CIN messages for different packet losses of 50 and
100.
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The time at which the ingress LER receives indication of congestion is comparable at
lower packet losses and low buffer table updates with both the Status Request and CIN message
receipts. With low buffer table updates congestion detection will occur sooner than for larger
buffer table updates, and almost equals the time at which the actual congested L SR generates a
CIN message.

For low buffer table updates and high packet losses the Status Request message
outperforms the CIN message by as much as 4 times. The Status Request messages outperform
the CIN message because at lower buffer table updates congestion detection occurs quicker than
the timer taken for the L SR to accrue high packet losses. However, for high buffer updates the
CIN message indicates probable congestion by as much as 7.5 times over the Status Request
message mechanism. Thistrend resultsin the LSR loses the required number of packet |osses at
aquicker rate than it takes the buffer stream to detect loss.

It can also be seen that the CIN notification is independent of the value of the buffer
table updates, and the Status Request messages are independent of the number of packet losses.

Summarising, the smulation results have shown that there is more than one suitable
means of detecting congestion, both of which are independent of each other. One way isto
alow the ingress LER to issue Status Request messages periodicaly or for it to be informed by
the congested L SR via CIN messages.

Both Status Request and CIN messages were employed within the FATE simulations

for different purposes.

545 Scenario5

In this scenario the effects of changing the on off source’ s traffic profile isinvestigated
to seeif it effects the performance of FATE. In this simulation the ‘burstiness’ of the sourceis
defined by the ratio of the on to off times as explained previoudly in Section 5.3. Table 5-8

shows how the ‘burstiness’ of the source is represented.

On time Off Time Burstiness = Off / On
0.00125 0.00125 1
0.001 0.0015 1.5
0.00075 0.00175 2.3
0.0005 0.002 4
0.00025 0.00225 9

Table 5-8 Source' s Bur stiness Repr esentation
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54.5.1 Number of CIN receipts beforeingress LER responds

This simulation is configured as explained previoudly in Scenario 1 with an additional
on off source being fed into LSR 6 to cause the loss probability in the flow to exceed the
predetermined threshold.

To dampen the response of FATE i.e., to prevent the ingress LER from responding to
each and every CIN message it receives and thus cause path selection flapping, the author has
proposed two possibilities.

Varying the number of CIN messages the ingress LER responds to;

Theinclusion of aCIN Timer.

This simulation investigates the effects of both of those proposals.

The number of CIN messages the ingress LER has to receive before responding is
predetermined and varied throughout the simulations. The time before the ingress LER
responds to the indication of congestion is recorded with and without a CIN timer being present
in the network.

In the scenario where the CIN Timer is present, it is set to Ims with the number of
packets being lost before the buffer loss probability is calculated, being set to 50.

Every 50-packet 1osses the buffer loss probability is calculated, if it exceeds a
predetermined threshold the flow loss probability is calculated. If the lossin the flow has
exceeded a predetermined threshold a CIN message is generated and the CIN Timer is set.
When the CIN Timer expires the loss probability in the flow is recorded over the last time
period, if it has exceeded the predetermined threshold a CIN message is generated and the CIN
Timer is set.

In the case where the CIN Timer is not present, every 50 packet losses the loss
probability in the buffer is calculated, if it exceeds the predetermined threshold the lossin the
flow is adso calculated, if it too exceeds a predetermined threshold a CIN message is generated.
Every 50 packet losses the procedure is repeated.
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Latency vs Source Burstiness with CIN Timer
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Figure 5-46 L atency vs. Burstinesswith CIN Timer

Figure 5.46 shows the latency involved in the ingress LER responding to congestion
detected for different values of CIN receipts e.g., 1,10,20..50 with the CIN Timer present.

It can be seen that when the sources are less bursty the required number of CIN
messages are quicker than the more bursty sources. Without the simulation results the author
would expect the more bursty sources to lose alarger number of packets and therefore produce
the required number of CIN messages in a shorter period of time. However the simulation
results prove otherwise. This may be due to the burst periodsin the less bursty sources
overlapping in the sources resulting in burst scale queueing occurring i.e., alarge number of
packets arrive at the buffer at arate that exceeds the service rate resulting in the packets being
lost. Whereas in the more bursty sources the probability of the bursts overlapping in the sources
issmaller.

At low values of CIN receipt the times involved are comparable for all types of traffic
profiles. Thismay be attributed to the fact that when a burst occurs the number of packets
required to generate a CIN message are lost. However at higher values of CIN receipt and for
the more bursty sources the times involved in generating the CIN messages increases. This may
be due to the point made earlier about there being alower probability of burst scale queueing
occurring resulting in alonger time before the required number of losses occur.

The same trend is noted when the CIN Timer is not present as shown in Figure 5.47.
However at lower values of CIN receipts and for the more bursty source the times are higher

than without the CIN Timer present. Thisis due to the CIN Timer presence detecting that
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congestion still exists every 1ms whereas without the CIN Timer the required number of
packets needs to be lost before the loss probability is calculated.

Error bars are omitted in the figures for clarity.

Latency vs Burstiness without CIN Timer
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Figure 5-47 Latency vs. Burstinesswithout CIN Timer

The latency involved in the ingress LER receiving the required number of CIN
messages is dependent on two components as shown in Figure 5.48.

" Thedeay for the number of losses to occur which in turn is dependent on the
‘burstiness’ of the source;
The delay in transmitting the CIN message from the congested L SR back to the
ingress LER. This component of delay is relatively constant as expected for dl the
traffic profiles of the on off source as the default on off source is multiplexed with
the signalling messages.
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Decomposition of Latency
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Figure 5-48 Delay components of Latency

Figure 5.48 shows the two delay components involved in the time it takes the ingress
LER to respond. Thereisadifferencein the time it takes to accumulate the 50 losses as would
be expected for the traffic profiles of the sources.

As the burtiness of the source increases so does the latency involved in accumulating
the required number of packets lost before a CIN message is generated. This again is due to the
bursts overlapping in the less bursty sources and not in the more bursty sources.

Thetimesinvolved in issuing and receiving a CIN message are amost equal at
approximately 0.56 + 0.051ms. Thisamost constant value is expected, as the source profile
of the background signalling messages remains the same for al the sources. The delay in
transmitting the CIN messages is quite small as the signalling traffic is given high priority in
terms of scheduling, therefore they don’t anticipate encountering much queuing delay.

However, this value is dependent on how |oaded the signalling buffers are.

The following individual graphs show the response times for different values of CIN
receipts with and without the CIN Timer present.

Figure 5.49 shows that the ingress receives the first CIN message at the same time with
and without the CIN Timer present.
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No of CIN_1: Latency vs. Burstiness with and without CIN
Timer
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Figure5-49 No of CIN 1

Thetimesinvolved in theingress LER receiving one CIN message is identical with and

without the CIN Timer present. Thisis expected as the first CIN message has to be generated
before the CIN Timer is set.

No of CIN_5: Latency vs. Burstiness with and without CIN
Timer
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Figure5-50 No of CIN 5
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No of CIN 10: Latency vs. Burstiness with and without CIN
Timer
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Figure5-51 No _of CIN 10

No of CIN_20: Latency vs. Burstiness with and without CIN
Timer
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Figure5-52 No_of CIN 20

With CIN receipt values less than 20 the response times with and without the CIN
Timer are comparable.

With higher values of CIN receipts and for burstier sources thereis a noticeable
difference in the response times with and without the CIN Timer as shown in the following
graphs.
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No of CIN_30: Latency vs Burstiness with and without CIN
Timer
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Figure5-53 No_of CIN_30

No of CIN 40: Latency vs Burstiness with and without a CIN
Timer
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Figure5-54 No_of CIN_40
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No of CIN_50: Latency vs Burstiness with and without CIN
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Figure5-55No_of CIN 50

There isageneral trend in the results obtained in the relationship with and without the
CIN Timer present. The more bursty sources show a marked difference between the time it
takes to receive the same number of CIN messages with and without the CIN Timer. With the
CIN Timer present the congestion can be detected quickly. Without the CIN Timer the ingress
LER hasto wait alonger period of time before it isinformed that there is congestion in the
network.

However the less bursty sources show little difference with the CIN Timer's presence.
A probable reason could be that the timer expires at approximately the same time as the source
loses the required 50 packets.

Asthe burstiness of the sources increases the time required for the ingress LER to
respond to the appropriate number of CIN messagesincreases. Thistrend isreplicated in all
values of CIN receipts. Initialy the expectation would be for burstier sources to respond
quicker to packet losses and to generate CIN messages at a faster rate than the less bursty
sources. However the less bursty sources respond at least six times as fast.

Thisis attributed to the following reason:

The less bursty sources are likely to spend more time in the on state than the more
bursty sources. When there are a number of these sources multiplexed together thereis a higher
probability that there on timeswill coincide resulting in their total transmission rate exceeded

the service rate of the buffer thereby resulting in greater packet losses. With the burstier sources
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astheir on times last for a shorter period of time they are lesslikely to coincide resulting in very
few packet losses occurring during their on time.
Another difference is noted in performance with and without the CIN Timer with the
CIN Timer set at 1Ims. For the less bursty sources the time for the ingress LER to respond to
receiving a CIN message is comparable with and without a CIN Timer. The CIN Timer's value
of 1ms coincides with the time it takes the network to lose the appropriate number of packets.
With the more bursty sources and at higher numbers of CINs generated by the
congested L SR there is a noticeable difference in the times to receive the CIN messages with
and without the CIN Timer present. The time before the ingress LER reacts is less without a
CIN Timer than with one. This may be because the number of packets required to be lost before

generating a CIN occurs before the CIN Timer expires and the loss is noted.

With anincrease CIN Timer value to 20msthere is a noticeable differencein the ingress
LER response times. Theincrease in delay isamost 16 fold with an increase in the CIN Timer
value. Increasing the CIN Timer value results in a noticeable delay in notifying the ingress LER

of congestion as can be seen in Figure 5.56.
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Figure 5-56 Ingress Response with changein CIN Timer value

The action taken upon the expiration of the CIN Timer is configurable. Asseeninin
the results one approach upon the timer expiring is that the loss probability is cal culated
immediately and if it exceeds the predetemined loss threshold a CIN message is generated.

Another approach once the timer has expired is to start counting the number of losses afresh and
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when a predetermined number of losses have arisen then perform the loss probability
caculation. The later acts as a dampening effect making it less responsive, wheresas the former

makes the scheme can make the scheme more responsive.
5.4.5.2 Number of CINsreceived by theingressLER

This simulation is configured as explained previously in Scenario 1 with an additional
on off source being fed into LSR 6 to cause the loss probability in the flow to exceed the
predetermined threshold.

A further proposal to dampen the response of the network is to vary the number of CIN
messages the ingress L ER responds to for different numbers of packet |osses.

Thissimulation is run for a 100ms-time period. In that time the number of CIN
messages the ingress L ER receives with and without a CIN Timer present are recorded for
differing values of packet |osses.

For the scenario where the CIN Timer is present its value is set to 1Ims. Every X-packet
losses the buffer loss probability is recorded, if it exceeds a predetermined threshold the flow
loss probability is recorded. If the lossin the flow has exceeded a predetermined threshold a
CIN message is generated and the CIN Timer isset. On expiring the loss probability in the flow
is recorded over the last time period, if it has exceeded the threshold a CIN message is generated
and the CIN Timer is set.

In the case where the CIN Timer is not present, every X packet losses the loss
probability in the buffer is recorded, if it exceeds the threshold the lossin the flow is recorded,
if it too exceeds athreshold a CIN message is generated. Every X packet losses the procedureis
repeated.
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Packet Losses effect on CIN receipt with CIN Timer
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Figure 5-57 The general trend of different packet losses on the number of CINsreceived
with a CIN Timer

Figure 5.57 and Figure 5.58 shows the results obtained with and without a CIN Timer
present for different values of packet losses.

Thereisagenera trend observed in both graphs. Asthe burstiness of the sources
increases the number of CIN messages received by the ingress LER decreases. Thisis expected
when the graph is compared with the response times experienced by the ingress LER in the
previous set of smulations. The more burstier the source the smaller the probability of the
bursts overlapping therefore the longer the time to accumulate the necessary packet losses
resulting in fewer CIN messages being generated.

With the CIN Timer present the number of CIN messages received by the ingress LER
is comparable for all the values of packet losses selected. Thisis due to alarge number of
packets being lost at the same time equalling all the selected values of packet losses.

In genera the lower packet losses generate a larger number of CIN messages than the
higher packet losses. This trend is more noticeable in the simulation runs without the CIN
Timer present for the lower bursty sources. The number of CIN messages received by the
ingress LER for the more bursty sources are aimost equal. The CIN Timer’s presence resultsin
a higher number of CIN messages being generated, this is because every 1msthe CIN Timer
detects congestion still exists and notifies the ingress LER. Without the CIN Timer the a certain
number of packets has to be lost before the ingressis informed. This trend can be seen for all

values of packet losses as the following graphsillustrate.
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Figure 5-58 Thetrend of different number of packet losses on the number of CINsreceived
without CIN Timer

Effect of 50 packet losses on CIN receipt
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Figure 5-59 50 packet losses

Figure 5.59 shows that for low packet losses the number of CIN messages received is

fairly constant when a CIN Timer is present for the lower bursty sources. The CIN Timer hasa
normalising effect on the number of CINs generated. 1n the situation where the required

number of packet losses occur, once the CIN Timer has been set no action can betakeni.e., no
CIN messages are generated until it expires. However, without the CIN Timer present CIN
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messages are generated each time the required number of losses occurs resulting in the higher
number of CINs received by the ingress LER. The time it takes the source to lose the required
number of packet lossesis significantly smaller than the value of 1ms set for the CIN Timer.

Effect of 100 packet losses on CIN receipt
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Figure 5-60 100 packet losses

Effect of 150 packet losses on CIN receipt
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Figure 5-61 150 packet losses
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Number of CINs received
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Figur e 5-62 200 packet losses
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Figure 5-63 250 packet losses
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Figure 5-64 300 packet losses
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Figure 5-65 350 packet losses
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Figure 5-66 400 packet losses
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Figure 5-67 450 packet losses
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Effect of 500 packet losses on CIN receipt
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Figure 5-68 500 packet losses

As the burstiness of the sources increases, the number of CIN messages received by the
ingress LER decreases. Asexplained for the last set of results the more bursty sources are less
likely to be in their on state at the same time resulting in less numbers of packets being logt,
whereas the less bursty sources are more likely to lose packets when their on times coincide.

A noticeable trend in the difference in the number of CIN messages received with and
without a CIN Timer present occurs with the higher values of packet losses. Upon the CIN
Timer expiring the loss probability is calculated, if it exceeds the loss threshold a CIN message
isimmediately generated regardless of whether the required number of packet losses has been
lost, thus resulting in alarge number of CIN receipts by theingress LER. Without the CIN
Timer present the correct number of packet |osses needs to be accumulated before a CIN

message is generated resulting in smaller numbers of CINs received by the ingress LER.
A separate simulation is run changing the CIN Timer value to 20ms. The results

obtained for the number of CIN messages received by the ingress LER is shown below in
Figure 5.69.
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Figure 5-69 Variability in CIN Timer on Number of CINsreceived

The results show that the number of CIN messages received by the ingress LER
decreases as the burstiness of the source increases. The cause for this has been explained
previoudly.

Asthe CIN Timer value increases the number of CIN messages received by the ingress
LER decreases as expected due to the greater value in between monitoring the loss probability.
The high value assigned to the CIN Timer result in a ower response to congestion by the
ingress LER asiit receives a smaller number of CIN messages with a larger interarrival spacing.
Whereas the smaller the CIN Timer interval the more CIN messages the ingress LER receives
but the quicker it can response to congestion as the interarrival times between the CIN receipts

will be an indication to the ingress LER of trouble.

54.6 Scenario6
The simulation run in this scenario evaluates the performance of FATE+. FATE+
differsfrom FATE in that the congested LSR is responsible for the decision making at the time

of congestion.

The simulation model is configured as explained previoudy in Scenario 1 with LSR 6
being fed with an additional on off source.

The following subsections depict the case studies listed:

Transfer to a higher buffer stream,;
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Re-map via an aternative downstream L SR;
Transfer back to origina path;
Re-map via alternative upstream L SR.

54.6.1 Trandsfer toahigher buffer stream
On detecting congestion the congested L SR remaps the traffic flows into a higher buffer

stream. The times associated with this process are shown in Figure 5.70.

Time (milliseconds)

Congestion detected: 601.37

Overadl time taken: 0.2ms

Transferred:601.57

Figure 5-70 Remap flowsinto higher buffer stream

Once congestion has subsided the time to remap the flows back onto the lower buffer

stream is equal to the remapping time into the higher buffer stream.

54.6.2 Remap flowsvia an alternative downstream L SR
When the congested L SR determinesit cannot cater for the flow in the current output
buffer stream it will negotiate with an alternative next hop and re-route the traffic flows viaa

new next hop. The times involved with this process are shown in Figure 5.71.
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Time (milliseconds)

Congested: 601.37

Next hop found: 601.57

> Overall time taken:4.30 + 1.35ms
Label Mapping
received:605.66

Transferred: 605.67

_

Figure 5-71 Re-route flows via new next hop

5.4.6.3 Remap traffic flowsback to original situation
In al cases to remap flows back onto their origina situation, an acceptable buffer loss
probability is noted on two successive occasions. To re-map traffic flows back onto original

path the following times are involved.

Time (milliseconds)

Congestion receded: 937.01

Overall time taken: 0.22 + 0.057ms

Transferred:937.23

Figure 5-72 Re-map traffic flowsinto original path

5.4.6.4 Remap flowsviaan alternative upstream L SR
In the next scenario the congested L SR determinesit is unable to handle the traffic flow

through any of its buffer streams and decides to have the upstream L SR re-route the traffic.
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Time (milliseconds)

Congested: 601.37

Upstream LSR
receives: 602.38

> Overall time taken:6.44 + 1.59ms

Label Mapping
received:607.69

Transferred: 607.81
_/

Figure 5-73 Re-map flows via the upstream L SR

When congestion has subsided the congested L SR informs the upstream L SR that the

flows can be remapped viaitsdf. Thetimesinvolved are are shown below.

Time (milliseconds)

Congested subsided: 903.45

Re-map flows
received: 904.85 Overall time taken:1.52 + 0.43ms

Transferred: 904.97

Figure 5-74 Re-route via original LSR

These results show that FATE+ works. Traffic flows experiencing congestion are re-
mapped to avoid this. The timesinvolved are much smaller than those found in FATE but were
expected as the congested L SR takes control of the situation without the involvement of the
ingress LER diminating the processing needed to create and transmit CIN messages. FATE+
would ideally be used in ‘loosely’ routed L SPs where the network has control over the route the
flows may take.

5.5 Summary

In this chapter, the performance of al the FATE/FATE+ schemes discussed in the

thesis was determined through experiments carried out using simulation tools. It was found that
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the proposed scheme works, it detects potential congestion and reacts to avoid further packet
losses. Different values of CIN receipts and responses were investigated for a variety of source

profiles.
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Chapter 6. Discussion

A central challenge facing network operators is maintaining customer guarantees whilst
sustaining profitability. A fundamental approach to this problem adopted by many providers
has been to map traffic flows onto a physical topology using least cost metrics calculated by
Interior Gateway Protocols. The limitations of this mapping were often resolved by over
provisioning bandwidth aong links that were anticipated being heavily loaded or to employ
limited forms of load-sharing. However, as networks grow larger and the demands of the
customer becomes greater (in terms of required bandwidth and QoS), the mapping of traffic
flows onto physical topologies needs to be approached in a fundamentally different way so that

the offered load can be supported in a controlled and efficient manner.

The aim of this research has been to develop arapid-acting congestion control scheme
for MPLS networks requiring minimal changes to the existing LDP/CR-LDP protocal. In
achieving this, the author has developed a novel mechanism called FATE/FATE+, which
provides a new approach to the problem of maintaining customer guarantees during transient
periods within MPLS networks.

FATE/FATE+ is aset of mechanisms and procedures that detect congestion within
traffic flows and reacts to circumvent further packet losses. Within MPL S there are two types
of LSPsthat can be established: explicitly routed and loosely routed. FATE addresses the
former whilst FATE+ adheres to the latter.

In FATE, upon detecting congestion, the congested L SR formulates a CIN message and
transmits it to the ingress LER that the LSP initiates from. This method places the
responsibility of what appropriate action should be taken onto the ingress LER. Asthe initiator
of the LSP, the ingress LER may have a specific route it wishes its traffic flows to traverse and
by informing the ingress LER of potential problems, alows the ingress LER to decide whether
to: renegotiate aong the existing path for a higher QoS stream, negotiate for an alternative LSP
or to accept the current loss being experienced by the traffic flows.

FATE+ addresses the issue of aloosely routed L SP where the ingress LER has nho
knowledge of the actual links/L SRs that the traffic flows are traversing. In this situation the
congested L SR takes the appropriate action once it has detected a problem that exists. The
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congested L SR can transfer the L SP traffic into a higher QoS stream via a different downstream
L SR or via an alternative upstream LSR.

Both FATE/FATE+ have been evaluated through simulation and the results have shown
areduction in the loss probability experienced by congested traffic flows from the order of 10™
to 10 in the scenarios presented. Another feature of using FATE/FATE+ isthat it can be
implemented in conjunction with aMPLS network running “vanilla’ LDP/CR-LDP.

Simulation results also show that the overall time to transfer the flow either into a
higher buffer stream or along an alternative path is small compared to the increase in latency
due to the onset of congestion as seen in Scenarios 1 for 1oss experienced in an intermediate
LSR, scenario 2 for lossin an egress LER and scenario 3 for lossin an ingress LER. With
FATE/FATE+ taking no more than 14ms and 5ms respectively to perform the switch over once
the loss detection threshold is reached.

During periods of congestion, traffic flows are re-mapped either into higher buffer
streams or along alternative paths. It is beneficial to both the operator and the customer to re-
map these flows back into their origina condition. From the operator’ s perspective mapping
flowsinto a higher buffer stream to ensure the flows are meeting the guarantees agreed upon
equates to offering those flows a more expensive service than they were experiencing prior to
the onset of congestion. It istherefore desirable for the network operator to re-map the flows
back into the lower priced service level, and to re-use the available resources profitably.

From the customer’ s perspective, their traffic flows being promoted at no expense to
itself is abonus, however providing the service agreement is maintained, the differencein
performance should be negligible. However, the original LSP when chosen (before the
congestion situation) was the optimal route (in terms of cost and or latency) and is therefore
desirable to re-map the traffic flows onto them, thus relieving the higher quality resource so that
the network operator can make use of the resources.

Simulation results have shown that in both FATE/FATE+ thetimes involved in re-
mapping traffic flows back along the original path or into the lower buffer stream is quite low,
typically no more than about 7ms.

Simulations were repeated at different L SRs within the network, where the sole
intention was to vary the number of hops the signalling messages had to traverse. The
minimum number of hops were zero when the congested L SR was the ingress LER, and the

maximum number of hops was six when the congested L SR was the egress LER. Although, for
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simulation purposes the propagation delay was assumed to be zero this has little impact relative

to the queueing delay and transmission delays™.

In any congestion control scheme there are three important components that are
necessary: the ability to detect congestion, the ability to maintain information about the link
state in the network and the ability to take appropriate congestion resolution measures.

In terms of detecting congestion, the author initially considered three possibilities:

Using a Congegtion Detection Timer mechanism;

Detecting and measuring the actual number of packet losses as an indicator of
congestion;

Using Status Request messages as an explicit detection mechanism — by monitoring
the Buffer Table Updates.

The Congestion Detection Timer was implemented first and the initial smulation
results showed that the reaction times were not as dynamic as was initially anticipated. This
therefore indicated a fundamental weakness in the scheme.

The timer was set at the beginning of the simulation, the number of packets passing
through a particular buffer were recorded along with the number of lost or destroyed packets.
Once the timer had expired the packet |oss was cal culated.

The main concern with this approach was the possibility that whilst the detection
scheme was in capture mode no action would ever be taken until this phase was compl eted,
irrespective of the packet losses. For example it was shown that this could result in large
numbers of packet |osses before the network was able to react and would also be capture time-
dependent, leading to the problem of deciding what the appropriate timer values should be.
Using a dliding capture window is also flawed, asit is difficult to select an appropriate window
size according to different network conditions.

Counting a specified number of packet losses relative to the number of packets through
was found to be an aternative and more appropriate method and was therefore implemented in
the FATE/FATE+ simulations to test for its suitability. The mechanism worked as follows:
From the moment a packet is lost the number of packets arriving into that particular buffer
stream and the lost ones are recorded. When a predetermined number of packets have been
recorded as being lost, the loss probability currently being experienced by that buffer is
calculated. The number of packets entering and being lost from the buffer is reset to zero and

% However, considering aterrestrial system it is noted that there is a5ns delay per metre of network transmission medium. For the
maximum number of hops considered above, the maximum propagation delay would be approximately 3ms. Assuming each
optical fibore WAN link is 100km. Thisvalueisvery small and showsthat FATE adds little delay to arealistic network.
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the process repeats continuoudly. This method was found to be fast acting and self-scaling
when compared to the former.

Thethird option isfor the ingress LER to periodically transmit Status Request messages
into the network. Each LSR calculates the current loss probability being experienced by its
buffer streams. For example, for every 1000 packets arriving at a particular buffer stream the
loss probability is calculated. The number of packets arriving is referred to as the buffer table
updates. This approach was also found to meet the requirements for providing supplementary
information within FATE — to enable the ingress LER to make more informed congestion
resolution action and was implemented in the FATE simulations. On receiving the Status
Request message on its return, the ingress LER can determine whether a particular LSR is
experiencing congestion in any of its buffer streams. The simulation results conducted as part
of this research compared the timesinvolved in notifying the ingress LER of congestion, either
by Status Request messages or by receipt of CIN messages. It was found that at low values of
packet losses and for low buffer table updates, both approaches are comparable. With low
buffer table updates congestion detection will occur sooner than for larger buffer table updates,
and almost equals the time at which the actual congested L SR generates a CIN message. For
low buffer table updates and high packet |osses the Status Reguest message outperforms the
CIN message by as much as 4 times. The Status Request messages outperform the CIN
message because at lower buffer table updates congestion detection occurs quicker than the
timer taken for the LSR to accrue high packet losses. However, for high buffer updates the CIN
message indicates probable congestion by as much as 7.5 times over the Status Request message
mechanism. This trend results in the L SR loses the required number of packet losses at a
quicker rate than it takes the buffer stream to detect loss.

Summarising, it can be seen that the ingress LER should transmit Status Request
messages periodically into the network for low values of buffer table updates and low values of
packet losses, but in the case of high buffer table updates, the CIN messages mechanism would
be more appropriate. Both Status Request and CIN messages were employed within the FATE

simulations.

The second necessary component in congestion control is maintaining state information
about the utilisation of the links/L SRs within the MPL S network. There are a number of
reasons why this maintenance is important:

To make sure that routing protocol updates are maintained consistently;
Renegotation / Negotiation procedures;
Restoring traffic flows to original LSP.
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In the first case the routing protocol needs to return the most up to date information
about the most appropriate L SP for connection establishment. What was an ided choice a
period of time ago is not necessarily going to remain so due to variation in the traffic loading
within the network. On receiving notification that a L SR is congested the ingress LER needs to
either renegotiate for a higher buffer stream or negotiate for an alternative path. In this situation
the ingress LER needs to have the most recent information about the network conditions.
Finally, once the transient bursts have subsided, the ingress L ER needs to be informed when the
situation is such that the traffic can be remapped to the original L SP path.

Re-mapping traffic flows back to the origina situation is the sole responsibility of the
ingress LER. To enable the ingress LER to know when the time is suitable to initiate this
process there is a need to know how utilised the linksLSRs along a given LSP are.

Status Request messages are transmitted periodically into the network by the ingress
LER once FATE has been activated. On receipt of a Status Request message indicating the loss
probability the buffer streams along a given LSP are acceptable, the ingress LER can then
instigate proceedings to re-map the L SPs back to the optimum situation. Calculation of the
optimum situation is beyond the scope of this thesis as there is a huge amount of research
currently being carried out in the area of QoS Routing [MA97][NAH98].

In the quantitative analysis of FATE the role of the Status Request messages was to
indicate to the ingress LER the status of the buffer streams along a L SP of particular interest to
theingressLER, i.e., aLSP along which the traffic flows initiating from the ingress LER
traverse. However, from the simulation results, it can be seen that the role of the Status Request
messages are two fold; they can be used to detect possible congestion in place of CIN messages
and to detect congestion dissipating. In both cases the ingress LER utilises this to either react to
or to recover from congestion as the scenarios described in Scenarios 1 and 4.

To dampen the occurrence of signalling storms and route flapping, the author
considered a number of mechanisms:

To prevent alarge generation of CIN messages being created when congestion is
detected, a predetermined number of packets needs to be lost before the |oss probability within
that particular buffer stream is calculated. However, alimitation with this scheme is having
knowledge of what the appropriate number of packet losses should be set to, for a particular
source' s traffic profile.

The author aso considered employing an Optional Response Timer to alow the ingress
LER to determine when to respond to congestion notification. On receipt of a CIN message the
ingress LER sets the timer and if it receives another CIN message before the timer expires it
takes appropriate action such as renegotiating for a higher buffer stream or negotiating for an
aternative path. However, this appeared redundant in the face of the ingress LER responding to
a predetermined number of CIN messages, which is the method implemented in the simulations.
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As seen by the results obtained in scenario 5, the CIN Timer has absolute priority
irrespective of the number of losses that occur in the interval. Once the CIN Timer has expired,
the loss probability is calculated, if it exceeds the loss threshold a CIN message is immediately
generated irrespective of whether a specified number of packet |osses have occurred. This
approach could be amended to prevent the automatic generation of a CIN message by ensuring
that the specified number of losses have occurred before calculating the loss probability each
time the CIN Timer expires. This approach is less responsive than the former. However, in
some cases the CIN Timer has a normalising effect on the number of CIN messages generated
irrespective of traffic conditions. Without a CIN Timer present and depending upon the traffic
conditionsit is possible for large numbers of packets to be lost resulting in a higher number of
CIN messages being generated, which would not have occurred had atimer been present.

Throughout this thesis the author kept the inclusion of timersto a minimum. The CIN
Timer was employed to monitor buffer streams and traffic flows that had been flagged as
suffering particularly high losses. However, the fundamental problem with timers as seen by
the simulation results is determining an appropriate expiry value. Thisis seen as a potential
weakness of FATE.

The traffic profile of the source was varied for a number of simulations. The overall
cycle time of the source’ s on and off periods were kept constant, but the duration for which it
was on was varied. By doing this the ‘burstiness of the source was altered whilst keeping the
mean packet generation rate constant, allowing comparisons between the different traffic
profiles to be performed.

In the case where the ingress LER responded to a different number of CIN messages, it
was found that the less burstier the source the quicker the CIN messages were generated, and
the faster the ingress LER was able to respond to receiving the correct number of CIN
messages. However, with the more bursty sources the response times were lower, again this
trend is due to the probability of the bursts overlapping, being much lower in the case of the
more bursty sources, whose on durations are shorter and less likely to overlap.

The response delay consists of two components: the delay to accumulate the correct
number of packet losses at the congested L SR and the delay in transmitting the CIN message to
theingress LER. The latter was found to be constant as was expected as the source profile of
the background signalling messages were kept constant. The delay and delay variation in
transmitting the CIN messages is quite small as the signalling traffic is given a high priority
buffer traverse with the only other traffic being background signalling messages.
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To address the issue of scalability the author proposed assigning a Virtual
Source/Virtua Destination (VS/VD) pair for the aggregation of L SPs entering the domain at
one point and exiting at another point, using label stacking or tunnelling within the autonomous
MPLS domain of interest. By employing label stacking within the domain and assigning
VSVD pairs, the issue of scalability is removed whilst allowing the operator control of the
LSPstraversing its network. It alows for efficient utilisation of the limited network resources
and the additional capability of controlling congestion. With the VS/VD paradigm, the
congestion control messages need only propagate along as far as the virtua source for the
ingress LER and to the virtual destination for the egress LER. With the virtual endpoints of the
L SP defined, aggregation of many L SPs can be treated as an individual L SP.

In promoting traffic flows to a higher buffer stream the network operator is maintaining
the SLA made with the customer. However, thisis done at a cost to the operator, soitisinits
best interest to remap the traffic flows to their origina situation once the ingress LER detects
congestion has subsided. The author implemented two threshold levelsto act astriggers. The
higher loss threshold triggered the path change to the higher buffer stream or alternative path,
while the lower threshold causes the return to the origina path. Thisimplies that network
conditions have to get improve significantly before the moved L SPs are disturbed again. This
reduces the probability of path selection flapping.

To assess the feasibility of the FATE scheme proposed here, it is useful to compare the
approach with other proposals addressing similar issues. The aim of this comparison isto
establish how effectively the congestion approach taken by the author meets the requirements of
such congestion control schemes. However, publicationsin this area are few; the one paper that
has addressed the relevant areasis arecent proposal developed at Nortel Networks and AT& T
called the QoS Resource Management Method (QRMM) as explained fully in Appendix A.4.

Although the QRMM addresses the issue of renegotiation once a connection has been
established it does not address the issue of dynamic re-distribution of traffic flows over a shorter
time period but tends more to long term provisioning. Asaresult of that it isimpossible to
make a one to one comparison between this thesis and the paper. It was also only published in
March 2000 which did not leave the author with time to fully investigate the appropriateness of

their scheme.

The main significance of thiswork is the proposition of a congestion control scheme for
MPLS networks. The FATE scheme has been shown to work. FATE isfast acting and

alleviates congestion occurring in a LSP by either remapping the relevant traffic flowsinto a
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higher buffer stream or along an alternative path. The first part of the work reported in this
thesis establishes the vaidity of the protocol. The usein the proposed protocol mechanisms and
procedures currently being standardised by the IETF' s MPL S working group ensures
compatibility and conformance with existing and future MPLS platforms.

Theresult isareliable and flexible protocoal that adheres to the standards and solves the
current problem of detecting and aleviating congestion for WAN architectures. To maintain
compatibility with the existing LDP/CR-LDP protocols the author has proposed a number of
signalling message Type Length Vaue (TLV) whose format is consistent with the TLVsused in
L DP/CR-LDP aong with new data structures to maintain additional state information

The FATE scheme proposed by the author meets the requirements and has resulted in a
protocol that can be considered as a practical congestion control scheme for MPL S networks.

Two limitations of the FATE scheme presented in this thesis are the increased levels of
signaling in the core network and the need to maintain additional state information about CR-
L SPs and buffer streams. For any physical architecture different to the traditional MPLS
architecture thisis the price to be paid for a versatile and adaptable platform. However, the
author believesthe increase in signalling load is within acceptable bounds as aggregation of
CIN messages, and thresholds varying the number of packet losses ensures signalling load is
kept low.

However further work could investigate the impact of this on the network.
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Chapter 7: Conclusionsand Further Work

The objectives set out for this research have been achieved. A novel congestion control
scheme capable of reacting rapidly to transient bursts within a MPL S network has been
developed.

The key findings of this research are as follows:

A significant reduction in traffic flows experiencing congestion is observed when
using FATE/FATE+,

A sdf scaling congestion detection mechanism is employed that offers superior
performance when compared to the diding window mechanism;

FATE/FATE+ isrdatively insensitive to different source traffic profiles,

Methods to dampen the responsiveness of the scheme deployed have been
successfully implemented. These operate at both the congested LSR i.e., varying
the number of packet lossesin the detection phase and theingressLER i.e,,
responding to different numbers of CIN receipts;

Obtaining recent link state information in terms of Status Request messages provide
additional information that facilitate appropriate congestion alleviation action to be
taken;

However, further work could evaluate the impact various types of background source
traffic profileswill have on FATE. Although this smulation study investigated using
homogeneous sources whose mean transmitting rate were kept constant, the peak transmitting
rate was varied to represent Internet traffic. It would be of interest to investigate the
performance evaluation of heterogeneous sources, as WANSs will not typically be composed

purely of sources with similar characteristics.

A number of parameters to reduce the sensitivity of FATE were introduced in the
scheme, such as varying the number of packets lost before calculating the loss probability. The
number of CIN messages the ingress L ER should receive before responding to the notification

of congestion was aso varied. Further simulations could determine what the optimum values
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should be, associated with each source traffic profile. Thiswould enable sensible provisioning

of anetwork catering for different types of applications.

Simulation results depicting the performance of FATE and FATE+ asindividua
mechanisms have been seen. However the effect of FATE and FATE+ operating
simultaneoudly would be of importance asit is highly probable that network operators will be
expected to maintain both explicitly and loosely routed L SPs concurrently.

Another area of further work involving intelligent agents or artificial intelligence could

be applied together with traffic engineering metrics to predict the onset of congestion prior to it

actually arising and to take proactive action accordingly.
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Appendix A

A.1 Head of LineBlocking

Head of Line Blocking occurs when a packet needs to be transmitted to an output

stream that is empty but is held in a queue because the packet in front of it cannot be forwarded

as the output stream to which it is destined is currently busy. In output buffering this

phenomenon does not occur as the only contention results from packets being buffered in front

of a packet destined for the same output stream as illustrated below in Figure A. 1.

Input Buffering

Primary point of bufferin\ l

Output Buffering

11—

High speed )
Cross-connect

-

Priméry point of buffering

Figure A. 1 Buffer Architectures

Packet A is destined for egress port 1 — but can’t be transmitted there due to temporary
resource conflict. Meanwhile packet B is blocked behind packet A due to FIFO buffered

ingress queue — even though port 2 isfree.

A.2 Confidencelntervals

The output from one run of asimulation is a sequence of measurements, which depends

on the particular sequence of random numbers used. These measurements need to be evaluated
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statistically in order to provide reliable results for the steady state performance. A confidence
interval quantifies the confidence that can be ascribed to the results from a simulation
experiment [PITO3].

For example, a 90% confidence interval means that for 90% of simulation runs for
which an interval is calculated, the actual value for the measure of interest falls within the
calculated interval Figure A. 2. On the other 10% of occasions, the actual value falls outside the
caculated interval.

Actual value falls within confidence interval
tained from experiment

1 2 3 4 5 o Experiments

Ll

— Actual value

/'77

Actual value falls outside confidence interval
obtained from experiment

Figure A. 2 Confidence Intervals

Thisis not equivaent to 90% of the performance estimates from independent simulation
runs falling within a 90% confidence interval about the actua value. The actua percentage of

times that a confidence interval does span the correct valuesis called the coverage.

A.3 Random Number Generation

The purpose of random number generation isto produce a sequence of number, drawn
from the uniform distribution over the range 0 to 1, which appears to be independent. A good
random number generator (RNG) should appear to be uniformly distributed on [0,1] and should
not exhibit any correlation between generated numbers. 1t must be fast and avoid the need for
much storage. A random number sequence must be reproducible; this aids debugging, and can
be used to increase the precision of results.

OPNET generates a sequence of random numbers based on a random number seed.

Different seeds produce different sequences of random numbers.
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Once asimulation model has been constructed, it is typically exercised under a number
of different conditions in order to characterise the system it represents. While the modd itself
remains the same, aspects of its environment, or parameters that it offers are varied in order to
establish patterns of behaviour or relationships between certain inputs of the system and
selected outputs. The inputs and outputs vary with each system that is modelled and depend on
goals of the simulation study.

Many simulations rely on stochastic [LAW91] modelling of certain elementsin order to
represent behaviour that is not know in a precise fashion but that can be characterised by

associating probabilities with a set of outcomes.

Stochastically modelled elements depend on a random number source on which to base
their behaviour. By ‘drawing’ from the source, these elements can incorporate variability into
appropriate actions or decisions as they are taken. For example, a packet generator module in
OPNET is a stochastic element that issues arandom stream of packets over time. In order to
accomplish this, at each packet generation, the generator uses a random number to set the time

for its next packet generation.

By itsvery nature, it isimpossible for a computer program to exhibit genuinely
unpredictable behaviour. If asimulation program remains the same for multiple simulation
runs, then any change in its behaviour must come from a change in its operating environment
(i.e, itsinput). In particular even the random number stream used to implement stochastic
behaviour, must be forced into a different mode in order to yield different results from

simulation to simulation.

The mechanism used to select new random number sequences relies on starting the
random number generator in a different state. Thisinitial state is known as the random number

seed because it determines all future output of the random number generator.

For a simulation that incorporates stochastic element, each distinct random number seed
value will produce different behaviour and yield new results. Each particular simulation can be
thought of as representing one possible scenario of events for the modelled system. However,
no single simulation can necessarily be used as an accurate gauge of “typical” system
behaviour, sinceit is conceivable that even atypical behaviours, provided they are possible, may
be achieved for some random number seed. Therefore, atechnique that is frequently used isto

exercise the simulation model multiple times while varying the random number sequence. The
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results obtained from the separate simulations can be combined (usualy smply by averaging) to
estimate typical behaviour.

In OPNET 4l of the random numbers draw from a single random number sequence
initialised with the value of the seed environment attribute. The random number generator used
to create this sequenceis provided by the host computer’ s operating system and may vary on
certain platforms. OPNET random number generation sources used on the operating system
used to run the simulations is the function random(). Using this function guarantees identical

results for simulations run with the same seed, regardless of which platform is used.

A.4 QoS Resource Management Method

The scheme developed at Nortel Networks and AT&T is called the QoS Resource
Management Method (QRMM) [ASH20004]. It implements techniques used in Public
Switched Telephone Networks (PSTNSs) to standardise service classification, bandwidth
allocation, bandwidth protection, and priority routing treatment for al network services. In this
scheme bandwidth is allocated in discrete changes to three virtual networks that provide high
priority, normal priority and low priority services. Examples of servicesthat fall within these
three VNs are, a) defence voice communication, b) constant rate, interactive, delay-sensitive,
voice and c) best effort services such as variable rate, non-interactive, non-delay sensitive voice
mail.

The edge routers make periodic discrete changes in bandwidth alocation along a
Constraint-based Routed Label Switched Path (CRLSP) based on the overall aggregated
bandwidth demand. Three optiona type/length/value (TLV) parameters are proposed in this
scheme.

A Depth of Search (DoS) TLV parameter in the CRLDP label request message to control
the amount of bandwidth allocated on individua links along the CRLSP.

A modify TLV parameter in the CRLDP label request message is used to alow
modification of the assigned traffic parameters.

A crankback-TLV parameter in the CRLDP notification message to allow an edge router
the option of searching for an aternative CRL SP that can accommodate the bandwidth request.

The bandwidth allocation control is based on the estimated bandwidth needs,
the bandwidth currently being used and the utilisation of the linksin the CRLSP. The decision
on whether to increase or decrease bandwidth is the sole responsibility of the ingress LER that
periodically monitors the bandwidth in use along the CRLSP. In allocating bandwidth, the
CRLDP is used to specify appropriate parameters in the label request message to request
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bandwidth all ocation changes on each link on the CRLSP, and to determine if the link
bandwidth can be allocated on each link on the CRLSP.

In order for the ingress LER to modify the amount of bandwidth alocated to a
request, it needs to determine the QoS resource management parameters. These include the VN
priority (key, normal, or low), the VN bandwidth currently being used, the VN bandwidth
thresholds and whether the CRLSP is afirst choice CRLSP or an alternative CRLSP. Using
these parameters a VN depth-of-search (DoS) table is accessed to determine a DoS load state
threshold, or the “depth” to which the network capacity can be alocated to the request. The
ingress LER then selects afirst choice CRL SP according to a routing table selection criterion.
Having selected the CRL SP, the ingress sends a label request message, enclosing the explicit
route, the requested traffic parameters, the DoSTLV parameter and the modify TLV parameter,
along the selected CRLSP. On receiving the label request message each L SR applies the QoS
resource management rules to determine whether or not it can allocate the bandwidth request.
The QoS resource management rules entail that the LSR determine the link load state, i.e.,
whether they are reserved, busy, heavily loaded or lightly loaded, based on the bandwidth in use
and the available bandwidth. The link load state is then compared against the received DoS
threshold in the label request message. If the available bandwidth on the link and the link load
state is lower than the requested DoS threshold then the L SR sends a notification message with
the crankback TLV parameter to the ingress LER, which can then try an alternative CRLSP. If
the avail able bandwidth on the link and link load state is higher than the requested DoS
threshold, the bandwidth modification request is then deemed successful.

The QRMM scheme monitors bandwidth usage on a path and reactively request

resources as appropriate.
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