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Abstract of Thesis presented by Attygalage Lasantha Gunathilaka Seneviratne to 

University of London. 

 

A GAME-BASED APPROACH 

TOWARDS HUMAN AUGMENTED 

IMAGE ANNOTATION 

 

ABSTRACT: Image annotation is a difficult task to achieve in an automated way. 

In this thesis, a human-augmented approach to tackle this problem is discussed and 

suitable strategies are derived to solve it. The proposed technique is inspired by 

human-based computation in what is called “human-augmented” processing to 

overcome limitations of fully automated technology for closing the semantic gap. 

The approach aims to exploit what millions of individual gamers are keen to do, i.e. 

enjoy computer games, while annotating media.  

In this thesis, the image annotation problem is tackled by a game based 

framework. This approach combines image processing and a game theoretic model 

to gather media annotations. Although the proposed model behaves similar to a 

single player game model, the underlying approach has been designed based on a 

two-player model which exploits the player’s contribution to the game and 

previously recorded players to improve annotations accuracy. In addition, the 

proposed framework is designed to predict the player’s intention through 

Markovian and Sequential Sampling inferences in order to detect cheating and 

improve annotation performances. Finally, the proposed techniques are 

comprehensively evaluated with three different image datasets and selected 

representative results are reported.   
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Chapter  1  

INTRODUCTION 

It is said that “a picture is worth a thousand words”. This refers to the idea that 

complex scenarios can be represented by just a single image. Human beings are all 

capable of obtaining a majority of information in the real world by visual sense and 

this includes entities that can be visualized, such as images and videos. Recent 

developments in social networks and an increasing number of portable electronic 

devices, such as cameras and camera embedded mobile phones, have contributed to 

the already large quantity of digital multimedia content on the World Wide Web 

(WWW). As a consequence, the following question arises, do people label the 

content? If so, how often do they do so? With the increase of digital media, 

problems of automated classification, annotation, indexing, retrieving, and 

aggregating become critical for the provision of useful and user friendly multimedia 

systems. Reacting to these and other similar questions, researchers around the world 

have designed a considerable number of algorithms and frameworks with the 

capabilities of automated image annotation.  
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Image annotation can be divided into two broad classes: automated annotation 

and manual annotation. The traditional automated framework uses multi-class 

image classification techniques with a large number of classes, as large as the 

vocabulary size. These techniques extract feature vectors from images and use 

machine learning techniques to assign annotation words automatically to new 

images. The advantages of automatic image annotation versus content-based image 

retrieval (CBIR) [1] are that queries can be more naturally specified by the user. 

CBIR generally requires human attention. Here, users have to search by image 

concepts such as colour and texture or finding example queries. One of the main 

problems in CBIR is that certain image features in example images may override 

the concept that the user is really focusing on. The traditional methods of image 

retrieval such as Flickr [2] have relied on manually annotated images, which is 

expensive and time-consuming, especially given the large and constantly-growing 

image databases in existence. Although the literature is full of automated tagging 

techniques, it is still not truly perfect. As a consequent, there is a huge gap between 

the outcomes of automated tagging and manual tagging and this is because of the 

existence of the semantic gap.  

Over the last decade, a number of research directions have been explored 

addressing the semantic gap problem. One such approach is crowdsourcing (or 

manual annotation), which has been successfully used for harvesting multimedia 

annotations. For instance, very promising results have been reported for the well-

known ESP game [3]. It has been shown that this particular game can be modified 

to annotate different types of multimedia materials or features [4] [5]. As a 

consequence, games like this are called “Games with a Purpose” (GWAP). Since 

the ESP game was introduced, a number of similar approaches to address the 

semantic gap issue have been proposed. Including the ESP game, most of the other 

approaches use humans in image tagging. Among them, the ASAA (Application for 

Semi-Automatic Annotation) [6] and “Manhattan Story Mash-up” [7] are two 
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different game strategies introduced in the literature. These strategies have extended 

the crowdsourcing paradigm into another era by introducing two different methods 

of harvesting human brainpower. The most primitive approach in engaging human 

attention is designing interactive frameworks with multiplayer game strategies. It 

has been shown to be fun and entertaining. As a result, public attention is drawn 

into playing the game and its real purpose, image annotation, goes largely 

unnoticed. However, multiplayer game strategies present their own challenges in 

practice. For example, the ESP game is used to annotate images using two similar 

key words given by two unseen players. This approach is highly effective if players 

do not cheat by entering unrelated keywords such as “cat” for every image [8], 

leading the system to generate information that is not useful. Most of the games 

introduced in the literature use at least two-players interacting remotely through the 

Internet to prevent cheating and control a potential flow of misleading annotations 

into the metadata base. This important requirement make these games unsuitable for 

applications where only single isolated players are available, e.g. for gadgets with 

no Internet connectivity. Moreover, this phenomenon is encouraged by the survey 

conducted by the Mobile Marketing Watch [9], which showed that as of 2010, only 

24% of people in the UK use their mobile phone to access the Internet. In addition, 

[10] shows only 27% of teens are interested in internet gaming and 82% of teens are 

more likely to play games alone, where GWAP have not taken these factors into 

consideration when designing games.  

Although the literature is full of game-based approaches, little research has been 

conducted on the use of standalone games and Game Theory (GT) based 

approaches for image annotation. Recent research aimed at image annotation is 

strongly influenced and inspired by social aspects of the human condition [11], and 

as a result, a number of game based approaches are introduced [5] [7] [8]. Since 

millions of people like to play games on a daily basis, there is no doubt of the 

efficiency of such systems. Game-based approaches are not only attractive to derive 
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practical annotation techniques, but also derive strategies aimed at improving 

existing methods. 

The work presented in this thesis builds on the theory of Economics, namely 

Game Theory. Furthermore, statistical inference such as Markovian and Sampling 

theories are also used in this work. Similar GT based approaches have been 

successfully applied as alternative methods for the purposes of decision making and 

aggregating different information for multiplayer games [12]. However, to the best 

of our knowledge, no studies have been undertaken so far on the application of 

these models for image annotation when using standalone games. Game Theory has 

become successful in recent years because it fits so well into the new methodology 

of Economics. Nowadays, all economists start with primitive assumptions about the 

utility functions, production functions and endowments of the actors in the models 

[13]. The reason is that it is usually easier to judge whether primitive assumptions 

are sensible than to evaluate high-level assumptions about behaviour and 

consequently it is widely used in decision making and aggregating information in 

competitive environments [14]. The Markov chain is a characterization of a system 

that transits from one state to another. It concerns any random process given with 

the Markov property, i.e. the property, simply said, that the next state depends only 

on the current state and not on the past [15]. As a fact, Markov models (MM) are 

mostly used in statistical modelling and for outcome predictions of human 

behaviour [16] [17]. Sequential Sampling (SS) is the part of statistical practice 

concerned with the selection of a subset of individual observations within a 

population of individuals intended to yield some knowledge about the population of 

concern, especially for the purposes of making predictions based on statistical 

inference [18]. Both MM and SS methods feature some of the most desired 

characteristics of prediction. For instance, Markov chains predict an outcome based 

on the present state outcome and that strongly represents the human behaviour in 

practice [19]. In the other hand, SS uses all available historical data for decision 
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making. Furthermore, it knows the risk of making a wrong decision and that makes 

a short coming of the other well-establish approaches [20] [21]. In this work, we 

investigate the application of the aforementioned algorithms for game-based 

annotations of images.  

1.1   Research Objectives  

Image annotation is the first step towards the semantic based indexing of 

multimedia content. The main goal of the proposed work is to annotate images 

based on human perception using a framework of standalone games and to reject 

bad annotations from cheating oriented players. Addressing this problem, the thesis 

focuses on the following specific objectives: 

• To investigate the application of human based computation models, in 

particular standalone game-based approaches for image annotation. 

 

• To study and develop a standalone game for image annotation whilst  

exploiting the player’s contributions in gaming, previously recorded player’s 

contribution and image classification outcomes to improve annotation 

accuracy. 

 

• To study and enhance the performance of Game Theory based decision 

making mechanism for image annotation with single player models.  

 

• To develop an approach for predicting the player’s intention prior to 

exposing non-annotated images based on Markov and Sequential Sampling 

techniques. 

 

• To evaluate the usability of the gaming system. 
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• To evaluate the proposed system for image annotation by using real-world 

examples.  

1.2   Contribution of the Thesis 

The thesis provides significant technological contributions to the following areas: 

• A standalone game for image annotation is implemented concerning the 

player’s interaction and the use of Game Theories and strategies.  

 

• A Game-based framework is implemented for aggregating the player’s 

contribution, previously recorded players contribution and image 

classification outcomes for obtaining useful annotations. 

 

• A Game Theory based decision making technique is introduced for the 

purpose of concluding player outcomes, i.e. to accept or to reject a player’s 

annotation in a fair manner. 

 

• Prediction based on Markovian inference and Sequential Sampling 

techniques are introduced to minimise the risk of having bad annotations.  

 

The research described in the thesis and improvements of conventional 

approaches have been presented in a number of author’s publications, which are 

given at the end of this thesis.  
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1.3   Structure of the Thesis 

The thesis gradually introduces the model for developing a game-based image 

annotation system. The association of game strategies and theories are exploited to 

filter out the obtained annotations. In the following, the general structure of the 

thesis is presented. 

• Chapter 2: In this chapter, an overview of the state of the art game-based 

image annotation techniques is discussed. Moreover, the concept of game-

based image annotation and its key role in image indexing and retrieving is 

examined. The overview is a result of the literature reading and investigation 

into state of the art techniques in the area of game-based image annotation.  

 

• Chapter 3: This chapter presents the central contribution of the thesis. It 

gives a comprehensive overview of the proposed game-based annotation 

approach; in particular, this introduces the functions implemented for the 

aggregating player’s contribution, previously recorded player’s contribution 

and image classification outcomes to improve the annotation accuracy. 

Moreover, this introduces the proposed outcome prediction models, i.e. 

Markov model based influencing technique and Sequential Sampling 

techniques for improving the annotation performances.  

 

• Chapter 4: Game Theory models and strategic situations, in which an 

individual's success in making choices depends on the choices of the other 

participants. It is widely used in economics, politics and social psychology. It 

was initially introduced to analyse competitive environments. However, 

nowadays, Game Theory is used as a general theory for the rational aspect of 

social science, where it is broadly used in a certain way to allow participation 

of human as well as non-human players. In this chapter, an overview of 
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motivations and subsequent related Game Theory inspired techniques, 

focusing on the Nash Equilibrium (NE) based decision making and 

aggregating techniques based on payoff functions are introduced. This section 

will also introduce the use of the Nash Equilibrium based decision making 

concept for the proposed game based framework. To use Nash’s concept, two 

payoff functions are proposed in this section. 

 

• Chapter 5: An important characteristic of a prediction algorithm is the ability 

to learn from previous experience in order to predict the future outcomes. The 

need for learning the process has led to vast amounts of research into the 

construction of prediction algorithms. Typically, prediction of human 

behaviour is the most difficult task to achieve in practice. The reason for this 

arises from the fact human behaviour is random and dynamic. In this chapter, 

we have introduced two different player prediction methods. One method is 

based on well known Markov chains and the other method is based on 

sampling theory, in particular Sequential Sampling. Both these techniques are 

extensively evaluated and selected results are given in the next chapter. 

 

• Chapter 6: In this chapter, an extensive experimental evaluation of the game 

based annotation framework is presented. The challenge of developing an 

efficient game-based annotating framework involves capturing human 

attention. The first section of this chapter is dedicated to evaluating the 

performance of the image classification process. While the second section 

evaluates the usability of the game, in particular excitement, addiction, 

enjoyment and the difficulty in game play. These factors are been compared 

with two well known games, ESP and Phetch. The third section evaluates the 

efficiency of the proposed framework and finally a comprehensive evaluation 

of the proposed technique for image annotation is evaluated using three real 
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image datasets. Here, selected representative results are reported. 

 

• Chapter 7: This chapter discusses the introduced contributions of game-

based annotation and closes the thesis with a relevant conclusion and an 

outlook to future work. 
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Chapter  2  

GAMES WITH A PURPOSE: A 

SURVEY OF RELATED WORK 

2.1  Introduction  

The amount of visual information (images and videos) in digital format has 

grown exponentially in the last decades. This information is stored everyday to 

make huge databases and to distribute through the internet. However, most of this 

information is unstructured and as a result it is hard to search for a particular 

content. The goal of the field of image annotation is to develop new technologies to 

index visual contents and summarises them in an efficient way.  

Automatic image annotation is the process in which computer systems 

automatically assign a key-word to visual content. Regardless of the popularity and 

need for automated image tagging, the field is still very much an open problem and 

this can be attributed to the existence of the semantic gap. This existence makes it 

hard to find a relationship between two things; first, the image representation, 

which is often called the low-level features and secondly, the visual object, which is 

often called the high level concept. In addition to these reasons, there are many 
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other factors which make it harder to find a solution to the semantic gap problem. 

They include occlusion, background clutter, scale variations, view point etc. Since 

the early 90’s, a significant amount of research related to image annotation has been 

conducted. Some initial efforts have recently been dedicated to automatically 

annotate images [22] [23] [24], image understanding and statistical learning [25] 

[26], visual templates [27], support vector machines (SVM) for image classification 

[28], context models [29], feedback learning [30]. Most of these approaches tackle 

the semantic gap problem by using machine learning techniques and using mainly 

two categories dependent on the scale of image analysis, namely Global feature 

based image tagging (scene-based approaches) and Block/region-based image 

tagging.  

Global feature based image tagging approaches utilizes the properties of global 

image features such as colour and texture distributions. The key-idea is to somehow 

find a feature representation that is separable enough to distinguish between 

different classes of scenes. In [31], the author has used a SVM classifier [32] on a 

global HSV colour histogram to find the image of interest, while [33], employs a 

classification tree to model spatial correlation on colours, which both are popular 

approaches in the literature. The main disadvantage of using global features is that 

the features used are often insufficiently representative of the prominent objects that 

are used to represent the image or the scene.  

Block/region-based image tagging approaches use object based image tagging. 

In the region based approach, the region of interest is extracted from the image. 

Namely, this process is called image segmenting. It identifies real world objects 

within the image. The general assumption is that feature extraction is based on a 

strong segmentation that better describes the visual object. However, limitations in 

automated segmentation make it harder to obtain a promising result in image 

classification.  
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Problems in automated annotations and text-based access to images have driven 

interest in the development of image-based solutions. This is most often referred to 

as CBIR. Content-based image retrieval relies on the characterization of primitive 

features such as colour, shape and texture that can be automatically extracted from 

the images themselves. Queries to CBIR systems are most often expressed as visual 

exemplars of the type of image or image attribute being required. For example, 

users may submit a sketch, click on a texture palette or select a particular shape of 

interest [34]. The system then identifies those stored images with a high degree of 

similarity to the requested feature. In [35], various technologies for image indexing 

and retrieval based on shape, colour, texture and spatial location are discussed.  

2.2   Towards human augmented image 

annotation 

Numbers of online applications such as search engines require accurate image 

descriptions. However, there is no way to provide accurate textual descriptions for 

the millions of images which are online and in private databases. Manual labelling 

is the only method for obtaining correct image descriptions, but this process is very 

expensive and labour-intensive. Many tasks are trivial for humans but may be 

challenging to the most complicated computer programs. In general, such problems 

are solved by using artificial-intelligence. Addressing the semantic gap in the 

computer vision community, it is still hard to find a complete solution by using 

artificial intelligence. However, GWAP addresses this problem by constructing an 

environment for the channelling of human brain power through computer games 

[36].  

Though previous research recognizes the utility of human cycles and the 

motivational power of the game like interfaces, earlier approaches were 

unsuccessful in harnessing human attention through computer games [36]. Some of 

the earliest examples of collaborative work can be dated back to the 1960’s, where 
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open source software development projects were introduced with network 

individuals accomplishing work online. The collaborative efforts by large numbers 

of individuals accomplished tasks that are impossible to achieve by ordinary 

computers and their programs. This collaborative work would save time and effort 

of an individual person by splitting work amongst a large group of individuals. 

Amazon Mechanical Turk system [37], is an example for such a collaborative work. 

Here, large computational tasks are split into smaller chunks and divided among a 

large group of individuals.  

In the United States alone, 200 million hours are spent each day playing 

computer and video games [36]. By the age of 21, an average American has spent 

more than 10,000 hours on playing computer and video games which is equivalent 

to five years of full-time working. Addressing this fact, the GWAP is designed to 

channel time and effort towards solving computational problems and to improve the 

outcome of artificial intelligent algorithms. Unlike computer processors, humans 

require some incentives to become a part of a collective computation. In order to 

tackle this, GWAP was designed to target the online collaborative approaches, such 

as the multiplayer environment; a source that encourages people to participate in the 

process. Implementing a GWAP is much like designing an algorithm which has to 

be proven addictive to the players and providing correct outcomes.  

In the literature, it has been shown that GWAP is used to annotate different types 

of multimedia materials or features [4] [38] [39]. The ESP was probably the first 

game designed to harvest image annotations and has led to a number of related 

approaches including: Squigl
1
, Hot or Not

2
, Google Image Labeller

3
, Verbosity [5], 

ASAA [6], Manhattan Story Mashup [7], KissKissBan [8], Phetch [39], Matchin 

[40] and Peekaboom [41]. The GWAP approach is characterized by a number of 

monitoring factors; an increasing number of internet users; people spending a lot of 

                                                 

1
 http://www.gwap.com/gwap/gamesPreview/squigl/ 

2
 http://www.hotornot.com/ 

3
 http://images.google.com/imagelabeler/ 
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time on computers playing games; more accurate information on multimedia 

contents can be collected; human attention could be collected easily for no cost.  

2.3   Existing game-base frameworks  

Having published many GWAPs, authors in [36] have listed three game 

structural templates to generalize successful instances of human computation 

games; output agreement games, inversion problem games and input-agreement 

games. 

2.3.1  Output agreement games  

Output agreement games [42] are a generalization of the ESP game. Here, two 

players are chosen randomly among a large group of players and will be given the 

same content for both players as the input. Players are asked to provide outputs 

based on the given input.  

 

Figure 2.1: Output agreement game mechanism. 

Here, players are indirectly forced to produce the output based on the input 

content because the players are restricted from communicating with one another. To 
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win the game, both players must produce the same output which does not have to be 

produced at the same time. Since both players are restricted from communicating, 

they do not know anything about the other player’s output. Therefore, the easiest 

way for both players to produce the same output is by entering something related to 

the input content. This game strategy forces players to produce outputs related to 

the input which is the only thing that both players have in common. In Figure 2.1 an 

example of the output-agreement game is shown. 

2.3.2  Inversion-Problem games 

Inversion-Problem games [42] choose players randomly from a large set of 

players. Here, one player is assigned the role of “describer” and the other player is 

assigned as the role of “guesser”.  

 

Figure 2.2: Inversion problem game mechanism. 

The game chooses the input content and gives it to the describer. The describer 

produces output (in many games a single word or sentence) based on this input. The 

objective of the describer is to help the guessers to produce the original input. In 

these types of games, partners are successful when only guessers describe the input 
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content correctly. If the describer’s outputs are incorrect or incomplete, the guesser 

will not be able to produce the original input. Peekaboom, Phetch and Verbersity 

are some inversion games introduced in the literature. In Figure 2.2 an example of 

the inversion-problem is shown. 

2.3.3  Input-agreement games 

Input-agreement games [43] choose players randomly. In each round, both 

players are given inputs that are to be the same or different, known by the game 

itself but not by the players.  

≠

=

 

Figure 2.3: Input agreement game mechanism. 

The players are told to describe their inputs, so their partners are able to assess 

whether their inputs are the same or different. Both players will win if they 

correctly determine whether they have been given the same or different inputs. 

“TagATune” [4] is an example game for input agreement game. Here, players are 

given a sound clip as the input and they have been asked to verify whether both 
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have been given the same input. Because players want to achieve a winning 

condition, they both want their partner to be able to describe the correct 

information. In Figure 2.3, the mechanism of the input-agreement game is shown. 

2.4   GWAP - Popular games and their 

strategies 

There are number of GWAP introduced in the literature. However, we are 

mainly concerned with their workings which have contributed largely to the 

multimedia community by addressing the semantic gap problem. In Figure 2.4, 

overviews of existing GWAP’s are shown.  

 

Figure 2.4: Overview of “GWAP”. 

Games for object annotation 

There are a number of games introduced in the literature for object wise image 

annotation. Among them, the ESP is the first and the most popular game that 

annotates images based on human perception. This game was introduced in 2003 

and was played by 13,630 individuals [3] within the first four months. The game is 
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designed using a java applet and the applet is connected to a main server for the 

purposes of data handling and monitoring. This game is designed to be played by 

two partners and is meant to be played online by a large number of pairs at once. 

Partners are randomly selected from among all the people playing the game. Players 

are not told who their partners are, nor are they allowed to communicate with their 

partners. The only thing partners have in common is an image they can both see. 

From the player’s point of view, the goal of the ESP game is to guess what their 

partner is typing for each image. Once both players have typed the same key-word 

or string, they move on to the next image. Here, both players do not have to type the 

string at the same time, but each must type the same string at some point while the 

image is on the screen. Every time the players agree on an image, they will be 

rewarded with a certain number of points, encouraging them to play more in 

gaming. This game uses numerous techniques to prevent cheating. The IP addresses 

of players are recorded and allocated differently from that of their partner to make it 

difficult for players to be paired with themselves. To prevent global agreement of a 

strategy such as typing ‘a’ for every image, the game use pre-recorded game-play. 

If a massive agreement strategy is detected, the game insets a large number of bots 

to make it harder for cheating.  

KissKissBan (KKB), for image annotation, is a different game from other human 

computation games. Here, the game is designed to be played by three online 

players. One of the players is called the “blocker” and the other two players are 

called the “couple”. With the same image presented, the couples try to match (Kiss) 

with each other by typing the same word and the blocker tries to stop couples from 

matching (Ban). The blocker is only given seven seconds to act in each round and 

he/she is able to see every word the couples are typing during the game. Monitoring 

the actions of the couples not only makes the waiting process fun, but provides the 

blocker with an opportunity to stop the couples from achieving some unified 

strategy. For example, the blocker could give “a” as the blocked word if he/she 

found the couples trying to match on “a” in every round. The objective of the 
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couples is to guess what the partner is typing. However, unlike the players in the 

ESP Game, the couples in KKB cannot see what the blocked words are. Therefore, 

the couples are encouraged to guess harder words to avoid guessing the word in the 

blocked words list. 

Annotation by key-sentences 

Image describing by key-sentence is another method to tackle the semantic gap 

problem. In [7] and [39], authors have addressed the benefits of this initiative by 

introducing 2 different games, namely Manhattan Story Mashup (MSM) and 

Phetch. Manhattan Story Mashup is a large-scale pervasive game, which combines 

the web, mobile phones and one of the world’s largest public displays in Times 

Square. Here, the web players used a storytelling tool at the game website to mash 

up stories, either by writing new sentences or by re-using already given sentences. 

A noun from each new sentence was sent to a street player for illustration. The 

street player had to shoot a photo which represents the word within 90 seconds. The 

photo was then sent to two other street players who had to guess what the photo 

depicts amongst four nouns, including the correct one. If the photo-noun pair was 

guessed correctly, the original sentence was illustrated with the new photo and it 

was turned into an ingredient for new stories. Here, players will be rewarded by 

displaying the best story on the Reuters Sign in Times Square in real-time. This 

game was deployed as a part of SensorPlanet project at Nokia Research Centre to 

examine the player’s creativity by exploiting ambiguity and how the players were 

engaged in a fast-paced competition.  

Phetch is an online game played by three to five players. Initially, the game 

chooses one of the players as the “Describer” while the others are “Seekers.” The 

Describer is given an image and helps the Seekers find it by textually describing it. 

Only the Describer can see the image and communication is one-sided: the 

Describer can broadcast a description to the Seekers but they cannot communicate 

back. Given the Describer’s text, the Seekers can find the image using an image 
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database which contains a large number of images. However, they are not cued as 

to how to extract a search query from the given text. The first Seeker to find the 

image obtains points and becomes the Describer for the next round. The Describer 

also gains points if the image is found. Unthinkingly, by observing the Describer’s 

text, a collection of natural language descriptions of images are obtained. Here, the 

main disadvantage is that the Describer’s text could contain unrelated textual 

descriptions, which is being posted among the related descriptions to generate false 

annotations. 

Games for image segmentation 

PeekaBoom and Squigl are two different games introduced in the literature for 

image segmentation. These games are designed to be played by two players that are 

randomly chosen. In PeekaBoom, players are named as ‘Peek’ and ‘Boom’. 

Initially, Peek starts out with a blank screen, while Boom starts with an image and a 

word related to it. The goal of the game is for Boom to reveal parts of the image to 

Peek so that Peek can guess the associated word. Boom reveals circular areas of the 

image by clicking. A click reveals an area with a 20-pixel radius. Peek, on the other 

hand, can enter guesses of what Boom’s word is. Boom can see Peek’s guesses and 

can indicate whether they are hot or cold. For example, if the image contains a car 

and a dog and the word associated to the image is “dog,” then Boom will reveal 

only those parts of the image that contain the dog. Thus, given an image-word pair, 

data from the game yield the area of the image pertaining to the word. If Peek 

managed to guess the correct key-word, both players will be given some points that 

encourage them to play further. 

Squigl is another type of GWAP introduced for image segmentation. This game 

is designed to be played by two players, where players are given the same image 

associated with a keyword. Here, players are supposed to draw the contour of the 

key-object. Based on both player outcomes, the similarities are analysed by the 

framework. Depending on the similarity, players are assigned game points that 
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encourage them to play the game further. The main purpose of this game is to 

generate a database of segmented objects that can be used in machine learning. 

Games for Gesture based Image Tagging 

The ASAA is the first game designed for gesture based image annotation. The 

game consists of a combination of manual and automatic image annotation, with 

interaction by means of gestural signs in front of a camera. Here, the game interface 

provides a three dimensional game, where people move tags and images, using a 

motion detection algorithm applied to the captured (user) image. The ASAA game 

uses semantic image annotation by means of a set of concepts previously trained for 

image classification. This information is used to calculate the score and the 

annotated images are used to refine the semantic concept models. 

Games for image rating 

Matchin [40] is another GWAP used to annotate images based on the likeness. 

This game is a two player model that gives both players two images for voting. If 

the players vote for the same image, they will be given some points encouraging 

further engagement in gaming. The objective of this game is to create a large 

database of images based on image likenesses. In [44] another approach is 

introduced for rating people based on pictures. The approach is called “HOT or 

NOT” which is a social entertainment website launched in the year 2000 and has 

been successfully subscribed by millions of members.  
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a number of screen shots for GWAP are illustrated.

 

2.5: Visual representation of current GWAP approaches.

Summary 

This chapter brought an overview of current techniques for game

annotation and their strategies, principles, advantages and disadvantages. It is 

known that the semantic gap between low-level features and high

remain as the biggest challenge to the research community. Addressing this 

problem, a number of techniques have been proposed in the literature. The game

based approaches are among the best that give promising results in image 

number of games that have already introduced image annotation

be categorised into three different structural templates, as output agreement, input 

agreement and inversion problem games. These templates have been used to design 

games for deferent purposes, such as object-wise image annot

wise image annotation, image segmentation, image rating etc. 
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This chapter brought an overview of current techniques for game-based image 

annotation and their strategies, principles, advantages and disadvantages. It is 
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the proposed framework for image annotation is presented. Here, decision making 

strategy based on Nash Equilibrium is used to aggregate different information. In 

this thesis, we used this technique as a source of inspiration for the design of novel 

approaches for image annotation. 
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Chapter  3  

PROPOSED FRAMEWORK FOR 

IMAGE ANNOTATION 

The major contribution of this thesis is the design and implementation of a 

framework combining several paradigms for archiving more realistic image 

annotation. The proposed framework is a standalone game (single player), used to 

annotate images purely based on the players intention. However, the underlying 

approach is designed based on a two-player game model. It gives the independence 

to combine a number of different paradigms, such as player outcome prediction 

algorithms, Game theory based decision making concepts and the players overall 

contribution in annotation. In this section, a novel approach for image annotation 

based on Game Theory is presented. GT and its driven mathematical models are 

introduced to make decisions on the player’s outcome, i.e. to accept or to reject the 

player’s annotation.   
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3.1   Introduction 

Many methods have been proposed for game based image annotation, but almost 

all these methods refine annotations using multiplayer game strategies (see Section 

2.3). Furthermore, only a small amount of research has been undertaken for image 

annotation using Game Theories. In [3] [12], it is shown that game approaches 

provide more encouraging results in image annotation than automated approaches. 

In [6], the potential of obtaining promising results using standalone games are 

shown. However, the approach is designed based on a classifier and that forms 

limitations in this approach.  

The proposed approach follows the well-known crowdsourcing paradigm, in 

which a given problem is tackled by exploiting the power of users in a widely 

distributed way. In our case, the aim is to harvest the power of millions of computer 

gamers for the purpose of annotation digital multimedia as in Flickr4, Facebook5 

and Dailybooth
6
. Crowdsourcing has been successfully used for harvesting 

multimedia annotations. A commonality of all these games introduced in Section 

2.3 is the use of at least two-players interacting remotely through the Internet so as 

to prevent cheating and control a potential flow of misleading annotations into the 

metadata base. A more critical issue related to cheating prevention in ESP-like 

games is the latent possibility of remote gamers agreeing on a strategy that can be 

used to provide quick useless annotations but yet obtaining high scores in the game. 

This and other drawbacks of ESP-like games are discussed in [8]. In contrast to 

ESP-like strategies, the approach proposed here can be instantiated as a standalone 

game or be deployed over the internet as well. Considering problems and 

limitations in multiplayer game approaches, we decided to explore the problems in 

the standalone framework because we are interested in finding the usefulness of 

                                                 

4
 http://www.flickr.com/ 

5
 http://www.facebook.com/ 

6
 http://dailybooth.com/ 
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standalone frameworks in image annotation. 

The proposed framework can be initiated by single standalone games and is 

based on a two-player model. In this model, the gamer (user) takes the role of 

Player 1 while the machine takes the role of Player 2. The underpinning model 

considers two different types of gamers: rationally minded and malicious or 

deceptive players. It uses an outcome prediction mechanism to expose the player to 

the most suitable multimedia material, i.e. fully annotated (images that are fully 

annotated by a paid human operator), partially annotated (images that have obtained 

one or more annotations) or non-annotated (images that have no annotations at all) 

contents. For comparative purposes two different prediction techniques are 

proposed, one based on Markovian Model based inferences [15][45] and the other 

based on Sequential Sampling plans [5]. The proposed framework uses a pair of 

profile payoff functions to refine the player’s outcome by finding its unique Nash 

Equilibrium [46]. It is further shown that the Nash Equilibrium of the model is 

equivalent to a fair solution and leads to a win-win situation. The player’s reward is 

calculated according to a suitable scoring mechanism which encourages the user to 

carry on playing. The score is measured based on the player’s dedication to the 

game, i.e. the player’s potential to provide correct annotations and player’s cost, i.e. 

the effect of incorrect or misleading annotations. Although the proposed model is 

suitable for many kinds of games targeting diverse types of media annotation, the 

game presented in this thesis is designed to annotate only still images.  

3.2   System Overview 

A diagrammatic overview of the proposed approach is given by Figure 3.1. The 

system relies on a small number of previously annotated images and a transitional 

database for storing partially annotated images. That is, the entire image database 

consists of three subsets: fully annotated, partially annotated and non-annotated 

images. Initially, the fully annotated subset would consist of a small number of 

images previously annotated by a human operator and the set of partially annotated 
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images is empty. Once the game is deployed, it is expected that both fully and 

partially annotated image sets start to grow as semantic metadata is obtained 

through the game. Thus, the complete framework comprises two main modules. 

The first module (right in Figure 3.1) handles fully-annotated multimedia units, 

while the second module (left in Figure 3.1) deals with partially and non-annotated 

multimedia units. The first module is used to understand the player’s behaviour, 

confirm results from statistical inference, as well as estimate model parameters and 

the shape of its payoff functions. The second module is the actual annotation engine 

providing semantic metadata for non-annotated content.  

 

Figure 3.1: A complete block diagram of the framework. 

In our case, two generic types of gamers are considered: rationally minded and 

malicious or deceptive players. The first type of player plays the game in a fair way 

trying to achieve high scores by correctly annotating content. This type of player is 

called “rational” in the sequel. The second type of player contains all those who try 

to achieve high scores by cutting corners and cheating. These types of player are 

called “malicious” in the sequel. Clearly, there will be users that change behaviour 
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while playing. Thus, the system assumes that a rational player can become 

malicious and vice-versa. At the start, a small set of fully annotated content is fed to 

the game to initiate the process of learning player’s behaviour and model 

parameters. Here, a transition matrix (the one used by the proposed Markov model 

prediction) is used to measure player’s contributions to the game, i.e. the player’s 

potential to provide correct and meaningful annotations; and the player’s cost, i.e. 

the effect of incorrect or misleading annotations. Next, content is extracted from 

one of the three available databases (fully, partially or non-annotated) and uploaded 

into the system.  

Database selection for content extraction depends on the predicted player’s 

behaviour as detailed in Chapter 5. In subsequent steps, this prediction is done by 

taking into account the previous outcomes of the player for a series of fully 

annotated contents. When the player prediction module expects an incorrect 

annotation with high probability, then it exposes a fully annotated unit to the player. 

On the other hand, when it predicts a valid annotation with high probability, it loads 

a partially annotated or a non-annotated piece of content, based on the outcome of 

equilibrium analysis module. However, a module referred to as a Random Content 

Selection module that forces extraction of content from the fully annotated 

multimedia database at random time intervals is also used. Given that, in practice, 

players change their behaviour often and rational-minded players could thus 

become malicious, the Random Content Selection module addresses this problem 

by exposing the player to a number of fully annotated contents at random time 

intervals. The outcomes for these images are used to update the state of the MM, 

with the aim to assist MM in representing the player’s latest behaviour in gaming. 

The visual interface is the window of the instantiated game. Its design depends 

on the game strategy. However, it has two fundamental tasks: to expose content to 

the player and to enable input of character or strings to be associated with the 

exposed content. Two different game strategies are described in Section 3.3.1, to 

illustrate the corresponding visual interfaces and test the performance of the 
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proposed model. 

Although Figure 3.1, shows that the proposed framework is developed using a 

number of modules, the entire process can be summarised using two major units, 

namely, the Payoff Calculation and Decision making unit and the Player Outcome 

Prediction unit. 

3.2.1  Payoff Calculation and Decision making Unit 

Payoff calculation and decision making is one of the important units in this 

framework. This unit mainly relies on the player’s outcome, i.e. accuracy of the 

player annotations. The fundamental algorithm is designed to measure the player’s 

contribution in gaming in order to expose them to the most suitable, i.e. fully 

annotated, partially annotated or non-annotated content, as well as to decide 

whether to accept or to decline the player’s outcome. In order to do so, two payoff 

functions are constructed and represent both players’ contribution in gaming. In the 

beginning of each game, a player will be exposed to a number of fully annotated 

images. Outcomes are then used to form a transition matrix. This matrix is used to 

measure the Player 1’s overall contribution in gaming as well as the cost. Here, 

player’s overall payoff is measured by subtracting the player’s bad contribution 

from the good one. Player 2 in this game is a virtual player and therefore his 

contribution is measured based on a number of different aspects. Here, the payoff 

function used to measure Player 2’s payoff is designed to aggregate number of 

different key factors; Player 1’s payoff, previously recorded players contributions 

and image classification outcomes. Since, in this game, players are not fully 

independent, and given that the objective of the machine (that takes the role of 

Player 2) is to encourage Player 1 to produce correct annotations, it is fair to use 

Player 1’s information, i.e. payoff or any other information to measure the Player 

2’s payoff. More formally, if the machine motivates Player 1, it can be assumed that 

the probability of entering a previously recorded annotation by Player 1 would 

increase. This further confirms the suitability of using Player 1’s information to 
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assign correct weights the Player 2’s payoff. In addition, the Player 2’s payoff is 

weighted by a SVM classifier, whereby the classifier selects the most optimal 

trained concept from a set of pre-trained concepts based on the player’s input 

keyword. The probabilistic outcome (the probability of an image being relevant to 

the trained concept) from the classifier is used as a factor for weighting the Player 

2’s payoff.  

For partially annotated and non-annotated contents, the Player 2’s cost is 

calculated based on the number of different annotations that have been obtained by 

an image. In practice, if the framework performs well, annotations from cheating 

oriented players will be recognised. As a result, the framework would accept a few 

different annotations, i.e. those from trustworthy players. Thus, using the number of 

different annotations assigned to an image for calculating the Player 2’s cost is the 

most optimal solution. 

The proposed framework uses game theories, in particular Nash Equilibrium 

based decision making techniques for exposing the player to the most suitable 

image content, i.e. fully annotated or non-annotated. Since game theories postulate 

that decisions should be based on primitive actions, two different primitive, yet 

influential, game actions are introduced to the system. One of these actions 

represents the short-term contribution of the Player 1 in gaming and the other action 

represents the long-term contribution of Player 2 in gaming. More information on 

game theory based decision making is given in Chapter 4. 

3.2.2  Player Outcome Prediction Unit 

Player outcome prediction is the second most important unit in this framework. 

It is used to predict the player’s outcome prior to exposing images, fully annotated, 

partially annotated or non-annotated. As a result, it is used to improve performance 

of this framework. In this thesis, we have introduced two different outcome 

prediction algorithms. One is based on the well known Markov chains and the other 

one is based on Sequential Sampling plans. Since human outcomes are dynamic and 
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do not follow any sequence, it can say that prediction based on present intention is 

the most practical approach to predict future outcomes. This dilemma is highly 

encouraged by the research conducted in [19]. Here, it says that there is a high 

potential that human behaviour depends on current intention and is not based on 

past performances. Since Markov chains predict future events based on the outcome 

of the present event, we used Markov chains in this thesis to predict human 

outcomes. To compare and evaluate the Markov prediction approach, we also used 

sampling algorithms to predict human outcomes, in particular Sequential Sampling, 

where the prediction and decision making is influenced by examining the entire 

distribution, not only based on the present outcome. Unlike the Markov approach, 

SS is well known and the involved risk of accepting a defective sample is what 

makes it admired when compared to the Markov approaches. More information on 

this unit is given in Chapter 5. 

3.3  Implementation of the framework 

During the process of developing the two main units, each of which implements 

some algorithm studied and proposed are given in this thesis. In order to build a 

successful system, those two units have been carefully integrated. The objective 

was to get the user’s attention; a graphical interface that can satisfy the goal of the 

proposed approach is also implemented. The main goal of the approach is to build 

up a simple framework that can satisfy a large number of game players, thus could 

obtain a large number of valid annotations for a given set of images. Bearing in 

mind the above objectives, the following major features were constructed in 

devising the process: 

• An easy to use and attractive human-machine interface. 

• Support for the storage of metadata. 

• An easily adopted method for annotating various type of multimedia 

content. 
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Currently backbone structure and basic modules of the targeted system have 

been implemented. Based on these, an experimental environment has been 

composed for image annotation. The proposed framework is mainly implemented 

using C++. Implementation of GUI (Graphical User Interface) employs the 

OpenGL Application Programmable Interface (API) development environments. 

This API is the interface implemented for the game application which allows the 

other applications to communicate with it. OpenGL is an open source toolkit 

designed to provide efficient, portable access to the user interface facilitated by the 

operating systems on which it is implemented. It is a premier environment for 

developing portable, interactive 2D/3D graphic applications. OpenGL has become 

the industry’s most widely used and supported 2D and 3D API [47]. OpenGL 

fosters innovation and speeds application development by incorporating a broad set 

of rendering texture mapping, special effects and other powerful visualization 

features. 

3.3.1  Graphical User Interface 

For testing purposes, we developed two graphical interfaces. The first interface, 

(denoted by INT-1) is designed based on a scenario where the players are asked to 

create a keyword by picking characters from a series of dropping characters. This 

interface displays 4 to 5 characters at a time. Players have to collect each character 

by using arrow keys on the keyboard. For example, if a player wanted to enter the 

keyword “CAT”, he/she would collect each character “C”,”A” and “T” in a 

sequential order.  
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Figure 3.2: Some screenshots of INT-1. 

Figure 3.3: Some screenshots of INT-2. 

This interface additionally displays a number of magic characters that can be 

changed into any character which is demanded by the player. To fulfil a player 

requirement, this game allows players to change the speed of the spinning 

characters. The second interface, (denoted by INT-2), was based on a design of a 

simple game scenario. Players were asked to annotate images by typing a key word. 

Here, the image subject for annotation is randomly displayed in one of 6 displays 
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and the player is asked to steer himself towards the image and enter a keyword. In 

the case of a player bumping into given obstacles or unable to complete annotations 

in a given time frame, they will be given a life penalty. Here, a set of screenshots 

are shown in Figure 3.2 and Figure 3.3, for INT-1 and INT-2 respectively. 

3.4  Experimental Setups 

A general experimental environment is constructed by implementing frameworks 

as mentioned earlier in this chapter. It contains different setups for specific 

experiments on proposed algorithms. However, some of these setups are common to 

all the experiments that have been conducted in this thesis. Since this framework 

depends on human players, we used a number of different players to evaluate the 

framework. Moreover, we used three natural image databases for these experiments, 

namely, ESP, Caltech and Corel image datasets. Details of these datasets are given 

as follows. 

ESP dataset 

The first dataset is a small set containing 200 images selected from the ESP 

dataset, which is referred as the ESP dataset in this thesis. Here, manual labelling of 

the ground-truth for 100 images were conducted prior the experiments. These 

images contain complex scenes and scenarios with large numbers of objects 

present, such as busy streets, seaside, landscape, office environments etc. Therefore, 

they cannot be categorised into a particular semantic category. Since the ground-

truth for this dataset is known, player outcomes from these images have been used 

to measure the player confidence in image annotation.  

Caltech 101 dataset 

The second dataset is a small set containing 200 images selected from the 

Caltech 101 dataset, which is referred as the Caltech dataset in this thesis. Here, 

manual labelling of the ground-truth for 100 images were conducted prior to the 

experiments. This dataset contains a higher level of ground truth based on semantic 
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meaning. Images belonging to the same class illustrate the same concepts, however, 

their visual appearance is different. This dataset consisted of 101 object categories 

which do not overlap with any other concepts. 

Corel dataset 

The third dataset is a small set containing 200 images selected from the Corel 

dataset, which is referred as the Corel dataset in this thesis. Here, manual labelling 

of the ground-truths for 100 images were conducted prior the experiments. This 

dataset contains a higher level of ground truth based on semantic meaning. Images 

belonging to the same class illustrate the same concepts, however, their visual 

appearance is different in practice. The dataset consists of seven concepts, namely, 

Car, Lion, Tiger, Cloud, Elephant, Building and Vegetation. 

3.5  Summary  

In this chapter, an overview of the proposed framework was given. Although the 

proposed framework is developed using a number of modules, the entire process 

can be summarised by using two major units, namely, payoff calculation and 

decision making unit and player outcome prediction unit. The payoff calculation 

unit is designed to measure the player’s contribution in gaming in order to expose 

the player to the most suitable content. In other words, the optimal fully annotated, 

partially annotated or non-annotated content is selected based on the Nash 

Equilibrium based decision-making process. The player outcome prediction unit, on 

the other hand, enhances the performance of the payoff calculation and decision 

making unit by predicting the player’s outcome. Here, two different graphical user 

interfaces were developed for testing purposes. However, in practice, the annotation 

is achieved by offering the image subject to the player through the interface and 

prompting the players to comment on it using a string of characters. This string is 

subsequently analysed by the dictionary analysis module to establish whether the 

player has entered a valid keyword. Following the keyword search, the payoff 
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calculation and equilibrium analysis unit will measure each player’s payoff and 

finally the score computation module will calculate the scores of both players. This 

process will continue until a game session ends. Two major units in this framework 

form the backbone of the proposed research and are elaborated in the next two 

chapters, where the practical aspects of the framework will be discussed. 
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Chapter  4  

PAYOFF CALCULATION AND 

DECISION MAKING 

4.1  Introduction  

Payoff calculation relies on correct decisions to distinguish between rational and 

malicious players. That is the dilemma faced here. A simplistic way to approach 

this problem is to state the desired outcome and to behave in a way that leads to 

attaining that outcome. However, one should ask is it always possible to achieve the 

desired outcome? Taking this dilemma into consideration, an alternative approach is 

given in [48]. This approach uses the causes of actions that are available for a 

problem and determines the outcome for each of these actions; where one of these 

outcomes is preferred because it is the outcome that maximises something, i.e. 

payoffs in our case. The causes of actions that lead to a preferred outcome are then 

picked from the available action set. Whenever players attain this profile of actions, 

their outcomes are taken as valid outcomes. This technique is called the “making an 
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optimal decision”. Here, we used this technique to distinguish between rational and 

malicious players in the proposed framework. In this chapter, an overview of Game 

Theory for decision making is presented. The chapter mainly focuses on techniques 

that are closely related to the proposed research in this thesis, without presenting the 

whole literature. 

4.2  Introduction to Game Theory and 

Decision making  

Game Theory is the study of the choice of strategies by interacting rational 

agents. The main criterion of a game theoretic analysis is to discover which strategy 

is a person’s best response to the strategies chosen by the other agents. It is defined 

as [49] the best response for a player as the strategy that gives maximum outcome 

or a so-called payoff, given the strategy that the other player has chosen or is 

expected to choose. In general, Game Theory is based on a scientific metaphor, 

where most of the interactions we do not usually think of as games, such as the 

share market, investments and insurance companies, can be treated and analysed as 

we would analyse games. Nowadays, Game Theories treat all kinds of human 

choices as if they were strategies of a game. In general, Game Theory studies the 

rational choice of strategies. Human beings are absolutely rational in their choices, 

especially when they are involved in rewards such as profits, incomes or benefits 

etc. This hypothesis narrows the range of possibilities, which is that absolutely 

rational behaviour is more predictable than irrational behaviour. The key idea in 

Game Theoretic analysis is to discover which strategy is a person’s best response to 

the strategies chosen by the others. Classical models treat players as inanimate 

objects and therefore fail in interdependent decision making. Those models neglect 

the fact that people make decisions and are strongly influenced by what others 

decide. Game Theory models, on the other hand, are constructed around the 

strategic choices available to players where the preferred outcomes are clearly 

defined and known [50].  
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It is said that Game Theory was conceived in the seventeenth century by 

mathematicians attempting to solve gambling problems [13]. However, it is 

considered to have begun with the publication of Emile Borel in 1921. Since then, a 

number of papers have been published. Among them, von Neumann and 

Morgenstern’s “The Theory of Games and Economic Behaviour in 1944” [51] 

presents a basic blend of economics and Game Theory. This introduced the idea 

that conflict could be mathematically analyzed and provide the most suitable 

answer. The “Prisoner’s Dilemma” [13] and Nash’s papers on the existence of 

equilibrium [52] gives the preliminary essentials of the modern non-cooperative 

game theory. Around the same time, Shapley [53] introduced rich information about 

cooperative game theories. Since then, large numbers of works related to Game 

Theory have been undertaken.  

Most of the decision making models that exist nowadays need to make a 

decision as to which modes to use. In general, there are rational models, intuitive 

models, rational-intuitive models etc. When considering a decision making 

problem, one approach to the problem is to determine the desired outcome and then 

to behave in a way that leads to that result [54]. This approach leaves open the 

question of whether it is always possible to achieve the desired outcome. 

Addressing this problem an alternative approach is introduced, where it lists the 

courses of action that are available and determines the outcome of each of those 

behaviours [48]. This approach selects one of the outcomes that is preferred because 

it is the one that maximizes something of value, i.e. payoff, money, profit, etc. The 

course of action that leads to the preferred outcome is then picked from the 

available set. This approach makes an optimal decision for the problem of decision 

making.  

4.2.1     Interactive decision problems and static games 

In a game-based environment, most of the decision problem involves two or 

more individuals. Making a decision in such situation is tricky as the payoff to each 
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individual depends on what every individual decides. Players in a static game make 

decisions in isolation. As a result, each player has no knowledge of the decision 

made by the other players before making their own decision. These games are 

referred to most of the time as simultaneous decision games because there is no 

order in which the decisions are made. Simultaneous games are represented by the 

“normal form”, where the game is shown as a table of numbers with different 

strategies and solved using the concept of a Nash Equilibrium (NE) [48]. It is so 

called that the game is in an “extensive form” when games are represented as tree 

diagrams. In an extensive form, each decision about how that game has been 

designed to perform is represented as a branch point in the tree diagram.  

Rational Behaviour 

The rational behaviour is the action made by individuals as they try to maximize 

the benefits and minimize their costs. In practice, humans make decisions on a 

problem by comparing the costs and benefits of different actions. The rational 

behaviour depends on the costs and benefits of certain actions and is easy to explain 

using the economic theory. As an example, people make decisions about how they 

act by comparing the costs and benefits of different courses of action. 

4.2.2     Cooperative and Non-cooperative games 

A cooperative game is a game which the players have complete freedom of pre 

play communication to make a joint binding agreement. These agreements can be 

used to share payoffs or to coordinate game strategies between players. One can say 

that this sharing property can simplify the analysis of a game. However, it is not 

true in a cooperative game as partial agreements may complicate the issue to such 

an extent that �-person cooperative game theory is neither as elegant nor as 

cohesive as the non-cooperative case. In [55], an explanation of the complexity of 

cooperative games is given. It clearly mentions that sharing is not possible or non 

transferable in some cases such as “years in prison” or “early payroll”, which is 

practically true. An alternative in this situation is to include the possibility of side 
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payments in some transferable unit such as money.  

Non-cooperative games are ones in which absolutely no communication is 

allowed between players and in which players are awarded their due profit 

according to the rules of the game [55]. Moreover, it is forbidden for players to 

share payoffs or any information regarding game plan/strategy etc. However, this is 

not to assert that transitory strategic cooperation cannot occur in a non-cooperative 

game if permitted by the rules of the game. 

The fundamentals of a game are the players, actions, payoffs and information. 

These are known collectively as the rules of a game. The modeller’s objective is to 

describe a situation in terms of the rules of a game so that it explains what will 

happen in a situation. Trying to maximize their payoffs, the players will plan 

strategies that pick actions depending on the information that has arrived at each 

moment. The combination of strategies chosen by each player is known as the 

equilibrium. Given an equilibrium, the modeller can see what actions come out of 

the combination of all the players’ plans and this tells the outcome of the game [13]. 

The basic element of any game is its participants who are independent decision 

makers called players. They may be individual persons or organisations who make 

decisions. In general, a game must have two or more players. The total number of 

players may be large, but must be finite and known. Each player must have more 

than one choice, because a single choice can have no strategy and therefore cannot 

alter the outcome of a game. Thus, the players’ goals are to maximize their utility 

through a choice of actions. An action is most often represented by the variable �, 

and the action space of a player is represented by �. A set of actions available to the 

player can thus be represented by  

� � ���, ��, �	, … … … . ��,  
where � is the number of actions available to the player. 
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An outcome is the result of a complete set of strategies selected by a group of 

players in a game. If the player is indifferent to the difference between two or more 

outcomes, then those outcomes are assigned the same numeric payoff. A payoff is a 

function � � � � � that gives a numeric value with every action � � �. An action �� becomes an optimal action if: 

                                                    ����� �  ����           �� � �                                      �4.1� 

Where the optimal decision is to choose �� � �, that maximizes the payoff. In 

practice, two actions may lead to the same maximal payoff, therefore either will 

represent the optimal decision. The outcome of the game is a set of appealing 

elements that the modeller picks from the values of actions, payoffs and other 

variables after the game is played out. 

The pure strategy of a player is the movement plan for the game instructing in 

advance what the player will do in reaction to every event. It is said a player’s 

outcome is a choice if the player selects a strategy without knowing the strategy of 

the other players. On the other hand, the player knows that players follow a pure 

strategy when they know about the other strategies of the other players. When 

players know all the information in a game, i.e. their own strategies and payoff 

functions and those of the others, it is called a game with complete information. 

Whenever a player knows the rules of a game and their own choices, but not the 

payoff functions of the other player, this is called a game with incomplete 

information. It is called “A game of perfect information” when players know how 

the other players move or game strategies and that could influence the result of his 

own choice. “A game of imperfect information” is a game where players sometimes 

do not know the move that other players have made, either because those choices 

are made simultaneous or they are hidden.  

A zero-sum game [56] is widely used when two players are considered. This is a 

mathematical representation of a game where a player's gain or loss is balanced by 

the losses or gains of the other players. If the total gains are added up and the total 



4. PAYOFF CALCULATION AND DECISION MAKING  

 

[43] 

 

losses are subtracted, they would sum to zero. On the other hand, mixed-motive 

games [57] are extensively used in interpersonal decision-making. In matrix form, 

two people choose between two alternatives, a cooperative or competitive act and 

though each person makes his choice separately, both choices jointly determine the 

payoff to each subject. Thus, the game is designed such that each person's payoff is 

not only dependent upon his own choice, but also upon the choice of the other 

person. 

4.2.3     Nash Equilibrium based decision making 

Something that has always been a source of curiosity is what action will be 

chosen by the players in a strategic game? In general, it has been assumed in a static 

game that each player chooses the best available action [58]. Addressing this 

dilemma, John F. Nash [59], has introduced the following strategy which is called 

the theory of Nash equilibrium. Since then, the concept of Nash Equilibrium has 

become a major topic in Game Theory, economics and other social sciences. Here, 

each player chooses the action according to the model of rational behaviour, given 

by the player’s belief about the other player’s action. If every player’s belief about 

the other player’s action is correct, it will form the Nash equilibrium.  

A Nash Equilibrium is an action profile �� with the property that no player � can 

do better by choosing an action different from ���, given that every other player � 
adheres to ���. In other words, neither player could do better by adopting another 

strategy when the strategy adopted by the other player is given. The Nash 

Equilibrium for a two player game is a pair of actions ����, ���� such that: 

                                      �� ���, ���! �  �� ��, ���!         ��� � ��                                 �4.2� 

and 

                                       �� ���, ���! �  �� ���, ��!         ��� � ��                                 �4.3� 
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It is clear from Equation 4.2 and 4.3 that, even though the Nash Equilibrium 

might not include strictly dominated strategies, it may include weakly dominated 

ones. In game theory, a player's strategy will determine the action the player will be 

taking at any stage of the game. Thus, in this context, the strategy $� is strictly 

dominated by strategy $�  if, for every choice of strategies of the other players the 

payoff from choosing $�  is strictly greater than that obtained by $�. If that is the 

case, the strategy $� is the dominated strategy and $�  
the dominant strategy. 

Moreover, the strategy $� is weakly dominated by strategy $�  
if, for every choice of 

strategies of the other players, the payoff from choosing $�  
is greater or equal to the 

payoff from $�. 
In the literature, some experimental work [60] supports the concept that agents in 

repeated games do learn to form Nash equilibrium, however, there is no theoretical 

explanation that is given for this phenomenon. In practice, the action of a player 

depends on the other player’s action and whenever choosing an action, the player 

takes into consideration the actions that the opposing players would choose. This 

makes the players believe in the other player’s action in gaming. This belief can 

derive from the past experience in playing the game and their experience is 

sufficiently extensive that a player knows how the opponents will behave. No one 

tells a player the action that the opponent will choose, but a players previous 

involvement in gaming leads players to be sure of these actions [60].  

4.2.4     The Problem of multiple Equilibria 

Every game that has a finite strategy forms at least one Nash equilibrium. 

However, some games have multiple equilibriums and that leads them to have more 

than one possible solution. From a mathematical point of view, this multiplicity of 

equilibria is a problem when we want one answer, not a family of answers. And 

many economists would also regard it as a problem that has to be solved by some 

restriction of the assumptions that would rule out the multiple equilibria [49]. But, 

from a social scientific point of view, there is another interpretation. Many social 
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scientists believe that coordination problems are quite real and important aspects of 

human social life. From this point of view, we might say that multiple Nash 

equilibria provide us with a possible "explanation" of coordination problems. That 

would be an important positive finding, not a problem [49]. However, the existence 

of multiple equilibria illustrates a common difficulty for modellers in practice. In 

such cases, modellers add more details to the rules of the game or use an 

equilibrium refinement, adding conditions to the basic equilibrium concept until 

only one strategy profile satisfies the refined equilibrium concept. There is no single 

way to refine Nash equilibriums and therefore modellers should insist on a strong 

equilibrium, rule out weakly dominated strategies or use iterated dominance [13].  

4.3  Applying the Nash Equilibrium based 

Decision Making in Image Annotation 

This section will introduce the use of the Nash Equilibrium based decision 

making concept for the proposed game based framework. To use Nash’s concept, 

two payoff functions are proposed. In this game, the payoff of Player 1 plays the 

main role and is always measured based on the historical data of the player’s 

performances in image annotation. In order to do so, initially the framework feeds 

players with a number of fully annotated images; it analyzes the player comment in 

order to measure player confidence, thus, the transition probabilities. This is been 

done by using a Markovian model [15]. The two states of the Markov Model (MM) 

are: a “correct” and an “incorrect” tag or annotation is entered, and they are 

represented by the variable % and &, respectively. Here, the player outcomes for 

fully annotated images are sequentially ordered and segmented into sets of tags for 

the purpose of calculating conditional probabilities in the transition matrix. For an 

example, the probability of '�%()�|&(� is estimated by dividing the number of sets 

in which the label ‘correct’ occurs after ‘incorrect’ by the total number of tag sets 

containing ‘incorrect’. According to [19], human behaviour is governed by the 

current intentions, rather than being based on the previous experiences. However, 
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given that current player intentions cannot be anticipated, they are best 

approximated by assuming that the current outcome is dependent on his previous 

outcome, i.e. based on the correct or incorrect annotation the player has entered. In 

Figure 4.1, an overview of the segmenting process is given. 

 

Figure 4.1: Segmenting player's outcome into set of tags. 
 

Given by the player outcome at step + on preceding multimedia content, the 

probabilistic outcome at step + , 1 is estimated by using the transition matrix -. 

This matrix gives the change of behaviours of players in the Markovian chain. 

- � . '�%()�|%(� '�&()�|%(�'�%()�|&(� '�&()�|&(�/ 

where, '�%()�|%(� denotes the probability of obtaining a correct annotation at step + , 1, when the player is given a correct annotation at step +. Similarly, other 

probabilities '�%()�|&(�, '�&()�|%(� and '�&()�|&(� are measured using players 

historical data, i.e. using segmented outcomes. A diagrammatic overview of the 

proposed MM is given in Figure 4.2.  

 

Figure 4.2: Player's probability distribution in gaming. 

The initial idea is to measure player performances in image annotation. To do so, 

two payoff functions are implemented, where it measures good (0�� and bad �1�� 

contributions of the players. Here, Player 1’s good contribution is measured by (4.4) 
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using the MM and its associated transition probabilities. 

               '�0��  �   '�%()�|%(�'�%(� , '�%()�|&(�'�&(�!                        (4.4)  

where '�%()�|%(�'�%(� is the overall probability of obtaining a correct annotation 

at  + , 1, when the state ‘correct’ considered, and '�%()�|&(�'�&(� is the overall 

probability of obtaining a correct annotation at step + , 1, when the state ‘incorrect’ 

considered. Here, '�%(� is the player’s overall probability of entering a correct 

annotation, which is measured by dividing the number of correct annotations given 

by the player by the number of fully annotated contents the player has been exposed 

to. Similarly, '�&(� is the overall probability of entering an incorrect annotation, 

measured by dividing the number of incorrect annotations given for fully annotated 

contents by the number of fully annotated contents provided to the player. Player 

1’s bad contribution is measured by (4.5) using the MM and its associated transition 

probabilities. 

                '�1�� �   '�&()�|%(�'�%(� , '�&()�|&(�'�&(�!                              (4.5) 

where �&()�|%(�'�%(� is the probability of having incorrect annotations at + , 1 

when the state ‘correct’ considered and '�&()�|&(�'�&(� is the probability of having 

incorrect annotations at + , 1 when the state ‘incorrect’ considered. When Player 2 

is considered, '�0��  in gaming is estimated as follows: 

                        '�0��  �   �����, ���  , '�2� ,  '�3�! /5�                                    �4.6� 

                   5�  =7 3,    if '�2�and '�3� available                                                        2,    if '�2� or '�3� available                                                           1,    otherwise                                                                                      G 
where �����, ��� is the payoff of Player 1 in gaming, which is calculated by 

subtracting bad contributions ('�1��) from the good ones �'�0��), see Equation 4.8 

for more information; '�2� is the probability of entering a given annotation, which 

is calculated by dividing the number of given annotations that are similar to player’s 
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input keyword by the total number of annotations obtained by the image; '�3� is 

the outcome of low-level feature classification that indicates that the probability of 

an image is relevant to the trained concept (see Section 3.2.1 for a justification on 

using �����, ���, '�2� and '�3� for calculating Player 2’s contribution); and  5� is 

the normalising constant that defines the availability of  '�2� and  '�3�. In 

practice, classification outcomes are not entirely accurate and should thus only be 

used when greater than the threshold of the F-measure of the given concept. When 

considering Player 2 in gaming, '�1�� is estimated as: 

                                                      '�1��  �  H �  I�                                                      �4.7� 

where H is the number of dissimilar annotations that has been assigned to an image. 

Thus, if framework performs well in game play, the annotations entered by players 

inclined to cheat would be identified and rejected. Consequently, the number of 

dissimilar annotations assigned to an image would be smaller. This logic confirms 

the suitability of using the number of dissimilar annotations to calculate cost of 

Player 2 in gaming. Here, I� is the allocated cost per annotation, which is used for 

limiting the maximum number of dissimilar annotations per image. Since players 

are asked to annotate images based on the main object or character, and it can be 

assumed most of the rationally minded players will do so, only a few dissimilar 

annotations will be obtained for an image. Consequently, restricting the number of 

dissimilar annotations that can be assigned to an image will not result in any 

performance loss of the system. 

Whenever non-annotated or partially annotated content is exposed, the profiles 

of actions are estimated as follows. Let’s assume that the action of player i taken at 

each round is to be  ��. Action �� indicates that annotations of Player 1 are good or 

bad in a game round and is observed by the outcome prediction unit. Here, �� is 

assigned 1 whenever the prediction unit says the player is trustworthy and would 

enter a correct annotation. Therefore, it can be assumed that this process represents 

the short term contribution of the player in gaming. 
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                   �� � K   1,   if prediction says the player will enter a good annotation   0,   otherwise                                                                                         G  
Similarly, �� is Player 2’s action property and is calculated using a threshold 

score. In practice, the outcome of the score computation module is used to measure 

Player 1’s total score achieved before the onset of ongoing game round (��) (a 

detailed explanation about score calculation is given under the heading ‘Score 

Computation’, later in this section). Thus, when �� is less or equal to a certain 

threshold score (�� Q  +RSTURVWX UYVST), action �� is assigned the value of 0. 

Similarly, it is equal to 1 when the �� is greater than the threshold score (�� Z+RSTURVWX UYVST). Although Player 1 increases his total score by submitting 

‘correct’ annotations, the framework keeps the record of the difference in game 

points between the �� and the threshold score, defined as I�. Thus, whenever a 

player cheats, his total score will be reduced based on the calculation performed by 

the score computation module, while keeping the threshold score unchanged. In 

addition, whenever �� falls below the threshold score, the threshold score will be 

kept unchanged until �� improves sufficiently and becomes greater than the 

threshold score with a lead of I�. Therefore, it can be assumed that this process 

represents the long term contribution of the player in gaming.  

                            

                                 �� � K  1,   if  �� Z +RSTURVWX UYVST                  0, otherwise                                             G 
For each round, given all the information including the action profile ���, ���, a 

general function for calculating Player 1 and 2’s payoff can be defined as follows: 

     Payoff of Player 1:                                 �����, ��� � �� '�0�� [ �� '�1��                                            �4.8� 

Payoff of Player 2:                                  �����, ��� � �� '�0�� [ ��'�1��                                            �4.9� 
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The above payoff functions consisted of two terms. First term, i.e. �� '�0�� and  �� '�0�� denotes the gain of good contribution of the players in 

respect to their action. The second term �� '�1��  and �� '�1��  demonstrates the 

cost or bad contribution in gaming with respect to interaction of the opponent 

player. One can say that it is not fair to measure the cost of the player based on the 

opponent player’s action. However, it is fair to use action �� over Player 2 and vice 

versa because the Player 2 in this game is not a fully independent player of Player 1.  

Here, (4.8) and (4.9) are slightly modified when analysing fully annotated 

contents. In practice, Player 2 is well aware of all fully annotated contents and their 

associated metadata. Hence, the player is capable of correctly examining fully 

annotated contents. As a consequence, '�0��  of Player 2 is assigned to 1 and '�1�� is assigned to 0. Also, action property �� is given a value of 1.  

For each round, given all the information including the action profile ���, �� �, 

both player payoffs are calculated as follows:  

      Player 1 payoff:                                    �����, ��� � �� '�0��  [ ��'�1��                                       �4.10� 

           Player 2 payoff:                                 �����, ��� �  1                                                                           �4.11�                

4.3.1      Nash Equilibrium representation  

Nash Equilibrium is a solution concept of a game involving two or more game 

players in which each player is assumed to know equilibrium strategies of the other 

players, i.e. the users strategic profile where every player is unilaterally optimum, in 

the sense that no player is willing to change its own strategy as this would cause a 

performance loss [61]. Due to the nature of this game, there exists an infinite 

number of equilibriums. In terms of accuracy, not all produce correct annotations.  
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Table 4.1: Truth table for all possible actions 

�� �� 
Player 1 payoff �����, ��� - 

Human 

Player 2 payoff �����, ��� - 

Machine 

0 0 0 0 

0 1 ['�1�� '�0�� 

1 1 '�0�� [ '�1�� '�0�� [ '�1�� 

1 0 '�0�� [ '�1�� 

 

Here, Table 4.1 shows the player’s outcome for all possible strategic actions. It 

shows the feasible region is inside a convex hull of: 1. �0, 0�, 2.  ['�1��, '�0��!,
3.  '�0�� [ '�1��, '�0�� [ '�1��!, 4.  �'�0��, ['�1���. In Figure 4.3, a 

graphical representation of all possible equilibriums is shown. However, the shape 

of this graph could be varying according to the changers of the internal variables of 

the payoff functions.  

Nash Equilibrium refinement 

Presupposing that the players are rational, from (4.8) it is reasonable to assume 

that  �����, ��� Z 0, because players do not play games unless they obtain positive 

game points. 

Table 4.2: Payoff representation for all actions. 

Actions 

Player 2’s long term contribution 

Long term bad 

(��= 0) 

Long term good 

(��= 1) 

Player 1’s 

short term 

contribution 

Short term bad 

(��= 0) 
(0,0) (-, +) 

Short term 

good (��= 1) 
(+, -) (+,+) 

 

If players are cooperative, Table 4.2 shows that action pair Short good, Long 

good forms the unique Nash equilibrium. Given that the framework chooses action 

“Long good”, players are better off choosing “Short good” than “Short bad” as that 
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can significantly increases player payoff (from the right column of the table it 

shows Short good yields a positive payoff where $Rort bad yields a negative 

payoff). Given that Player 1 chooses “Short good”, Player 2 is better off choosing 

Long good than Long bad (from the bottom row of the table we see Long good 

yields a positive payoff where Long bad yields negative). The action profile Short 

bad, Long bad is not a unique Nash equilibrium, because if Player 2 chooses the 

action Long bad, player payoff to Short good exceeded the payoff to Short bad (the 

first components of the entries in the left column of the table). The action profile 

Short good, Long bad is not a unique Nash equilibrium; this is because if Player 1 

chooses the action Short good, payoff of Player 2 for action Long good exceeds the 

payoff to action Long bad (second components of the entries of the bottom row of 

the table). The action profile (Short bad, Long good) is also not a unique Nash 

equilibrium. Because if Player 2 chooses Long good, Player 1 payoff to Short good 

exceeds the payoff to Short bad (first component of the entries in the right column 

of the table).  

According to the above theory, rational players may decide to work together in 

order to maximise their payoffs. However, as in this game, Player 2 is not active, 

thus this strategy is not applicable. Nonetheless, given that action profile Short 

good, Long good forms a unique Nash Equilibrium, it is fair to accept a player 

keyword as a valid annotation when players meet this condition, and '�0�� Z'�1��, i.e. �����, ��� Z 0. This logic is valid, as whenever '�0�� Z '�1��, the 

probability of entering a valid annotation by Player 1 increases. However, new 

keywords, i.e. a keyword new to the image, will be accepted only when '�0�� Z'�1��, i.e. whenever �����, ��� Z 0. Consequently, whenever '�1�� increases, 

high good contribution levels '�0�� are expected from the player, which will 

increase the probability of obtaining a valid keyword, leading to annotations that are 

more accurate. However, when '�0�� Q '�1��, i.e. �����, ��� Q 0, a keyword will 

be accepted as a valid annotation only if it has been previously described by other 

players. This, again, is a valid logic, as it has been previously established that the 

probability of entering an incorrect similar annotation by two malicious players for 
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a particular image is very low. However, there is a high probability that the 

rationally minded players would enter an annotation described before by some other 

player. Therefore, whenever '�0�� Q '�1�� occurs, a keyword is accepted as 

correct only if it has been described before by some other player.  

In practice, the framework measures action profile ���, ���   prior to exposing 

the contents. Therefore, it exposes players to non-annotated or partially annotated 

images only when both actions are equal to 1 and '�0�� Z '�1��, i.e. �����, ��� Z0. More formally, whenever action property �� � �� � 1, players will be exposed 

to non-annotated images when the overall probability of entering a correct 

annotation ('�%(�) is less than a given threshold 	̂, i.e. '�%(� _ 	̂. Moreover, 

player will be exposed to a partially annotated content whenever '�%(� � 	̂. In 

practice, as the framework only accepts annotations when �� � �� � 1, the 

probability of accepting an incorrect annotation by the framework can be assumed 

to be low. Thus, under these conditions, exposing a non-annotated or a partially 

annotated content would not affect the outcome of annotations. However, given that 

partially annotated images contain annotations from previous game plays, they 

already assign a cost to Player 2 (see Equation 4.7). In fact, when players are 

exposed to a partially annotated content, there is a risk that an annotation could be 

rejected by the framework whenever '�0�� _ '�1�� occurs. To address this 

problem, players are exposed to partially annotated images when '�%(� is greater or 

equal than a given threshold 	̂, i.e. '�%(� � 	̂, which minimises the risk of 

rejecting a correct annotation by the framework.     
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Figure 4.3: Payoff outcome representation. 

 

Figure 4.3, shows the feasible and enforceable regions of the proposed game. 

Here, A1 is the enforceable region in this game, where it represents most of the 

rational players. Region A2 is the area that most of the less-rational players are 

located in this game. In practice, the outline of this graph can vary based on the 

following variables, '�0��, '�1��, '�0�� and '�1��. 

Score Computation 

The main purpose of the score computation unit is to reward players for their 

contribution in gaming, thus, to yield game points. Additionally, this game uses the 

score computation algorithm for another purpose, which is to measure the action 

property of Player 2 (���. 
               'W�`TS �aU +V+�W UYVST � �� , �'W�`TS �aU b�`Vcc � 100�             �4.12� 

where �� is the player i’s total score achieved before the onset of the ongoing game 

round. In practice, when Player 1 enters a keyword, the total score will be 

calculated based on the payoff functions and the outcome will be displayed as a 

reward for his contribution in gaming. Once the scores are displayed, they will be 

used as the �� scores for the next game round. In fact, the framework will be able 
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to measure the action property �� before exposing any new image to the player. 

4.4  Weighting player 2’s Payoff by Image 

Classification 

Machine learning aims to understand the fundamental principles of learning on a 

particular problem as a computational process. The aria of machine learning deals 

with the design of tools that can learn from observed data, adopt changers and 

improve performance with experience. Typically machine learning has become an 

essential tool that is expected to solve increasingly complex problems. In this 

section, an introduction to machine learning is briefly introduced. In the literature, 

due to the existence of complex problems, an extensive research work for 

developing many efficient learning algorithms has been carried out. In this thesis, 

we used image classification techniques just to weigh the player’s contribution in 

gaming. In order not to lose the generality, a brief summary on existing categories 

of machine learning is given in this section. 

Image classification algorithms help to invent ways to classify data into 

meaningful categories. Thus, it is widely used for the purpose of image indexing 

and retrieving. Classification enhances not only the accuracy in indexing and 

retrieving, but also the speed. Therefore, a large image dataset can be organised 

according to the classification rule, within a short amount of time. Typically, image 

classification relies on either low-level features or heuristic structures [62]. In 

general, there are two types of classification schemes, supervised and unsupervised 

classification. In supervised classification, some degree of human attention is 

required to make a correction in classification. On the other hand, unsupervised 

classification does not need human attention. In unsupervised, the main goal is to 

partition a given set of data into groups. Namely, this process is called clustering, 

where the data points in a cluster are more similar to each other than the points in 

different clusters (this can be still regarded as a problem of one of the learning 
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factions). 

In 1956, Artificial Intelligence (AI) began its days. The initial idea was to make 

a machine behave like a human being. Since then, the research on machine learning 

eventually grew as a sub-field of AI. In 1958, Rosenblatt proposed the first ever 

learning machine which is called the Perceptron [63]. This method uses a weighted 

sum of inputs followed by a threshold binary output where the weights could be 

adjusted to learn different tasks. However, it had its limitations being that it could 

learn certain non linear mapping. Addressing this problem in 1974, Werbes 

proposed an algorithm for learning weights in a multi-layer network, also called 

neural networks (NN). Since then, NN went on to be successful and has been used 

for learning representations, classification and regression mappings in many applied 

domains [64]. In recent years, NN has undergone many extensions [65]. Since, NN 

originated, similar concepts in statistics also introduced additional extensions. Like 

AI, statistics were also concerned with tasks such as estimating models from 

observations. One of the important key features in statistics is the Bayes rule [66]. 

Bayesians are statistics that use probabilities for measuring prior beliefs. Generative 

modelling, (a model for generating random observable data), is often Bayesian and 

that uses the Bayes rule extensively. Typically, Bayes are different from 

frequentists that only use probabilities from frequencies of observable data.  

One key development of the 1990’s was the popularization of generalisation 

bounds on learning machines. This brought both applied and theoretical interest to 

classifiers and complexity tools such as the Vapnik-Chervonenkis (VC) dimension 

[67]. The VC- dimensions are broadly used in statistical learning to guarantee the 

generalisation. This motivated the large margin decision boundaries and the support 

vector machines were introduced. Since then, it is been widely used in many 

domains for data classification. 

SVM has attracted a lot of interest because of its unique features, such as the 

capability of dealing with high-dimensional input feature vectors. Because SVM is 

well documented and predefined executables are available, we used SVM to weight 
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Player 2’s payoff in the proposed game (See Appendix A for an extended 

description concerning SVM’s). Here, we used the Acemedia
7
 toolbox to extract 

low-level features from images. For classification purposes, we used the LIBSVM 

executable tool [68] with default parameters. The classification process here has 

been completed offline to reduce the computation power required for the game. The 

linear combination of three low-level descriptors colour layout (CLD) [69], 

dominant colour (DCD) [70] and edge histogram (EHD) [71] descriptors are used 

for image classification. These descriptors were merged through a fusion way to 

combine a number of descriptors into a single feature vector as in Equation 4.20. As 

a consequence, it obtains high performances in image classification [72]. The fusion 

strategy used here is called the Merging Fusion Method [73]. A detailed description 

of Merging Fusion Method is given in Section 4.4.2.  

4.4.1    Analysis of Low-level Features 

Most of the image indexing and annotation frameworks use visual features to 

obtain high accuracy in image annotation. The visual features widely used are, 

colour, texture, shape and spatial relationship between objects. In this thesis, the 

proposed approach uses some visual features for image classification; more 

specifically colour and texture features. Without losing generality, a brief summary 

on existing categories is given in this section. 

Colour Descriptors 

Colour is one of the most important features that can be easily identifiable in 

visual content. A significant amount of research has been conducted on various 

aspects of the colour feature which MPEG-7 has standardized a subset of these 

approaches to form a number of different colour descriptors. In this section of the 

                                                 

7
 AceMedia (www.acemedia.org) is a collaborative research project from the European Union 

Sixth Framework Program, in the area of multimedia semantic analysis and processing. 
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thesis, most commonly used colour descriptors are reported. Here, before defining 

colour features, a brief description on the colour space has been described. 

Colour Spaces 

There are various colour spaces introduced in the literature. Depending on the 

application, various colour space models are distinguished for different 

applications. Colour space is a method which creates and visualizes colours. In 

general, humans define a colour by its attributes of brightness hue and 

colourfulness. A colour is usually specified using three coordinates, or parameters. 

These parameters describe the position of the colour within the colour space being 

used.  

RGB is an additive colour space based on tri-chromatic theory often found in 

electronic devices with CRT display images. Some commonly used colour spaces in 

literature are HSV, RGB, CMY, HSL, YIQ, YUV, YCbcr etc. The HSV colour 

space considers human intuition and addresses three of the most important aspects 

in the perception of the colour hue, saturation and value. Since every space model 

has its advantage, uniformity is the main requirement for image indexing and 

retrieval systems. 

Colour Histogram 

The Colour Histogram is a representation of the distribution of colours in an 

image. It represents the number of pixels with colour values that fall into given 

colour ranges; more often a specific colour range is called the colour bin. These 

bins are defined based on the colour space and quantization levels of the colour. 

Colour histograms are good representatives of colour distributions across an image, 

however they lack spatial colour information and to address this issue local colour 

descriptors, such colour layout or region-based descriptors, have been developed.  
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Texture Descriptors 

Texture is an important factor in visual perception and discrimination of image 

content. Texture feature has been extensively studied in the research area of image 

segmentation, image classification, and image retrieval and in other pattern analysis 

fields. Texture feature characterizes image texture or regions, observing the region 

homogeneity. Many approaches have been proposed for texture based image 

retrieval using the multi resolution techniques such as the Wavelet Transform [74]. 

There are a number of texture descriptors proposed in the literature. The best-

established kind relies on comparing values of what are known as second order 

statistics, calculated from query and stored images. These approaches extract 

textures by calculating the relative brightness of selected pixel pairs from each 

image [75]. In [76], a number of texture features are introduced, in particular 

coarseness, contrast, directionality, regularity, line-likeness and roughness. Among 

them, the first three are commonly used to extract the texture information. 

Moreover, the Gabor filter based multi-resolution representation [77] and Grey-

Level co-occurrence Matrix (GLCM) [76] are used to extract more texture 

information in images.  

Shape Descriptors 

Shape feature provides a powerful clue to object identity and as a consequence it 

has been used in a similarity search and retrieval of objects. Humans can recognize 

characteristic objects solely from their shapes. This proves that shape feature is a 

powerful feature that provides semantic information. This property distinguishes 

shape from other visual features such as colour or texture.  

The image and video world usually deals with 2-D projections of real world 

objects, where MPEG-7 provides tools to describe 2-D shapes. Generally, shape 

representations can be classified types: contour-based and region based. The 

contour-based method expresses shape properties of an object based on its outline. 

This boundary information may not be available in some cases due to the occlusion, 
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noise and vagueness that may occur in digital world. The contour-based shape 

descriptors are based on the Curvature Scale-space (CSS) representation of the 

contour and were proposed in [78]. This descriptor is very efficient in applications 

where high variability in the shape is expected and is robust to noise present in the 

contour.  

The second type, region-based shape descriptors, do not necessarily rely on 

shape boundary information because they rely on all pixels representing the shape 

not only on the contour pixels. The Zernike Moment Descriptor [79] is one robust 

shape descriptor which is invariant to rotation, robustness to noise, expression 

efficiency and multilevel representation for describing the various shapes of 

patterns. 

MPEG-7 Features Space 

MPEG-7 standard is defined by the Moving Picture Expert Group (MPEG) as a 

standard multimedia content description interface for offering a set of audio-visual 

descriptions in an effort to provide standardized tools for describing multiple 

content [80]. MPEG-7 standardizes visual content such as colour descriptions, 

textual descriptions, shape descriptions, motion descriptions and face descriptions. 

MPEG-7 defines colour descriptions [80], such as the Dominant Colour Descriptor 

(DCD) [81] characterize an image or image region of a small number of dominant 

colour values and some statistical properties related to these. Scalable colour is a 

colour histogram with efficient encoding based on the Haar Transform [82]. The 

Colour Structure [83] is an extension of the colour histogram that incorporates some 

associated structural information. Colour Layout Descriptor [69] describes the 

spatial layout of colour within an image. Finally, Group of Frames/ Group of 

Pictures colour is an extension of scalable colour to an image Sequence/collection. 

MPEG-7 present three descriptors to extract textures featuring of a visual content 

[80], namely, Homogeneous Texture Descriptor (HTD) [84], Edge Histogram 

Descriptor (EHD) [71] and Perceptual Browsing Descriptor (PBD) [85]. Here, HTD 

and EHD describe the statistical distribution of the texture feature of an image and 
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are useful for image retrieval applications. PBD is a compact descriptor suitable for 

quick browsing applications. MPEG 7 describes a number of shape descriptors, 

Region-based descriptor, contour based descriptor and 2D/3D shape descriptor. The 

visual descriptors used for experiments in this thesis are presented in detail in this 

section. 

Dominant Colour Descriptor   

The Dominant Colour Descriptor (DCD) specifies the representative colours in 

an image or in an image region. Similarity retrieval in image databases and 

browsing of image databases based on colour values are the main targets in 

applications of this descriptor. These colours are computed and quantized for each 

image or image region. The DCD can be represented with the following vector. 

                             DCD = {(Y�,  b� ,  g��, U},       � �  1, 2, … , H,                      �4.13� 

where N is the number of dominant colours, which varies from one image to 

another and Y� is the �th
 dominant colour. Each dominant colour Y� represents the 

colour value vector corresponding to the colour values of the corresponding image. 

In addition, b� is the percentage of pixels for the �th
 dominant colour in the image or 

image region; g� is an optional field that expresses the variance describing variation 

of colour values for pixels in a cluster of a particular colour; and U represents the 

spatial coherency of the image, i.e. the homogeneity of dominant colours. The 

spatial coherency is a single number that represents the overall spatial homogeneity 

of the dominant colours in an image. As it describes the spatial distribution of pixels 

associated with each representative colour, high values imply that pixels of similar 

colours are co-located. Consequently, searching for individual colours can be 

performed efficiently using a 3-D colour space, which thus allows for fast and 

convenient similarity matching.  

Consider two DCD’s (3� and 3�), 

3� = {(Y��, b��, g��), U� },  � = 1,2...., H�,  and 
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3� = {(Y��, b��, g��), U�},   � = 1,2...., H�, 
The matching function measures the dissimilarity of two descriptors and is given 

as follows which ignores the optional variance parameter. 

                     h��3�, 3�� �  i b���j�
�k� , i b���j�

�k� [ i i 2l��,��  b��  b��
j�

�k�
j�
�k�                �4.14� 

where, subscripts 1 and 2 stand for descriptors 3� and 3� in all variables, 

respectively. Moreover, H1 and H2 are, respectively the number of dominant 

colours in descriptor 3� and 3�; l��,��  is the similarity coefficient between colour 

clusters Y�� and Y��;  b�� is the percentage of pixels for �th
 dominant colour in the 

colour cluster Y��; and b�� is the percentage of pixels for �th
 dominant colour in the 

colour cluster Y��. The similarity coefficient ���,�� between two colours Y�� and Y�� 

is defined as follows: 

���,�� � K 1 [ X��,��/Xmno  ,  X��,�� Q  pq0 ,                              X��,�� Z  pq G  
where, X��,�� � ||Y�� [  Y��|| is the Euclidean distance between the colours  Y�� and 

Y��. pq  is the maximal distance for two colours to be considered similar and 

X�rs � tpq. This means that any two dominant colours from one single 

description are at least pq  distance apart. A recommended value for pq  is given in 

[86] as 10 to 20 in the CIE – LUV colour space and for t is between 1.0 and 1.5. 

Colour Layout Descriptor 

The Colour Layout Descriptor (CLD) is a very compact and resolution-invariant 

representation of colour for high-speed image retrieval. This descriptor is widely 

used in variety of similarity based retrieval applications and specially used for 

spatial structure-based retrieval applications such as sketch based retrieval and 

video segment identification purposes [86]. 
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This descriptor divides the impact image into 64 blocks to achieve the resolution 

or scale invariance and calculates the average colour of the pixels in each block. 

Then it applies the Discrete Cosine Transform (DCT) on each of the three 

components in the u%S%v colour space and three sets of 64 DCT coefficients are 

obtained, which are later zigzaggedly scanned and the first few coefficients are 

nonlinearly quantized. 

                                   CLD � {hu� , h%S� , h%v�|       � � 1, 2, … , �                  �4.15�  

where hu� represents the jth DCT coefficient of the u colour component; h%S�  

represents the jth DCT coefficient of the %S color component; and h%v�  represents 

the jth DCT coefficient of the %v color component. Here, m (the maximum number 

of DCT coefficients) is defined by the user. 
For matching two CLDs, e.g. �hu, h%S, h%v and �hua, h%Sa, h%va, the 

following distance measure can be used. 

                D �  ~i ����hu� [  hu�a��
�   ,   ~i ����h%S� [  h%S�a��

�
, ~i ����h%v� [  h%v�a��

�                                                            �4.16� 

where hu�, h%S�  and h%v� are the j
th

 coefficients of the u, %S and %v colour 

components, respectively. Here, ���, ��� and ��� are the weighting coefficients, 

which are decreased according to the zigzag scan order. This descriptor is designed 

to assign greater weights to lower frequency components for the characteristic 

matching. 

Edge Histogram Descriptor 

EHD finds the spatial distribution of edges in an image and is used as a strong 

texture descriptor for similarity search and retrieval. This descriptor divides an 
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image into 4 � 4 subimages and then calculates the local edge distribution for each 

subimage by a histogram. This histogram contains information about 5 edge 

categories, vertical, horizontal, diagonal 45 degrees, diagonal 135 degrees and non-

directional. 

           EHD �  �R�W�, R����, R����     W � 0 … 79, � � 0 … 4, � � 0 … 64,    �4.17� 

where R�W� represents the normalised histogram bin value of the bin count (W) for 

the local histograms of the given image; R���� represents the normalised bin value 

of the bin count (�) for the global-edge histograms of the image, which is obtained 

from the corresponding local histograms R�W�. Similarly, R���� represents the 

histogram bin values for the semi-global edge histograms of the image. For 

similarity matching, local (80 bins), semi global (65 bins) and global (5 bins) edge 

histograms are considered in the similarity function [86]. 

          h��, 1� �  i |R��5� [  R��5�|��
�k� ,  5 i |R���5� [ R���5�|�

�k�         
,  i |R���5� [ R�� �5�|��

�k�                                                                   �4.18� 

where R��5� and R��5� represent the normalised histogram bin values of the bin 

count (5) of images � and 1, respectively. Furthermore, in line with the above, R���5� and R���5� represent the normalized bin values of the bin count (5) for the 

global-edge histograms of the images � and 1, respectively, which are obtained 

from the corresponding local histograms R��5� and R��5�. Finally, R���5� and R�� �5� represent the histogram bin values for the semi-global edge histograms of 

images � and 1, respectively. Since the number of bins of the global histogram is 

smaller relative to that of local and semi-global histograms, a weighting factor 5 is 

applied in Equation 4.18. 
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4.4.2  Fusing MPEG-7 Visual Descriptors for Image 

Classification 

This section introduces the Merging Fusion Method used in the proposed 

framework. Empirical evidence suggests that, in order to capture the particular 

properties of each image, it is crucial to select an appropriate set of visual 

descriptors. This is one of the issues that frequently arise in image classification and 

thus negatively affect the system performance. In order to address this problem, a 

technique referred to as Merging Fusion Method is proposed in [73]. This technique 

applies merge fusion to combine a number of different low-level descriptors, thus 

improving the image classification performance by reducing the uncertainty and 

ambiguity of features. In this technique, all the visual descriptors are merged into a 

unique vector, known as the h�����q before the classification process is carried out. 

Consequently, high image classification performance can be achieved [72]. The 

merge descriptor is formed based on the following sequence. Let h�,  h�, … , h� and - be descriptors represented in a vector form. Here, the merged descriptor is 

formed as follows: 

     h�����q � �h�,  h�, … , h�                                        �4.19� 

In the framework developed as a part of this study, DCD, CLD and EHD 

descriptors are used to construct the merged descriptor, as follows: 

h�����q � � hDCD,  hCLD,  hEHD 

Given DCD, CLD, and EHD in (4.13), (4.15) and (4.17), respectively, the 

merged descriptor can be defined as: 

         h�����q � � ��Y�,  b� ,  g��, U,G {hu�, h%S�, h%v�|, G�R�W�, R����, RU��� �      �4.20�     
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4.5  Summary 

In conclusion, the payoff functions described in this chapter are designed to 

aggregate the player’s contribution, previously recorded players’ contribution and 

image classification outcomes in order to obtain useful annotations. In addition, 

these payoff functions are implemented based on the player’s interaction, as well as 

the use of Game Theories and strategies. The Nash Equilibrium-based decision 

model forces the agents to behave in a rational manner, thus yielding a decision to 

the complex problem of image annotation. Nash Equilibrium strategy is simple, yet 

very successful when it is applied to competitive environments and is proven well 

suited for multiplayer game models. Although the approach presented here focuses 

on a single player gaming mode, some simple techniques are being used to adapt 

this game into a multiplayer model, thus making the Nash Equilibrium based 

techniques suitable to apply over single player games. In the annotation problem, 

the NE-based decision model allows decisions to be made based on the player’s 

short- and long-term performance in image annotation. Based on NE’s decision, the 

player is exposed to the most suitable image, i.e. fully annotated, partially annotated 

or non-annotated. Consequently, the accuracy in image annotation can be 

significantly improved.  
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Chapter  5  

PLAYER’S OUTCOME PREDICTION 

AND DECISION MAKING 

5.1  Introduction 

An important characteristic of a prediction algorithm is the ability to learn from 

previous experience in order to predict the future outcomes. The need for learning 

the process has led to vast amounts of research into the construction of prediction 

algorithms. Typically, prediction of human behaviour is the most difficult task to 

achieve in practice. The reason for this arises with the human behaviour, which is 

random and dynamic. This dynamic behaviour has led researchers to predict human 

outcomes using sequential decision making theories [87] [88]. Sequential decision 

making involves selecting a sequence of actions to accomplish a goal; that is the 

prediction of sequential outcomes [87]. In prediction, the objective is to select or 

predict an action from a finite set of possible actions. When all possible actions 

correspond to a set of possible outcomes given, the problem that arises is to find the 
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best possible action. Typically, the optimal solution for this case is to choose the 

action that gives the maximum expected outcome. However, to maximise the 

expected outcome, the predictive distribution for all the possible outcomes need to 

be determined. In many cases, the probability distribution is not known explicitly 

and therefore, it is estimated by sampling the previous obtained data. 

In practice, algorithms developed for pattern recognition are widely used in the 

prediction of new events. One classical application used in sequential prediction is 

the lossless compression [89]. Application wise, it is widely used in speech and 

language modelling [90], text-writing recognition [91], and biological sequence 

analysis [92]. In lossless compression, Hidden Markov Models (HMM) are widely 

used to predict the state of an outcome [93]. It is flexible in structure and possible to 

model a complex source of sequential data. Also, HMM’s can be adapted to a 

framework easily. However, an HMM needs a large number of training datasets to 

produce considerably accurate prediction [94] and that is the main drawback of 

using HMM. In [95] authors proposed prediction based on Context Tree Weighting 

(CTW) which is a lossless compression and prediction algorithm that is widely used 

for prediction. The role of CTW is to combine a number of variable order Markov 

Models, which can model sequential data of considerable complexity. Another 

widely used sequential prediction approach is the prediction by partial matching 

(PPM) [96]. Instead of generating the probability distribution entirely based on the 

longest sequence match, PMM is designed to blend the predictions of multiple 

context lengths and assigns a higher weight to longer matches [96]. 

Although there are a number of prediction algorithms that have been developed, 

no generic model has yet been developed to predict human outcomes. Since human 

outcomes are random, dynamic and may not follow a repeated sequence, it makes it 

even harder to predict. Since, according to [19], human behaviour is mostly 

governed by current intentions, rather than being based on past performances, 

predicting human outcomes based on present behaviour may yield promising 

results. Addressing this dilemma, we focus the literature review on prediction 
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algorithms based on Markov models, which has been highly used in predicting 

outcomes based on the present intention. To compare and evaluate the Markov 

prediction approach, we also focused the literature review on sampling algorithms, 

in particular Sequential Sampling, where the prediction and decision making is 

influenced by examining the entire distribution, not only based on the present 

outcome. Unlike the Markov approach, SS is well known and the involved risk of 

accepting a defective sample is what makes it admired when compared to the 

Markov approaches.  

5.2  Prediction by Markov Chains 

 Most of the study of probability has dealt with independent trials of processes. 

These are the fundamentals of well-known probability theory and statistics. 

Typically, when a sequence of chance experiments forms an independent trial, the 

potential outcomes for each experiment may occur the same and with the same 

probability outcome. Here, the information regarding previous experiments does not 

influence the prediction of the next experiment. Outcomes of these types of 

experiment are generally measured by using a single experiment and by 

constructing a tree that represents the probability distribution. By measuring the tree 

for a sequence of � experiments, it is possible to answer any probability questions.  

In 1907, Markov started the study of a new type of chance process. In this 

process, the outcome of a given experiment can affect the outcome of the new 

experiment and is called the Markov property [97], which is the characterization of 

a system that transits from one state to another. It is concerned with the random 

process with the Markov property. This process is a Markov model, for a particular 

type of Markov process in which the process can only be in a finite or countable 

number of states. Markov decision processes are widely used in many areas. This 

includes computer science (for predicting memory references) [98], predicting 

sequential events [99], predicting dynamically changing environments [16] etc.  
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As the theory of Markov chains is well documented, only a short introduction to 

the topic and some of their basic properties that are used for constructing prediction 

mechanisms are presented in this thesis. In [100] detailed descriptions about 

Markov chains are given.  

For a discrete time Markov chain (DTMC), the observations of states are done in 

a discrete set of times. When consider a stochastic process, i.e. a sequence of 

random variables {$( �  + � 0, 1, 2,…} taking discrete values in the state space {0, . . 

. , � [ 1}, are called Markov chains if given the current state of the process $(, the 

future $()� is independent of its past $(��, $(��,..., $�. For clarification purposes, 

let’s assume that U�,...., U(,  U()� denote a sequence of observations of a stochastic 

process �$(, + �  0, 1, . . . . Here, {$(} is a Markov process if it satisfies the Markov 

property, namely 

'�$()� � U()�|  $( � U(, $(�� � U(��, … , $� � U��������������������� � �  '�$()� � U()�| $( � U(� �5.1�
        “entire history” 

  for all  + �  �0, 1, . . . .  
A Markov chain with stationary transition probabilities  b��  �  '�$()� �

 � | $( � �� is called homogeneous if the transition probabilities are independent of +. The transition probabilities of a homogeneous �-state Markov chain can be 

summarized in a  � � � transition probability matrix (TPM).  

                                            - �  ¡ b� � ¢ b� £��¤ ¥ ¤b£�� � ¢ b£�� £��¦                                         �5.2� 
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The elements of the transition Matrix - satisfy the following two properties: 

                                                                0 Q  b�� Q 1                                                       �5.3� 

      for all �,  
                                               i   b��

£��
 �k� � 1,      � � �0, … … , � [ 1                               �5.4� 

The above TPM contains one-step transition probabilities, where it describes the 

short-term behaviour of the Markov chain. For describing the long-term behaviour 

of a Markov chain, k-step transition probabilities   b��  �5�:= '�$()� �  � | $(  �  �� 

are defined. It can be shown that the matrix - �5�, which contains the 5-step 

transition probabilities can be calculated as the 2th
 power of the transition 

probability matrix  -. That is, 

                             -�5�: �  ¨ b� � �5� ¢ b� £���5�¤ ¥ ¤b£�� � �5� ¢ b£�� £���5�© �  -�                      �5.5� 

The proof about 2th
 power transition probabilities is given in [100]. The 5-step 

transition probabilities provide the conditional probabilities to be in state � at time + , 5, given that the Markov chain is in state � at time +. However, in general, the 

marginal probability of the Markov chain to be in state � at a given time + is also of 

interest (this is dependent on the goal of the prediction). Given the probability 

distribution for the initial state � ��  �'�$�  �  1�, . . . , '�$�  �  ��� with  ∑ ����k� �  1, (where �� is probability distribution of the state i), the distribution of 

the state at time + can be computed as in (5.6).  

                                        '�$( � 0�, . . . , '�$( � � [ 1�! �  �-���                         �5.6� 
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A diagrammatic overview of a typical MM is illustrated in Figure 5.1. 

 

Figure 5.1: A diagrammatic overview of a Markov Model. 

5.2.1      Hidden Markov Models 

Hidden Markov Models have become an extensively used tool when modelling 

random process. Moreover, it is widely used in applications, such as speech 

recognition, radar telecommunications, financial mathematics [101] etc. A typical 

HMM is characterised by two stochastic processors, an observed process and an 

unobserved (hidden) process. In a typical MM, the state is directly visible to the 

observer. However, in HMM, the state is not directly visible but the state dependent 

output is visible. In HMM, there is a probability distribution in each state, i.e. the 

probability distributions from each state to possible observations are known. Here, a 

basic structure of a HMM is illustrated in Figure 5.2. 

 

Figure 5.2: A basic structure of a HMM. 

A typical HMM characterised with a Markov chain $( which determines the state 

at time +, and a state dependent process «(, which illustrates the observations. The 

state sequence is governed by a � � � matrix of transition probabilities of the 
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form  '�$()� �  � | $( � ��, that is the conditional probability that the system transit 

to state � given that the system is in state � at time +. The probability distribution 

associated with each state describes how the observed data are distributed when the 

system is in state �.  

When the HMM and state transitions are given, the goal is to find the most likely 

sequence of hidden states. This is normally achieved by taking the advantage of the 

independent structure of the HMM. Generally, Forward-backward [102] procedure 

is used to find the most likely sequence of the state using the observations. 

5.3  Decision making by Sequential 

Sampling  

Sampling is an important technique in many fields for developing efficient 

randomized algorithms. A task such as estimating the proportion of instances with a 

certain property in a given dataset can often be achieved by randomly sampling a 

relatively small number of instances or so called samples. In general, large 

industries use sampling plans to measure the quality in product manufacturing due 

to either ruining the products or the volume of products being too large. The sample 

size is a very important factor when large sizes of bounds have been used. In 

practice, the Chernoff bound [103] and Hoeffding bound [104] have been used 

widely because they derive a theoretical guaranteed sample size sufficient for 

achieving a given task with given accuracy and confidence [105]. However, there 

are some cases that bounds can provide us with only over estimated or unrealistic 

sampling sizes. In practice, Sequential Sampling algorithms are used for some of 

such cases to design adaptive randomized algorithms with theoretically guaranteed 

performance [105]. 

In this thesis, we use Sequential Sampling techniques to predict a player’s 

behaviour. However, without losing the generality, a brief summary on existing 
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categories of product sampling is given in this section.  

5.3.1      Methods used in product sampling 

In the literature, a number of sampling methods have been introduced for the 

purpose of quality checking [106] [107]. Some of them are: no checking, 100% 

checking, constant percentage sampling, random spot checking, audit sampling (no 

acceptance and rejection criteria) and acceptance sampling based on probability.  

No checking is used in product inspection when the process capability is known 

and the probability of a defective product is very small. However, most of the 

manufacturers that use no sampling will check product quality periodically to verify 

that conditions have not changed.  

100% checking is used when it is necessary to check all the products, such as in 

cases where lives are involved. However, looking at each sample is expensive and 

time consuming.  

Constant percentage sampling is widely used when the number of samples is 

big. This process will inspect a given percentage of products from a lot. It seems to 

be more efficient, but the problem with this method is that the sample taken from 

small lots may be too small and the sample taken from large lots may be too large. 

As a consequent, accuracy for small lots may not be achieved and too much time 

and effort may be spent on large lots, therefore the sampling risk involved is not 

known.  

Random spot checking may sometimes be used when the manufacturing 

process is certified as providing excellent quality products. Therefore, random 

check is used to verify that the process is in control and to report the product quality 

level. However, the sampling risk in this process is not known and as a result, this 

method will not guarantee that the outgoing quality will be at an acceptable level.  
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Audit sampling is a sampling process that is done on a routine basis. Here, the 

acceptance criterion is not known, however a quality report will be issued to the 

manufacturing organization to determine what action is to be taken in product 

manufacturing. Likewise, with random spot-checking, audit sampling is often used 

when the process of manufacturing is certified as providing excellent quality 

products. 

Acceptance sampling  

Acceptance sampling based on probability is the most widely used sampling 

technique in practice. Most of the acceptance sampling for inspection by attributes 

are pre-constructed and published and can be easily used by anyone [108] [109]. 

Typically, acceptance sampling guarantees the performance in theory. When 

inspection is performed by classifying products good or defective, a number of 

types of acceptance sampling plans have introduced in the literature. Namely they 

are, lot by lot - single sampling, lot by lot - double sampling, continuous sampling 

and Sequential Sampling. 

Lot by Lot Single Sampling [110] uses a sample size � selected randomly from 

a lot size H for quality inspection. Here, a lot will be accepted if the numbers of 

defects or defectives in the sample do not exceed the acceptance number. Similarly, 

a lot will be rejected if the numbers of defects or defectives in the sample exceed 

the acceptance number Y. The rejected lots may be re-inspected for the verification 

purposes of the quality in the inspection process.  

Lot by Lot Double Sampling [110] uses two sample sizes ��, �� and two 

acceptance numbers Y�, Y�  are specified by the quality inspector. If the number of 

defects or defectives in the first sample size �� exceeds Y� , the lot will be rejected. 

If the number of defects in the first sample size �� do not exceeds Y�, the lot will be 

accepted. When the number of defects in the first sample are greater than Y� but less 

than or equal to Y� , a second sample �� will be inspected. If the second sample is 

inspected and defectives in the combined first and second sample do not exceed Y� , 
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the lot is accepted. If defects or defective in the combined samples exceeds Y� , the 

lot is rejected. 

Continuous Sampling [111] is used when the product flow is continuous and 

not possible to form into lots. Here, two parameters are specified to form a 

continuous sampling plan. First is the frequency c and the second is the clearing 

number �. The frequency is expressed as 1/10, 1/20, 1/X, etc, and � is assigned a 

number. Here, samples will be 100% checked in the beginning until � parts are 

found to be defect free. It inspects one out of X samples. This process will continue 

until a defect sample is found. When a defect sample is found, 100% inspection will 

resume.  

Sequential Sampling [112] is different from single, double or multiple 

sampling. It classifies a sequence of samples or one sample as good or defective by 

analysing and checking for specified requirements. When the sequence is one 

sample at a time, the sampling process is usually called item-by-item Sequential 

Sampling. However, one can also select large sample sizes greater than one, in 

which case the process is referred to as group Sequential Sampling. Item-by-item is 

more popular in practice. The advantage of this type of sampling plan is that a 

decision could be made based on a relatively small sample size.  

Sequential Sampling plans make decisions by counting the conforming and 

nonconforming units. The counted outcomes are compared against the decision 

criteria to make a decision. Often, counts are graphically represented with accept 

and reject lines drawn on a graph. In practice the counted result make the decision 

when the sequential plot crosses one of the lines. If the plotted point falls within 

parallel lines (acceptance and rejection lines), the process continues by inspecting 

another sample. As soon as a point falls on or above the upper line (rejection line), 

the lot is rejected. Also, when a point falls on or below lower line (acceptance line), 

the lot is accepted. An example of a Sequential Sampling plan is shown by Figure 

5.3. It shows the numbers of defectives increases with the observed samples.  Here, 
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for each point X-axis represents the total number of items that are selected and Y-

axis represents the total number of observed defectives.  

 

Figure 5.3: An example of Sequential Sampling plan. 
 

5.3.2  Sequential Probability Ratio Test 

In [113], Abraham Wald has introduced a new procedure for sequential data 

analysis known as the Sequential Probability Ratio Test (SPRT) procedure. The 

SPRT is a specific sequential hypothesis test, which gives a specific rule at any 

stage of the experiment for making one of the following three decisions: (1) to 

accept the hypothesis being tested (null hypothesis), (2) to reject the null 

hypothesis, (3) to continue the experiment by making additional observations. Thus, 

such a test is carried out sequentially, as described below. 

In [114], one of the well-known lemmas proposed by Neyman and Pearson is 

given. Here, the authors have provided a method of constructing a most powerful 

test for a simple versus simple hypothesis-testing problem. The process can be 

explained by assuming that « has a Probability Density Function (PDF) c�¬; '� and 
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 ®�: ' �  '� needs to be tested against ®�: ' � '�. 

Let «�, «�, «	, … , «¯ be the sample points (� independent observation points) 

and  

Λ¯ � ∏  c �«�, '��¯ �k�∏  c �«�, '���̄k�  

 

Then the most powerful test of ®� against ®� is obtained by rejecting ®� if 

Λ¯ � 2, and accepting ®� if Λ¯ _ 2, where 2 is a nonnegative constant.  

Based on Neyman and Pearson’s lemma given above, Wald proposed the 

following sequential probability ratio test. In this test, the rule for terminating the 

experimental procedure is a simple threshold scheme that uses two constants � and 1, such that 0 _ 1 _ �, and postulates that ®� should be accepted if Λ¯ Q 1; or 

rejected if Λ¯ � �. Finally, sampling should be continued if 1 _ Λ¯ _ �, when the 

experiment inspected � samples. Here, the constants � and 1 are chosen so that 

sequential test has the desired value t of the probability of a type I error and the 

desired value ² of the probability of a type II error [115]. For Wald’s SPRT, � and 1 were chosen based on the characteristics of the type I error and type II errors as 

follows (see [113] for a detailed description about SPRT and calculation of � and 1).  

� ³ 1 [ ²t  ��X 1 ³ ²1 [ t 
Considering Binomial distribution [116], the SPRT for ®�: ' �  '� and ®�: ' � '� is defined using the above mentioned two constants � and 1 as follows. Here, 

after � observations, the sampling will continue if 

1 _ '���1 [ '��¯��'���1 [ '��¯�� _ � 
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that is, if 

1 ´1 [ '�1 [ '�µ¯ _ ¶'��1 [ '��'��1 [ '��·� _ � ´1 [ '�1 [ '�µ¯
 

or 

� log ¸1 [ '�1 [ '�¹ , log 1
log .'��1 [ '��'��1 [ '��/ _ � _ � log ¸1 [ '�1 [ '�¹ , log �

log .'��1 [ '��'��1 [ '��/  

In other words, the inequality on which a decision to continue sampling is made 

of the form 

$� , R� _ � _ $� , R� 

where � denotes the number of defective data points and $, R� and R� are functions 

of �, 1, '� and  '�.  

A simplified version of the above decision process determines the system as 

reliable if � falls below the acceptance line (5.7), and as unreliable if � falls above 

the rejection line (5.8).  

               Acceptance line:        ur �  [R� , $�                                        (5.7) 

               Rejection line:           u� �  R� , $�                                            (5.8) 

In Sequential Sampling, '� and '� are always given to a system by the designer 

or the creator of the sampling plan. Typically, '� and '� symbolise the Acceptance 

Quality Level (AQL) and the Rejectable Quality Level (RQL) in the Sequential 

Sampling plan, respectively. Here, AQL represents the quality that is routinely 

accepted by the sampling plan, and RQL defines the number of defective samples 

that the sampling plan can tolerate. In Sequential Sampling, the desired value t of 
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the probability of a type I error represents the risk of rejecting a correct unit by the 

sampling plan, and the desired value ² of the probability of a type II error 

represents the risk of accepting an incorrect unit by the sampling plan. Those risks 

are measured using an operating characteristic curve (OC) [117], and are discussed 

in Section 5.3.3. Applying Wald’s Sequential Probability Ratio Test, the origin of 

the acceptance line is computed as: 

                                                              R� � log ´1 [ t² µ5�                                                 �5.9� 

Similarly, the origin of rejection line is computed as: 

                                                              R� � log ´1 [ ²t µ5�                                              �5.10� 

Finally, the line slope is computed as: 

                                                              $ � log ¸1 [ '�1 [ '�¹ 5�                                              �5.11� 

where, 

                                                        5� � log ¶'��1 [ '��'��1 [ '��·                                           �5.12� 

5.3.3  OC curve and probability distribution 

The operating characteristic curve represents the picture of a sampling plan. It 

describes the probability of acceptance of a lot as a function of its quality [117]. In 

Sequential Sampling, the OC curve is used to measure the risk of rejecting a correct 

unit (t) and the risk of accepting an incorrect unit (²). Here, t and ² is measured 

based on the corresponding probability of acceptance of the AQL and RQL, 
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respectively (see Figure 5.4). The OC curve in Figure 5.4 shows that when the 

percentage defectives in a lot increase, the probability of acceptance decreases. The 

idea is that the consumer will be accepting a lot of products as long as the process 

percent defective is below a given level. Each sample plan has a unique OC curve, 

sample size and acceptance number. It defines the OC curve and determines its 

shape.  

α

β

 

Figure 5.4: Operating characteristic curve. 

There are number of probability distribution methods which are introduced in the 

literature. Some of the widely used distributions are the Hypergeometric 

distribution, the Binomial distribution and the Poisson distribution. 

Hypergeometric Distribution 

The Hypergeometric distribution [118] is a discrete probability distribution that 

describes the number of successes in a sequence of � draws from a finite population 

without replacement. This distribution is mostly used when the lot size is very 

small.    
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The probability of exactly x defective parts in a sample �: 

                                                        '�«� �   »̄! j�¯¯�»! j̄!                                                   �5.13� 

where H is the number of total population. 

Binomial Distribution 

The Binomial distribution [116], also called the Bernoulli experiment or 

Bernoulli trial, is a discrete probability distribution of the number of successes in a 

sequence of � independent outcomes. This distribution is sometimes described as 

sampling with replacement although the parts are not physically replaced. When 

event � = 1, the binomial distribution is a Bernoulli distribution. This distribution is 

widely used in the literature for the constructing of sampling plans [119] [120].  

The probability of exactly x defective parts in a sample �: 

                                                     '�«� � ¸�¬¹ p¼½s �1 [ p¼½�¯�s                                �5.14�  
where, p¼½ represents the probability of having defectives of the incoming quality. 

Poisson Distribution 

The Poisson distribution [121] is so called Poissonian, which is used in sampling 

plans when the number of defects or defects per units is important, not the number 

of defective parts. The Poisson distribution can be easily applied to systems with a 

large number of possible events.  

The probability of exactly x defective parts in a sample �: 

                                                    '�«� �  T�¯¾ ��b�s«!                                               �5.15� 

where, e is the constant 2.71828.    
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5.4  Applying the Markov based and 

Sequential Sampling based Prediction 

Techniques 

There are players with different attitudes, from the very rational to the very 

malicious. Rational players mostly produce correct annotations. Thus, their 

outcomes usually are valid metadata. On the other hand, malicious players try to 

cheat by entering misleading or incorrect annotations while still trying to achieve 

high scores in the game. In practice, it is difficult to always correctly distinguish all 

players. Taking this quandary into consideration, a comparative study on two 

prediction mechanisms is undertaken. Finding the most responsible material in 

outcome prediction is what the key-idea of these experiments is. 

5.4.1      Player’s outcome prediction by Markovian 

based inference 

In [19] authors have suggested that the best way to predict human outcome is by 

using the present intention. Considering this fact, we used MM based prediction 

techniques to predict player outcomes. In this approach, initially, the framework 

feeds players with a number of fully annotated images; it analyzes the player 

comment in order to measure player confidence, thus, the transition probabilities. 

This has been done by using a Markovian model [15]. The player outcomes for 

fully annotated images are sequentially ordered and segmented into set of tags for 

the purpose of calculating conditional probabilities in the transition matrix (see 

Section 4.3). 

 

Figure 5.5: Player's probability distribution in gaming. 
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In Figure 5.5, a diagrammatic overview of the proposed MM is given. Since 

players do not know as to what type of content that they are exposed to, it is 

sensible to assume that they respond in the same way for any of the three types of 

content: fully annotated, partially annotated or non-annotated. Based on this 

assumption, player outcomes are predicted as follows: for example, let’s assume 

that the player gives an ‘incorrect’ annotation at step +, this can be represented by 

which the ‘correct’ entry is 0% and the ‘incorrect’ entry is 100%, i.e., ¬(  � [0 1�. 
Since the player’s future outcome depends only on the current outcome  ¬( , the 

player’s future outcome ¬()� is predicted as follows: 

      ¬()� �  ¬( - � �0   1� .'�%()�|%(� '�&()�|%(� '�%()�|&(�  '�&()�|&(�/ �  �'�%()�|&(� '�&()�|&(��     �5.16� 

It is assumed that whenever �%()�|&(� Z '�&()�|&(�, the player’s potential to 

provide a correct annotation is high. As a result, the action property �� is assigned 

the value of 1, i.e. ��= 1. Similarly, whenever �%()�|&(� Q '�&()�|&(�, it is assumed 

that the player’s potential to provide an incorrect annotation is high, and 

consequently, the action property �� is assigned the value of 0, i.e. �� � 0.  

5.4.2    Player’s outcome prediction by Sequential 

Sampling 

To compare and evaluate the Markov prediction approach, we also focused on 

sampling algorithms, in particular Sequential Sampling, where the prediction and 

decision making is influenced by examining the entire distribution, not only based 

on the present behaviour. When considering the acceptance sampling, the risk of 

accepting an incorrect annotation is well known in advance. 

The proposed framework’s design has been based on a Sequential Sampling 

plan, where it uses an Operating Characteristic curve to demonstrate the 

performances of the player in image annotation. This is the distribution that 

precisely shows « incorrect annotations in n number of images using a Binomial 
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distribution. The reason for using Binomial distribution is that it describes the 

sampling with replacement although the units (incorrect annotations) are not 

physically replaced. This makes the draw of each unit independent, hence it fairly 

represents the player’s performances in gaming. Here, the initial idea is to find the 

risk that player faces in the game (t), i.e. rejecting of a correct annotation given by 

the player and the risk that system faces in this game (²), i.e. the accepting of a 

wrong annotation given by the player, using the OC curve. 

                                            '�«� �  »̄!p¼½» �1 [ p¼½�¯�»                                  (5.17)   

where, p¼½ represents the probability of having incorrect annotations of the 

incoming quality. In Sequential Sampling, Acceptance Quality Level represents the 

quality that routinely is accepted by the sampling plan. In our case, it is the measure 

of incorrect annotations that the system is willing to accept. In the proposed 

sampling plan, AQL is measured based on the quality of a dictionary mechanism in 

detecting valid key-words. In practice, there is a risk of rejecting a valid keyword 

by the dictionary whenever existing keywords are not detected, i.e. a keyword 

existing in the English language, thus, AQL is a level of product quality that is used 

by the system. 

                                                                AQL � Â NÄ NÅÆ                                                  �5.18� 

where NÄ is the number of incorrect identifications made by the dictionary 

mechanism and NÅ is the number of key-words inspected by the dictionary 

mechanism, which exist in the English language.  
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α

β

Figure 5.6: Operating characteristic curve. 

From the player’s point of view, rejecting a valid keyword is the risk that players 

face in this game and is denoted by t in the proposed sampling plan. This risk is 

measured by the OC curve and its associated AQL parameter as shown in the 

Figure 5.6. The Rejectable Quality Level defines the number of defective 

annotations that are willing to be tolerated by the sampling plan. In the proposed 

sampling plan, it is the framework’s point of rejecting the player’s outcome. 

                                                                RQL � ´NÇNn µ                                                   �5.19� 

where NÇ is the number of wrong annotations that are given by the player and Nn is 

the number of fully annotated contents exposed to the player. The probability of 

accepting a wrong annotation is the risk that the framework faces here and is 

denoted by ² in the sampling plan. In Figure 5.6, the proposed OC curve is shown. 

It is often updated using outcomes of the player for fully annotated contents thus 
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this curve represent the latest behaviour of the player in the image annotation. 

Figure 5.7: Proposed Sequential Sampling plan. 

In the proposed approach, item-by-item Sequential Sampling is used. Here, 

hitting or crossing a line results in making decisions [122]. When given a set of 

quality levels, AQL, t, RQL, and ², the acceptance �ur� and rejection �u�� lines are 

computed as follows: 

                                 Acceptance line:    ur �  [R� , $�                                  �5.20) 

                                 Rejection line:        u�  �  R� , $�                                    �5.21�       

where R� is the origin of acceptance line; R� is origin of the rejection line; $ is the 

slope of each line and � is the number of inspected samples. Here, we calculated R�, R� and $ by using Equations (5.9) (5.10) and (5.11) respectively. 

The increasing numbers of defectives are plotted in Figure 5.7. For each point, 

X-axis represents the total number of annotations that are selected and Y-axis 

represents the total number of observed defectives, i.e. wrong annotations. The 
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proposed prediction mechanism works as follows: Prior to exposing non-annotated 

content, first the number of defective annotations and exposed fully annotated 

contents are increased by one. This simulates the worst case in this game, which is 

of having a wrong annotation. Secondly, the OC curve and related parameters, such 

as RQL, ², t, ur,  u� and plotted point in the sampling plan is updated. In this 

instance, if the plotted point falls on or below the lower line, i.e. acceptance line, it 

is assumed that the player’s potential to provide a correct annotation is high. 

Consequently, the action property �� is assigned the value of 1, i.e. ��= 1. 

Similarly, the plotted point falls above the lower line it is assumed that the player’s 

potential to provide an incorrect annotation is high, and consequently, the action 

property �� is assigned the value of 0, i.e. �� � 0. 

In practice, action properties �� and �� are always measured prior to presenting 

any images to the player. Since empirical evidence suggests that, when the action 

properties are equal to 1, i.e. �� � �� � 1, the optimal solution in the game is 

reached, if one of these actions is 0, the player will be exposed to a fully annotated 

content. Alternatively, a partially annotated or a non-annotated content will be 

presented to the player, based on the player’s overall probability of entering a 

correct annotation ('�%(�), as described in Section 4.3.1. 

5.5   Summary 

This chapter introduces the player prediction unit developed as a part of this 

study. As, in practice, it is difficult to always correctly distinguish all players, a 

comparative study on two prediction mechanisms was undertaken, one based on 

Markov chains and the other based on Sequential Sampling. The former predicts 

player outcome based on the present intention, whereas the latter examines the 

entire distribution, rather than the present outcome only. However, unlike the 

Markov approach, SS significantly reduces the risk of accepting a defective sample, 

making it a superior choice in the context of this study. Since players are not 
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informed in advance what type of content they will be exposed to, it is sensible to 

assume that they would respond consistently to any of the three types of content 

fully annotated, partially annotated or non-annotated. This assumption makes using 

the player’s outcome for fully annotated contents a suitable choice of information 

for predicting the player’s outcome. The proposed prediction mechanisms are 

introduced to obtain more accurate annotations and thus the player’s behaviour is 

predicted prior to exposing non- or partially annotated contents. That makes NE less 

dependent in decision-making. A comprehensive evaluation on these techniques is 

reported in the next chapter.  
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Chapter  6  

EXPERIMENTAL EVALUATION 

In this section, the proposed game-based annotating framework is comparatively 

evaluated using three different real image datasets. The first section evaluates the 

performance of the image classification, while the second section evaluates the 

usability of the game, in particular excitement, addiction, enjoyment and difficulty 

in the game play. These factors are compared with the most popular games, ESP 

and Phetch. Next, the proposed framework efficiency is evaluated, followed by its 

precision and selected representative results. In the final set of experiments, the 

precision for different configurations of the framework are evaluated, followed by 

selected representative results. 

6.1   Introduction 

In this section, we shall evaluate the proposed algorithm using real world image 

datasets. For evaluation purposes, two interfaces were introduced, namely INT-1 

and INT-2 (see Section 3.3.1) and evaluated with two well known games, ESP and 

Phetch. In the first set of experiments, we evaluated the proposed SVM classifier 

for a number of concepts. Secondly we evaluated the excitement factor, addiction, 
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enjoyment and the difficulty of playing these games. In the next set of experiments, 

we evaluated the average number of annotations collected by each game per minute 

and then, a one-to-one comparison was undertaken to compare their precisions with 

real world image databases. Here, three different real image datasets were used for 

evaluation, namely, the ESP image dataset, the Caltech image dataset and the Corel 

image dataset. On each dataset, we compared our approach of image annotation 

based on Game Theory with MM prediction (denoted by IA-GTMM), alongside the 

annotation approach based on Game Theory with Sequential Sampling prediction 

(denoted by IA-GTSS). The obtained results have been compared with a manually 

created ground truth of semantic scenes and objects that appeared in the images. In 

the final set of experiments, the precision of the proposed framework for different 

configurations is evaluated, i.e. IA-GTMM, IA-GTSS and a framework that uses 

only the two-player game model (a game that use no prediction mechanisms) are 

compared.  

To evaluate the proposed framework, we first exposed the players to a number of 

fully annotated images via the visual interface (players are asked to annotate the 

main object or the character). Outcomes from these images were used for predicting 

the player’s outcome. If the outcome indicates that the player is cheating, he/she 

will be exposed to fully annotated content. In the other hand, if the outcome 

indicates that the player is honest, Nash Equilibrium based equilibrium analysis is 

used. Whenever Nash’s equilibrium is formed, players will be exposed to a non-

annotated or a partially annotated content and that is based on the outcome of I	 

threshold, or else the player will be exposed to a fully annotated content. No matter 

what image the player is exposed to, they are encouraged to comment on it using a 

string of characters (the game accepts only one string at a time). This string will be 

then passed onto the text analysis unit, where it ensures that the player has entered a 

valid keyword by using its inbuilt spellchecker software. In the case of the player 

entering an invalid keyword, he/she will be asked to re-enter a valid keyword.  
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The text analysis module uses a huge database of words that consists of more 

than 100,000 words from the English language. It measures the Hamming distance 

between the player’s input string and database words to make clear that the player is 

giving a valid keyword. The Hamming distance is the number of positions for 

which the corresponding characters are different in two strings of equal length. For 

example, if b and È are two strings of the same length, the Hamming distance ®�b, È� is the number of places in which the two character strings differ, i.e. the 

number of substitutions required to make them equal. More formally, the distance 

between strings b and È with equal length of W characters is ∑ Éb� [ È�ÉW��1 , here, � 
represents a character position in the given strings. In the proposed framework, the 

number of characters in the input string is measured and compared with the length 

of each word in the dictionary word database. Thus, whenever the framework finds 

a word of the same length with Hamming distance 0, the player is assumed to have 

entered a valid keyword, otherwise the WordNet lexical database [123] and its 

associated software tools are used to examine the input string further. Here, two 

databases (database containing 100,000 words and the WordNet lexical database) 

are used in order to minimize the risk of rejecting a valid keyword by the 

framework. In addition, the WordNet lexical database is also used for finding 

similarities or synonyms among the player input keywords and given annotations of 

the other players. 

When the string is a valid word, WordNet usually produces a stemmed word and 

its associated synonyms, and the system assumes that the player has entered a valid 

keyword. Similarly, if the string does not represent a valid word, no outcomes will 

be produced by the WordNet, implying that the player has entered an invalid 

keyword. Whenever an invalid string is detected, the player will be asked to re-enter 

a valid keyword. Following the word search, the proposed payoff calculation unit 

calculates the player’s payoff and finally, the score computation module calculates 

the player’s score based on the payoff function and its outcome. This loop will be 

repeated until the end of the game session.    



6. EXPERIMENTAL EVALUATION   

 

 

[93] 

 

6.2  Experimental Evaluation 

For testing purposes, all experiments were conducted with a set of threshold 

parameters, which were chosen using a validation set of images (not a part of the 

test set that was used to measure performances of the proposed model). The 

experiment parameters were chosen based on a testing experiment, which was 

conducted with a group of 30 game players. The experiment was conducted with 50 

images chosen from the Caltech database (all of which were non-annotated). During 

the experiment using the interface INT-2, action properties �� and �� were assigned 

the value of 1 in order to simulate the worst case scenario, whereby all the 

annotations given by the players are accepted.  

Given that test results indicate that a minimum of 1 and a maximum of 5 

annotations are needed to find a single correct annotation, the threshold I� 

(allocated cost per annotation or limiting the maximum number of annotations per 

image) was set to 0.2, which would allow the players to label images using 5 

different annotations. Based on the experiment outcome, I� (used 

for �� calculation) is assigned the value of 301. This is perceived as an acceptable 

value for the game, as previous experiments suggested that rationally minded 

players would not complete three incorrect annotations in a single row. Similarly, 

threshold I	 (exposing partially or non-annotated content) is offset to 0.63, as it 

corresponds to the average value of valid contributions of trustworthy game players. 

By assigning this value, most of the partially annotated contents will be exposed to 

true game players, i.e. players who mostly enter correct annotations. As a 

consequence more accurate annotations are extracted. The AQL is assigned a value 

of 0.03. It has been found that the dictionary mechanism fails to identify 3% (0.03) 

of the valid keywords in practice. In practice, the WordNet lexical database failed in 

recognising some valid keywords, such as ‘Binocular’ and ‘Scissor’. However, as 

whenever the WordNet rejects a valid keyword, synonyms associated to the word 

will not be illustrated, the risk of rejecting a valid keyword by the framework 
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increases. This risk is measured by the AQL, which represents the incorrect 

annotations that the system is willing to accept in practice. 

6.2.1  Performance measure in image classification 

In practice, different types of players can be recognized, one of which is ‘random 

cheater’. Such players tend to cheat at random time intervals and will, thus, enter 

both correct and incorrect annotations during the game play. Since Player 2 in this 

game is not a fully independent player of Player 1, the payoff of Player 2 will be 

low when based on the scores of random cheaters. This is one of the reasons why 

Player 2’s payoff is designed to be dependent on a number of factors, including 

classification outcomes and the probability of entering a given annotation. More 

formally, there is a risk that a correct annotation entered by a random cheater could 

be rejected when the Player 2’s good contribution is lower than the associated cost, 

i.e. '�0�� Q '�1��. This problem has been partially mitigated by introducing the 

classifier. As a result, whenever Player 1’s payoff is low, classification outcomes 

are used to weight the Player 2’s good contribution ('�0��) and could thus make it 

higher than the corresponding cost, i.e. '�0�� Z '�1��, for a good annotation. 

Since the trained concept based on the players input keyword is selected, it is fair to 

use classification outcomes for weighting the Player 2’s good contribution. In 

practice, this process increases the probability of accepting a correct keyword given 

by a player inclined to cheat, whilst rarely accepting an incorrect keyword. 

Two SVM classifiers were used for testing, trained with 50 and 500 positive and 

negative images and referred to as classifier-1 and classifier-2, respectively. Table 

6.1 shows the results (precision) obtained for classifier-1. The performance is tested 

for the following concepts: butterfly, cougar, tree, building, cloud and tiger. Table 

6.2 shows the Correct Rejection Rates (CRR) for classifier-1, calculated by dividing 

the number of correct rejections by the total rejections made by the classifier. Here, 

descriptors CLD, DCD and EHD were merged to form a new descriptor, referred to 

as the ‘Merged descriptor’, which is constructed based on ‘Merging Fusion 
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Method’ technique (see Section 4.4.2 for more details).  

Table 6.1: Performances of the SVM classifier (Precision) 

Precision Butterfly Cougar Tree Building Cloud Tiger 

CLD 45% 12% 65% 45% 62% 50% 

DCD 30% 5% 40% 20% 54% 45% 

EHD 45% 12% 40% 65% 73% 53% 

Merged 

descriptor 
53% 16% 75% 75% 76% 58% 

 

Table 6.2: Performances of the SVM classifier (CRR) 

CRR Butterfly Cougar Tree Building Cloud Tiger 

CLD 68% 23% 59% 41% 63% 52% 

DCD 54% 17% 37% 43% 61% 64% 

EHD 41% 34% 63% 58% 71% 44% 

Merged 

descriptor 
61% 34% 77% 67% 71% 66% 

 

Table 6.1 and Table 6.2 clearly show that, even when using default parameters, 

the ‘Merging Fusion Method’ provides better performance in image classification 

for both precision and CRR.  

Table 6.3 and Table 6.4 show the precision and CRR of the classifier-2, 

respectively, obtained under experimental settings identical to those used for 

classifier-1.  

Table 6.3: Precision when trained with 500 images 

Precision Butterfly Cougar Tree Building Cloud Tiger 

CLD 66% 54% 77% 61% 79% 71% 

DCD 71% 53% 71% 66% 66% 63% 

EHD 64% 67% 65% 81% 77% 77% 

Merged 

descriptor 
73% 66% 82% 84% 77% 81% 
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Table 6.4: CRR when trained with 500 images 

CRR Butterfly Cougar Tree Building Cloud Tiger 

CLD 71% 39% 64% 46% 77% 69% 

DCD 59% 48% 40% 67% 64% 66% 

EHD 61% 52% 71% 73% 78% 82% 

Merged 

descriptor 
71% 59% 73% 77% 75% 88% 

 

Compared to classifier-1, classifier-2 shows better performance with the merged 

descriptor (for both precision and CRR). The experiment shows that image 

classification performance significantly increases whenever larger training sets are 

used. However, it must be noted that, in practice, classification outcomes can be 

degraded when a classifier is over-trained.  

The advantage of using a classifier in the annotation framework developed as a 

part of this study is tested for 50 game players that were asked randomly enter 

correct and incorrect annotations (thus simulating random cheater behaviour). A set 

of 40 images from the Caltech database (20 fully annotated and 20 non-annotated), 

as well as interface INT-2 and IA-GTSS, were used in the experiment. In addition, 

the final experiment setup included a phase of training (5 minutes), conducted with 

40 images (20 fully annotated and 20 non-annotated) from the Caltech database, 

designed to acquaint the players with the game. The test results indicate that the 

precision of image annotation improved by 11% and 19% with classifier-1 and 

classifier-2, respectively. Although classifier-2 gives better performance in image 

classification, classifier-1 was used in all the experiments described in this thesis, as 

classifier-2 was not available at the time the proposed game framework was tested. 

In practice, it is difficult to make a large database of trained concepts. Therefore, 

the proposed framework uses a limited number of trained concepts and as a 

consequence most of the time, Player 2’s payoff is calculated based on Player 1’s 

payoff and '�2�. 
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6.2.2  Measure of Usability  

The games developed as a part of this study were evaluated with two popular 

games—ESP and Phetch. Although player experience is essential to performance in 

computer games, no universal model that can measure the player experience 

currently exists [124] [125]. Although several heuristic works are available in the 

literature, based on elements such as the game interface, mechanics and game play 

[126] [127], no general model has been developed yet. Thus, in this work a one-to-

one comparison was used for evaluating players’ excitement level, enjoyment, 

addiction and the difficulty of playing games. The test was conducted with IA-

GTMM. Since both ESP and Phetch are online games, they could not be linked to 

the database used by INT-1 and INT-2. However, in practice images use by ESP 

and Phetch were very similar to those given in the ESP dataset8 (ESP dataset is 

created from images that are been annotated by ESP game). Therefore, in order to 

enable a fair evaluation, INT-1 and INT-2 were given a set of 50 images (20 fully 

annotated and 30 non-annotated) from the ESP dataset, which were similar to those 

used for testing ESP and Phetch. A representative sample of images is depicted in 

Appendix B.  

As before, the final experimental setup included a training phase (5 minutes per 

game) using 40 images (20 fully annotated and 20 non-annotated) from the ESP 

database. Since the objective is to measure the usability, players were instructed to 

play games as they wish to do in both training and testing sessions. However, all the 

players were fully informed of the purpose of the test and the objectives of the 

experiment. Once the training phase was complete, each player was tested by 

playing the game for 5 minutes, after which he or she was asked to enter their 

gender (male, female), age and occupation, as well as to provide 1 (low value) to 10 

(high value) ratings on excitement factor, enjoyment, addiction and the perceived 

                                                 

8
 http://www.cs.cmu.edu/~biglou/resources/ 
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level of game difficulty. As this test aimed to measure usability and the test time 

was restricted to 5 minutes, the numbers of images that have been used by any of 

the four games, i.e. INT-1, INT-2, ESP and Phetch were not taken into account. 

Because ESP and Phetch are played online, when playing those games, the players 

could not be exposed to a particular image or image database. Consequently, for 

consistency, the effects of using different images were ignored in this test. 

As empirical evidence has shown that people usually do not like filling long 

questionnaires, the one used in this study was made as simple as possible and asked 

only the necessary questions. A template of the questionnaire used for testing is 

given in Appendix C. Thus, the data yielded by the survey was used to measure the 

mean percentage of the each usability question, i.e. excitement factor, enjoyment, 

addiction, game difficulty level. Figures 6.2 to 6.5 show the resulting mean 

percentage for each usability question as a histogram. 

In order to establish the significance of the results, two different tests of analysis 

of variance were conducted [128] (both from the ANOVA family, used for 

determining the existence of a statistically significant difference among several 

group means). Here, the statistical analysis software Analyse-it
9
 was used to 

perform the ANOVA testing. A one-way ANOVA was conducted for each usability 

question (excitement factor, enjoyment, addiction and game difficulty level) across 

the different age categories. The second one-way ANOVA was conducted for each 

usability question across the all four games, whereby the results were considered 

significant if  b Q 0.05, where b is the probability statement which represents the b-value or significance among the data. In hypothesis testing, the significance level 

is the criterion used for rejecting the null hypothesis. One often rejects the null 

hypothesis when the b-value is less than 0.05, which is the value generally accepted 

for statistical significance testing. For each ANOVA test, the b and 3 values were 

                                                 

9
 Which is one of the widely used software tools in ANOVA testing (http://www.analyse-it.com/) 
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differences between the means are due to 
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tests. 

The usability test was 

datasets. The sets showed a reasonable distribution of gender; 182 (41%) test 

players were female and 258 (59%) were male. 231 players were students (this 

including higher-educational and college students), 62 were job seekers, 121 were 

employed and 26 were retired people. The age distribution is depicted in
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indicates how different the means are relative to the variability 

within each sample [128]. The larger this value, the greater the likelihood that the 

differences between the means are due to other factors, rather 

would indicate a real effect. Appendix D shows all outcome

test was carried out with 440 players, which yielded 

datasets. The sets showed a reasonable distribution of gender; 182 (41%) test 

players were female and 258 (59%) were male. 231 players were students (this 

educational and college students), 62 were job seekers, 121 were 

were retired people. The age distribution is depicted in

 

Figure 6.1: Age distribution of the players.
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Figure 6.2 shows the obtained results of excitement. 
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shows the obtained results of excitement. A one-way ANOV

 significant difference in excitement levels across 32.71, b _ 0.0001), shown in Figure 6.2. More formally

excitement level increased with players’ age. Hence, the excitement level of the 

younger generation, (0-18), exhibits a low figure when compared to the other age 

he reason is that the younger generation is attracted by more challenging 

games. However, overall results show that the excitement level of Phetch increased 

largely with age and therefore Phetch was able to outperform all the other games. 

The ANOVA conducted for excitement levels between data sets collected for the 

s that there was a significant difference in excitement among 27.58, b _ 0.0001).  

Figure 6.2: Excitement level of games. 
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Measure of Addiction

Addiction is an important criterion that shows the attraction of players in 

gaming. That indicates the player’s potential of repeatedly playing games. In
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Measure of Addiction 

Addiction is an important criterion that shows the attraction of players in 

gaming. That indicates the player’s potential of repeatedly playing games. In

the overall player’s addiction is depicted. A one-way ANOVA 

were no significant differences in addiction levels across different age categories .1513). However, Figure 6.3 shows that reported 

remain stable among all the age groups and is higher

other games. The ANOVA tests for addiction levels across the four

games show that there is a significant difference in addiction 

games (3 � 16.52, b _ 0.0001). 

Figure 6.3: Addiction of games. 

Measure of Enjoyment 
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demanding so the user is required to put extra effort into the game

shows the overall distribution of enjoyment

was no significant difference

categories (3 � 0.
increases slightly 

and INT-2 with an increase in 

decreases significantly 

enjoyment levels across the four games b _ 0.0001). 

 

                                        

10
www.upassoc.org/conferences_and_events/upa_conference/2004/program/Workshops/DesigningF

un.html   

0%

10%

20%

30%

40%

50%

60%

70%

0 - 18

51%

62%

52%

E
n

jo
y
a
b

il
it

y
 %

6. EXPERIMENTAL EVALUATION  

 

[102] 

demanding so the user is required to put extra effort into the game

shows the overall distribution of enjoyment. A one-way ANOVA show

was no significant difference in enjoyment level reported by players in different .24, b _ 0.8675). Nonetheless, Figure 6.4 shows that

slightly for ESP and remains stable (or slightly decreases) with Phetch 

2 with an increase in players’ age. In contrast, for INT

significantly with an increase in age. The ANOVA conducted 

enjoyment levels across the four games shows a significant difference (

Figure 6.4: Enjoyability. 

 

                                                 

www.upassoc.org/conferences_and_events/upa_conference/2004/program/Workshops/DesigningF

18 19 - 35 36 - 50 51+

58%

64%
63%

64%

57%

60%

52%
54%

47%

64%

54%

64%

Age Category

 

demanding so the user is required to put extra effort into the game
10

. Figure 6.4 

way ANOVA shows that there 

in enjoyment level reported by players in different age 

shows that enjoyment 

for ESP and remains stable (or slightly decreases) with Phetch 

INT-1, the enjoyment 

The ANOVA conducted for 

shows a significant difference (3 � 23.56,

 

www.upassoc.org/conferences_and_events/upa_conference/2004/program/Workshops/DesigningF

51+

60%

40%

62%

ESP

Phetch

INT1

INT2



6. EXPERIMENTAL EVALUATION

 

 

Measure of Difficulty 

In practice, a game has to be of medium difficulty, so that the player is not bored 
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Measure of Difficulty  

In practice, a game has to be of medium difficulty, so that the player is not bored 

by winning too easily. Also, we expect a player has to be mildly challenged to 

consider a game to be entertaining[126]. How much a game is perceived to be 

challenging is dependent on the player’s skills in playing computer games in 

general. The intention of this experiment is to find out how difficult these games are 

to play in practice. As already noted, a game is more entertaining if it has a medium 

Figure 6.5 shows the difficulty of playing all of the four games. 

ows that there were significant differences between 

levels reported by players in different age categories (3 �
Figure 6.5 shows that INT-1 is the hardest game to play and ESP is 

the easiest. Overall, Phetch and INT-2 are the medium-hard games in practice. 

ANOVA conducted across the four games with respect to game 

a significant difference in reported difficulty associated with playing the 

(3 � 344.92, b _ 0.0001). 

Figure 6.5: Difficulty in game play. 
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From the above experiments, it is shown that the younger generation is more 

attracted by the complex games such as INT-1 rather than playing simple games 

like ESP, Phetch and INT-2. INT-1 is relatively hard to play when compared to the 

other games. However, with increased age, more players like playing less complex 

games such as ESP, Phetch and INT-2. Although Phetch outperforms INT-2 slightly 

in excitement, overall results show that more players like playing INT-2. It is 

deemed that introducing some new features, such as time limits and more 

destruction, may help to improve INT-2’s excitement factor. However, it must be 

noted that this might further increase the difficulty level, which, as Figure 6.5 

shows, increases with age for INT-2.  

In practice, the order in which the individual games are played influences the 

usability test. In particular, significant changes in the perceived level of difficulty 

are noted. More formally, whenever INT-1 is played first, the reported difficulty 

level is moderate; whereas, if INT-1 is played as the last game, the difficulty is 

reported as high. Clearly, experience gained in playing other games affects the 

perception of difficulty level of any particular game. Consequently, the INT-1 is 

perceived as difficult, when no prior gaming experience can be used to help 

progress through the game, or serve as a reference point for comparison. In the tests 

conducted here, this problem is mitigated to some extent by randomly assigning the 

playing order to each player. This process was assumed to sufficiently reduce the 

influence of the order in which games were played, thus more accurate results were 

obtained from the usability test.  

6.2.3  Measure of Efficiency  

The purpose of this test was to measure the efficiency, i.e. the average number of 

annotations collected per minute by each game. Since information regarding 

efficiency is available for ESP, Phetch and KissKissBan (obtained from [3] [8] [39] 

respectively), these games have been evaluated with INT-1 and INT-2. Given that 

all three games use the ESP dataset, the efficiency of INT-1 and INT-2 were tested 
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the same dataset in order to obtain a fair evaluation. 

setup commenced with a training phase (5 minute

to acquaint the players with INT-1 and INT-2. The training was conducted 

with 40 images (20 fully annotated and 20 non-annotated) from the ESP database. 

group of 30 game players participated in the tests. They were instructed

play games as they wished, without any time limitations. Due to the possibility 

some players would be inclined to cheat, no information regarding

was shared with the participants. It was assumed that,

objective, there is a possibility that malicious players would cheat and rational 

players would enter correct annotations, which may influence 

was conducted with 40 images (20 fully annotated and 2

GTMM framework. Representative sample of images are depicted in 

Figure 6.6: Average labels per minute. 

shows the average number of labels collected per minute by each 

game. It clearly shows INT-2 outperformed other games by collecting more 
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annotations and that the efficiency is high in INT-2, i.e. the potential of obtaining a 

large number of annotation is high within a short period. Here, the overall number 

of annotations for ESP is slightly lower than that associated with INT-2, most likely 

due to the fact that ESP uses taboo words, which the players are not permitted to 

use. Given that these keywords have previously been used for annotating an image, 

ESP had already listed those keywords as the taboo words and would not allow 

players to use them in subsequent annotations. However, given the rather large 

number of taboo words, the players struggled to find matching keywords, thus 

wasting the gaming time.   

6.2.4    Measure of Precision  

Figures 6.7 to 6.9 show the precision for obtaining useful labels. Precisions of 

IA-GTMM and IA-GTSS were measured for three image datasets, namely ESP, 

Caltech and Corel. Each dataset was tested with 400 players (200 with IA-GTMM 

and 200 with IA-GTSS), so 1200 tests altogether with all 3 datasets. The precision 

of ESP and KissKissBan was evaluated for only the ESP dataset. This information 

is obtained from [3] [8] respectively and we did not perform that test by ourselves. 

Here, we did not concern ourselves with the precision of Phetch as the information 

was not available to use. To measure the precision, an independent rather was asked 

to given an opinion on whether the labels generated using the game were 

appropriate with respect to the images. Based on this outcome, the precision for 

each image was measured by dividing the obtained number of correct annotations 

by the total number of obtained annotations. 

Since INT-2 outperformed INT-1 with respect to perceived usability, INT-2 was 

used in all the testing. As before, the final experimental setup included a training 

phase (5 minute) to acquaint the players with INT-2. For training purposes, 40 

images (20 fully annotated and 20 non-annotated) were used from each dataset. 

Players were instructed to play games as they wished, with no limitations imposed 

on the duration of the testing session. As before, to avoid potential for cheating, the 
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players were not informed of the objective of this test. 

Since a large number of game players participated in this test, each image 

database was divided into 5 different groups of images, with 40 images (20 fully 

annotated and 20 non-annotated) in each group. In addition, each group was played 

by a set of 40 game players. Therefore, each IA-GTMM and IA-GTSS was tested 

with 200 game players (5� 40). Furthermore, as each image database was divided 

into 5 different groups, this allowed for the average precision rate for each database 

to be measured. Figure 6.7 to 6.9 show the average precision rate for ESP, Caltech 

and Corel databases, respectively.  

ESP Image Dataset 

This dataset contained images from the World Wide Web. Dataset, which 

consisted of 200 images: 100 fully annotated and 100 non-annotated images. These 

images contain complex scenes and scenarios with large numbers of objects 

present, such as busy streets, seaside, landscape, office environments etc. Therefore, 

they cannot be categorised into a particular semantic category. Representative 

samples of images for each category are depicted in Appendix B. Average precision 

values are shown in Figure 6.7. Here, precision of ESP and KissKissBan is 

measured only for the ESP dataset (the information is not available for the other 

datasets).  
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Figure 6.7: Average precision for ESP dataset.

clearly shows that IA-GTSS outperforms ESP, KissKissBan and IA

tandard deviation (SD) for IA-GTMM and IA-GTSS was 

10.27 and 5.69, respectively, indicating that the spread of results associated with 

GTSS is relatively low, compared to IA-GTMM. Since SD for 

KissKissBan was unavailable, only SD of IA-GTMM and IA

ESP is concerned with mainly obtaining different labels, rather than the 

major objects or characters that are more related to an image. ESP uses taboo words 

that are not permitted to be used by players. As a result, players are forced to 

describe an image using different labels which is not related to the image. This is a 

failure of ESP’s precision when compared to IA-GTSS in practic

Caltech Image Dataset 

dataset was obtained from the Caltech image database and included 

200 images (100 fully annotated and 100 non-annotated images) divided into 20 

categories, each consisting of 10 images. The representative samples of ima

egory are depicted in Appendix B.  
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Figure 6.8: Average precision rates for Caltech dataset.

shows the performances for IA-GTMM and IA-

GTSS gives the best results in image annotation. However, the 

the different labels obtained, is relatively low when compared to 

associated with IA-GTMM and IA-GTSS was 12.01 and 7.89, 

, suggesting that the spread of results reported for IA

compared to IA-GTMM. 

Corel Image Dataset 

A third set of images were obtained from the Corel image database. The Dataset 

consisted of 200 images; 100 fully annotated and 100 non

semantic categories. Representative samples of images for each 

egory are depicted in Appendix B. Average annotation precision

GTSS are shown in Figure 6.9. 

73%

84%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

IA-GTMM IA-GTSS 

 

 

: Average precision rates for Caltech dataset. 

-GTSS. It shows that 

However, the number of 

latively low when compared to 

GTSS was 12.01 and 7.89, 

IA-GTSS is relatively 

obtained from the Corel image database. The Dataset 

0 non-annotated images, 

semantic categories. Representative samples of images for each 

precision rates for IA-



6. EXPERIMENTAL EVALUATION

 

 

Figure 

Figure 6.9 shows the performances for IA

Caltech image dataset, the figure shows that IA

image annotation. However, the 

obtained, is relatively low when compared to 

IA-GTSS was 8.07 and 6.03, respectively.

Overall, results show that

ESP dataset is considerably high

whenever players 

to the same concept

precision is relatively low

Since ESP dataset contains differen

influenced the player

annotations.  

Overall, the precision is the highest for 

annotations, i.e. different labels obtained by this framework is relatively low when 

100%

P
re

ci
si

o
n

  
%

6. EXPERIMENTAL EVALUATION  

 

[110] 

Figure 6.9: Average precision rates for Corel dataset.

shows the performances for IA-GTMM and IA

image dataset, the figure shows that IA-GTSS yields 

image annotation. However, the number of annotations, i.e.

obtained, is relatively low when compared to IA-GTMM. SD 

GTSS was 8.07 and 6.03, respectively. 

results show that, for both IA-GTMM and IA-GTSS,

ESP dataset is considerably higher, compared to the other datasets. 
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compared to IA-GTMM. This issue is also found in practice, whereby IA-GTSS 

required a large number of samples to make decisions, i.e. for predicting the 

player’s outcome. In other words, players need to be exposed to a large number of 

fully annotated contents before the prediction can be made. As a result, the 

efficiency of the system is low compared to IA-GTMM. This is one of the 

disadvantages that should be investigated in the future. However, for all three 

databases, IA-GTSS shows the best precision. Thus, the quality of most of the 

annotations obtained by IA-GTSS is high, and can thus be used to represent an 

image. 

Table 6.5 and Table 6.6 show the keywords obtained by the proposed IA-GTMM 

and IA-GTSS frameworks for a part of the ESP dataset. The test was conducted 

with 20 game players, yielding 40 tests in total. Both IA-GTMM and IA-GTSS 

were tested with 40 images (20 fully annotated and 20 non-annotated images). In 

both tables, the column labelled as ‘Keywords for IA-GTMM’ shows the annotation 

obtained for the IA-GTMM and that labelled as ‘Keywords for IA-GTSS’ shows 

the annotations obtained for IA-GTSS. The column marked as ‘Votes’ represents 

the total number of times the particular annotation has been described by the 

players. Here, INT-2 was used for the testing and, as before, the final experiment 

setup included a 5-minute training phase. For training purposes, 40 images (20 fully 

annotated and 20 non-annotated) from ESP database were used. Players were 

instructed to play games as they wished and no time limitations were applied during 

the testing session. To avoid cheating, players were not educated about the 

objective of this test, as this knowledge might lead them to behave in a different 

manner in order to affect results in a different way. 
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: Performances of the proposed frameworks for ESP 

Keywords for IA-GTMM Votes  Keywords for IA
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Table 6.6: Performances of the proposed frameworks for ESP Dataset (part 2). 

Image Keywords for IA-GTMM Votes  Keywords for IA-GTSS Votes 
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Table 6.5 and Table 6.6 show that incorrect annotations were associated with 

very few votes. Therefore, performance in image annotation could be further 

improved by eliminating the annotations associated with very few votes.  

Payoff Representation 

Figure 6.10 and Figure 6.11 show the payoff outcomes for IA-GTMM and IA-

GTSS frameworks. The test used to collect this data was conducted with INT-2, 

whereby 10 game players were given a set of 20 fully annotated and 20 non-

annotated images from the ESP database. As before, the final experiment setup 

included a 5-minute training phase. For training purposes, 40 images (20 fully 

annotated and 20 non-annotated) were used from the ESP database. Players were 

instructed to play games as they wished and no time limitations were applied during 

the testing session. Furthermore, in order to avoid cheating, players were not 

informed of the test objective.  

 

Figure 6.10: Payoff outcome for IA-GTMM 
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Figure 6.11: Payoff outcome for IA-GTSS 
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correct annotations most of the time are called ‘true game players’. This experiment 

was conducted with 90 game players, using INT-2 interface, as it outperformed 
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INT-1 with respect to usability rating. As before, the final experiment setup 

included a 5-minute training phase. For training purposes, 40 images (20 fully 

annotated and 20 non-annotated) from the Caltech image database were used. 

Furthermore, the players were not informed of the objective of the experiment, and 

were instructed to play as they wished, without any time restrictions to the test 

sessions. 

The algorithms developed as a part of this study (IA-GTMM and IA-GTSS) 

were applied and their outcomes compared with those obtained for a framework 

with no prediction mechanisms installed. The chosen framework was based on a 

two-player game model with no prediction mechanisms installed and, thus, the 

action property �� was assigned the value of 1. During the test, a fully annotated 

content the player is exposed to is indicated by a blue square. Similarly, a correct 

annotation detected by the framework, i.e. true positive, is represented by a green 

square, and an incorrect annotation completed by the framework, i.e., false positive, 

is marked by a red triangle on the player confidence line  '�%(�. The confidence 

line shows the player’s overall probability of entering a correct annotation in the 

game. Since players’ behaviours are dynamic, they cannot be expressed in a generic 

way. To address this problem, a selected set of results from different players is 

illustrated. Thus, the results show individual player’s output distribution for a set of 

images. Whenever player plays IA-GTMM, the player output distribution is 

represented by the probability distribution of the player’s outcome, i.e, '�%()�|%(�, '�%()�|&(�, '�&()�|%(�, '�&()�|&(� and '�%(�. On the other hand, whenever player 

plays IA-GTSS or a two-player game model with no prediction mechanisms 

installed, the player’s output distribution is represented in the figures by the 

probability distributions of '�%(� and '�&(�. In all the cases, '�%()�|%(�, '�%()�|&(�, '�&()�|%(�, '�&()�|&(�, '�%(� and '�&(� are shown as '�%|%�, '�%|&�, '�&|%�, '�&|&�, '�%� and '�&�, respectively.  

The test was conducted with the Caltech image database and includes 240 

images (110 fully annotated, 50 partially annotated and 80 non-annotated images), 
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divided to 40 categories, each consisting of 6 images. The representative samples of 

images for each category are depicted in Appendix B.  

6.3.1  Two-player game model with no prediction 

mechanisms installed 

Classical players  

Figure 6.12 and Figure 6.13 shows the performances of the framework for two 

classical players. In Figure 6.12, a player cheated from point 9 to 14 and the 

framework was not able to detect them because Nash Equilibrium policy accepted 

those annotations as correct. This results in exposing more non-annotated contents 

to the player. In Figure 6.13, the framework located most of the incorrect 

annotations, and therefore fully annotated contents were exposed to the player. The 

experimental results indicate that this configuration can detect classical cheaters 

with 60% accuracy in image annotation.   

 

Figure 6.12: Performance measure for classical players, example - 1. 
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Figure 6.13: Performance measure for classical players, example - 2. 

Random cheaters  

It is difficult to measure performances of random cheaters. Figure 6.14 and 

Figure 6.15 shows the performances of the framework for two random cheaters. In 

Figure 6.14, two wrong annotations made by the player were not detected. In 

practice, most of the random cheaters acquired fewer contributions, i.e. low '�%(� 

in gaming. As a result, they are mostly exposed to fully annotated contents. The 

experimental results indicate that the two-player game model obtains a precision of 

57% in image annotation for random players. 
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Figure 6.14: Performance measure for random players, example – 1. 

 

 

Figure 6.15: Performance measure for random players, example – 2. 
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Genuine players  

Figure 6.16 and Figure 6.17 show the behaviour of two genuine game players. 

Here, players are performing well in image annotation by entering good 

annotations. In Figure 6.16, a player mistakenly made one wrong annotation which 

eventually degrades the players overall good contribution. The experimental results 

indicate that two-player game model is capable of detecting genuine players with 

78% accuracy. 

 

Figure 6.16: Performance measure for true players, example -1. 
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Figure 6.17: Performance measure for true players, example -2. 

6.3.2  Two-player game model followed by the 

Markovian prediction 
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high probability. This results in exposing a fully annotated content to the player at 

16. The experimental results show that this approach is capable of detecting 

classical cheaters in 81% of image annotation cases.  

 

 

Figure 6.18: Performance measure for classical players, example -1. 

 

Figure 6.19: Performance measure for classical players, example -2. 
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Random cheaters 

Random cheaters are the most difficult factor to detect in practice. Figure 6.20 

and Figure 6.21 show the behaviour of 2 random cheaters. In Figure 6.20, a player 

annotated 9 out of 14 images correctly. Here, the player gave a wrong annotation at 

11, resulting in the next outcome being predicted by '�&()�|&(� _ '�%()�|&(�. It 

should be noted that, although '�%()�|&(� is greater than '�&()�|&(�,  a fully 

annotated content is presented to the player, based on the decision made by the 

Random Content Selection module (see Section 3.2). Here the player gave a wrong 

annotation at 17 and the next outcome is predicted by '�&()�|&(� _ '�%()�|&(�. 

Outcome from 17 shows '�%()�|&(� is the largest probability that indicates the 

player’s next outcome is good. Therefore, the player is exposed to a non-annotated 

content. The experimental results indicate that, for random cheaters, this approach 

obtains correct results in 65% cases.   

 

Figure 6.20: Performances measure for random players, example -1. 
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Figure 6.21: Performances measure for random players, example -2. 

Genuine game players 

Figure 6.22 and Figure 6.23 show performance of the framework for 2 genuine 

players. In general, the proposed framework performed well in detecting genuine 

players (players are also performing well in annotating images as they were more 

interested in collecting game points). In Figure 6.22, player annotated 19 out of 21 

images correctly. Here, the player gave wrong annotations for three fully annotated 

contents and, as a result, the player’s overall good contribution level was 

considerably reduced. The experimental results indicate that this approach is 

capable of detecting genuine players 84% of the time.  
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Figure 6.22: Performances measure for genuine players, example - 1. 

  

 

Figure 6.23: Performances measure for genuine players, example - 2. 
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6.3.3  Two-player game model followed by the 

proposed sampling prediction mechanism  

In Figure 6.24 to Figure 6.26, outcomes for classical, random and genuine 

players are shown respectively. This approach appeared to have problems with 

exposing non-annotated images to the player, thus it exposes a large number of 

fully annotated contents and that the efficiency of this system is low, i.e. was able to 

collect very few annotations. However, for classical cheaters, the overall precision 

of this configuration was about 84%, for random cheaters it was about 79% and for 

true game players it was about 89%. This makes an overall precision of the system 

to 84% in image annotation.   

 

Figure 6.24: Outcome measure for classical players (Prediction by sampling). 
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Figure 6.25: Outcome measure for random players (Prediction by sampling).  

 

 

Figure 6.26: Outcome measure for genuine players (Prediction by sampling). 
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6.4   Summary 

A comprehensive evaluation of the proposed framework was given in this 

chapter. The findings suggest that, with respect to image classification, SVM shows 

better results with the merged descriptor, compared to using any other single 

descriptor. With respect to perceived usability, with the exception of excitement, 

INT-2 outperformed all other games in player-reported levels of addiction, 

enjoyment and game difficulty level. Moreover, INT-2 has managed to capture 

more annotations in a given timeframe, indicating higher efficiency compared to 

other tested games. Regarding precision, IA-GTSS outperformed all other games, as 

it obtained high precision for all datasets. The results of the experiment conducted 

for different system configurations indicate higher precision associated with IA-

GTSS, compared to IA-GTMM and the framework with no prediction mechanism 

installed. Here, IA-GTSS managed to obtain a large number of high-quality 

annotations that can be used to describe an image. Overall, it can be concluded that 

does IA-GTSS predicts the player outcome more reliably than do IA-GTMM and 

framework with no prediction mechanism installed. Based on all the experiments 

conducted as a part of this work, it can be concluded that IA-GTSS obtained higher 

precision and, thus, outperformed all other games with respect to image annotation. 

Although IA-GTSS obtained high precision, the main drawback of this algorithm is 

that it exposes players to only a few non-annotated and partially annotated contents. 

In fact, only a few different annotations were obtained with IA-GTSS, compared to 

IA-GTMM. This is one of the disadvantages that will be investigated in the future. 
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Chapter  7  

CONCLUSION AND FUTURE 

WORK 

The major issue in visual information indexing and retrieving is finding a way of 

connecting low-level information and high-level semantic information to represent 

the way humans perceive the world. Over the last decade, research has moved into a 

number of different directions to address this problem. One such approach is to use 

humans in a loop to solve complex problems by harvesting their brainpower. Game-

based annotation of visual information is a computer vision application to the 

problem of data indexing and retrieval. This is based on actual content manually 

extracted by the players. The critical issue in game-based annotation is how to filter 

out bad annotations given by malicious players. Traditional game-based approaches 

use online multiplayer game strategies to tackle this problem. However, this 

technique faces some problems, such as that it cannot be installed in applications 

where only single isolated players are available: i.e. for the gadgets with no Internet 

connectivity. Furthermore, recent research shows that only 27% of teens were 

interested in online games and this is not what is concerned in the existing work of 
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GWAP. Moreover, traditional frameworks are not designed to tackle the major 

problem in online approaches, which is following a given strategy that leads to 

cheating. Addressing this and other drawbacks, it is worthwhile to design a system 

for tackling these issues. In this thesis, the appropriateness of standalone game 

inspired models to tackle these problems is derived. The proposed technique is 

inspired by Game Theories and their associated techniques.  

In our proposal, the problem of making decisions; i.e. accepting or rejecting 

annotations, is tackled by Game Theory and its driven techniques. Player outcomes 

are always predicted prior to exposing non-annotated contents. For comparative 

purposes, two prediction techniques are proposed, one based on Markov models and 

the other based on Sequential Sampling algorithms. In the first proposal, Game 

Theory based decision process enhanced by prediction based on Markovian 

inference is derived. The evaluation experiments show the potential for using Game 

Theories and Markov models in image annotation. Here, the cheating oriented 

players are well recognised and thus the framework was able to capture correct 

annotations. The Markovian approach makes the Game Theory based decision 

model less dependent in decision making by predicting malicious players prior to 

exposing non-annotated contents. And it is the same with prediction by Sequential 

Sampling. However, Sequential Sampling technique exposes a large number of 

fully annotated contents to the players thus this makes the low efficiency in this 

approach. The experimental results for all three databases show that the Sequential 

Sampling approach yields high precision in image annotation, thus providing more 

accurate annotations than all the other approaches did.  

Although the main application of the proposed approach is to label images, it can 

simply be used for solving large-scale problems such as labelling videos, sounds or 

even giving a meaningful sense to words etc. In addition, this work has turned a 

tedious work into something that people wanted to do in their spare time.  
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Potential enhancements and extensions for the proposed research are 

conceivable. Additionally, the proposed framework is modular and easily 

expandable to allow additional functionalities in the future. In summary, future 

directions for the development of the presented research may include the following 

actions:  

• to investigate Markov model prediction performances by introducing higher-

order Markov models. 

 

• to investigate the issue of exposing small numbers of non-annotated images 

by the SS algorithm.   

 

• to improve the performance of Nash Equilibrium based decision model by 

introducing more strategic actions, such as actions based on short-term and 

long-term historical performances of the player.  

 

• to investigate the performance of the framework in places where the game is 

available, such as in mobile environments where large number of gamers 

exist every day. 

 

• to investigate the framework’s performance for different multimedia 

contents, such as for audio and video contents. 

 

• to investigate the framework performances in multiplayer model games. 

 

As can be seen, there are still many directions that exist to be covered for 

enhancing the performance of image annotation. However, the research presented in 

this thesis has provided suitable strategies for future research towards an enhanced 

game-based system for image annotation and shown the importance of using Game 

Theory driven mechanisms in decision making.  
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Appendix  A  

Support Vector Machines (SVM) 

A.1 Introduction 

Support Vector Machine [130] is a useful technique that is used widely in data 

classification. In SVM, the input vectors (features) are mapped non-linearly into a 

high-dimensional feature space through a Kernel, where a maximum separating line 

(hyperplane) is constructed. Then, on each side, two parallel hyperplanes are 

constructed. This process gives the maximum separation between two different 

classes. One of the key features of SVM is the non-linear decision regions that have 

better classification ability than traditional linear classifiers. SVM is designed based 

on the structural risk minimisation principle [131]. Figure A.1 shows an example of 

a binary classification problem. 

In a binary separable learning problem, the set of indicator functions for defining 

separating hyperplanes can be represented as: 

                   �Ê. ¬�� ,  v � 0,     Ê � �¯ ,     v � �,      � � 1, 2, 3, … , �              (A.1) 

where vector Ê and scalar bias v define the actual location of the hyperplan. 

It is said that when the distance between the closest data point to the hyperplane 

is maximal, then the data points are optimally separated by the hyperplane. There is 

some redundancy in (A.1), and without loss of the generality, it is appropriate to 
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consider a canonical hyperplane [132], where the parameters Ê and v are 

constrained by, 

 min� |Ê, ¬� , v | � 1                                                    �A. 2� 

A canonical hyperplane representation is obtained in the following form, 

�̀ �Ê. ¬�� ,  v! � 1,       � � 1, 2, 3, … , �                            �A. 3� 

 

Figure A.1: Binary classification problem. 

The distance X�Ê, v; ¬� of a point ¬ from the hyperplan �Ê, b� is,  

X�Ê, v; ¬� �  |Ê,  ¬� , v |||Ê||                                                        �A. 4� 

The optimal hyperplane is constructed by maximising the margin ρ. The margin 

is given by, 
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           ρ�Ê, b�  �  minsÌ � �Ì k �� �Ê, v; ¬�� , minsÌ � �Ì k � �Ê, v; ¬��  
�  minsÌ � �Ì k �� 

|Ê,  ¬� , v |É|Ê|É  , minsÌ � �Ì k � 
|Ê,  ¬� , v |É|Ê|É  

� 1É|Ê|É ´ minsÌ � �Ì k �� |Ê, ¬� , v| , minsÌ � �Ì k � |Ê, ¬� , v|µ               
�  2||Ê||                                                                                                   �A. 5� 

Hence, the hyperplane that optimally separates the data is the one that 

minimizes, 

Í�Ê� �  12 ÎÊÎ�                                                      �A. 6� 

This equation satisfies (A.3) and therefore it can show that (A.6) is independent 

of v (changing v will move in the normal direction to itself). Since the margin v 

remains unchanged, the hyperplan is not optimal, thus it may lie nearer to one class 

than other. Here, the structural risk minimisation (SRM) principle was used to 

minimise (A.6). Suppose that following bound holds, 

                                                                ÎÊÎ _  �                                                         �A. 7� 

Then from (A.3) and (A.4), 

                                                          X�Ê, v; ¬� �  1�                                                   �A. 8� 

Hence, the hyperplane cannot be near the 1 �Ï  to any of data points.  

The VC dimension [67],R, of the set of canonical hyperplans in � dimensional 

space is bounded by,  

                                                        R Q min�Ð���, �� ,  1                                        ��. 9� 

where Ð is the radius of a hypersphere enclosing all the data points. Hence 
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minimising (A.6) equals to minimising the upper bound on the VC dimension. The 

solution to the minimising problem is solved by introducing Lagrangian multipliers.  

                              Í�Ê, v, t� �  12 ÎÊÎ� – i ��� �̀|�Ê, ¬�� ,  v|[1�               �A. 10��
�k�  

where t are the Lagrange multipliers. Here, the objective is to minimise the 

Lagrangian with respect to Ê, v and maximised with respect to t � 0. To make 

(A.10) easy to solve, it is transformed to its dual problem, which is given by, 

   maxÒ Ó�t� � maxÒ  �minÔ,� Í�Ê, v, t��                               �A. 11� 

The minimum with respect to Ê and v of the Lagrangian, Í, is given by, 

ÕÍÕv � 0 Ö i t�  `� � 0                                             �A. 12�¯
�k�  

ÕÍÕÊ � 0 Ö Ê � i t� `�  ¬� � 0                                     �A. 13�¯
�k�  

From (A.11), (A.12) and (A.13), the dual problem can be illustrated as, 

maxÒ Ó�t� � maxÒ [ 12 i i t�  t� �̀  �̀   ¬� ,  ¬�!  , i t� ¯
�k�

¯
�k�  ¯

�k�  

  t� � arg minÒ
12 i i t� t�  `�  �̀   ¬� ,  ¬�! [  i t� ¯

�k� � 0              �A. 14�¯
�k�

¯
�k�  

With constraints,  

                                                    t� � 0              � � 1,2, … , �                                    ��. 15� 
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i  t�  �̀  � 0                                                  �A. 16�¯
�k�  

The optimal hyperplane is obtained by solving (A.14) and (A.16), 

                                                            Ê� �  i  t�  `�  ¬�
¯

�k�                                             �A. 17� 

                                                          v� �  [ 12 �Ê�, ¬� , ¬��                                      ��. 18� 

where ¬� and ¬� are any support vector from each class satisfying, 

                                  t� , t� Z 0,         �̀ �  [1,            �̀ � 1                                 �A. 19� 

The hyperplane decision function can be written as, 

                                                  c�¬� �  U��  �Ê�, ¬� , v!                                        �A. 20� 

Considering a complex non-separable dataset, a non-linear mapping of the input 

space into high dimensional space, H, may enable linear separation, 

                                                Í �  �¯  � ®,  ¬�  �  Í�¬��                                         �A. 21� 

Therefore, 

                    �Í�¬��,  `��, �Í�¬��,  `��, … , �Í�¬¯�,  `̄ � � ® �  [1, ,1              �A. 22� 

Here, the required number of samples increases as an exponential function of �. 
In SVM, the data is represented in a form of inner product ×¬� , ¬�Ø = ¬� . ¬�. The 

inner product in the input space is replaced with the inner product in Hilbert space 

[133]: 

                                2 ¬� , ¬�! �  ×Í�¬��, Í ¬�!Ø �  Í�¬��. Í ¬�!                        �A. 23� 
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where 2 ¬� , ¬�! is a kernel, a generalised non-linear similarity measure between 

two feature vectors. The inner product is evaluated directly in the input space by 

applying the non-linear function Í. This is referred to as the kernel trick [134]. The 

goal is to embed data into the Hilbert space and then seek linear relations in both 

spaces.  

The general form of inner products in Hilbert space is defined by the Mercer’s 

condition [135].  If 2 � « � « �  � is continues and symmetric real value function 

on Hilbert space with a square integral function c Ù 0, Ú c� �¬��s X¬ _  ∞.  then: 

                                                   2 ¬� , ¬�! c�¬��c ¬�! X¬�  X¬� � 0                          �A. 24� 

The appropriate condition to expand 2 ¬� , ¬�! as a uniformly convergent series 

on « � «: 
                                             2 ¬�, ¬�! �  i  Ü�  Í��¬�

Ý
�k� � Í� ¬�!,  Ü� Z 0                �A. 25� 

If K is continues kernel of a positive integral operator as defined by Mercer’s 

condition, there exists a mapping Í of an input space into a space where the kernel 

can be represented as an inner product. The corresponding problem is: 

                                     maxÒ i t�  ¯
�k� [  12 i i t�  t�  `�  �̀   ¬� ,  ¬�!¯

�k�
¯

�k�                       �A. 26� 

                                    i  t�  `� � 0,       0 Q  t� Q %,   � � 1,2,3, … , �¯
�k�                �A. 27� 

The decision function in higher dimensional feature space is: 

                                      c�¬� �  U�� ¡i  t�  `�
¯

�k�  .  2 ¬�, ¬�! ,  v¦                      �A. 28� 
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It is said that if kernel function satisfied Mercer’s condition, the solution of 

convex optimisation problem converges to optimal. Some widely used kernel 

functions that satisfies the previous conditions are illustrated in Table A.1. 

Table A.1: Commonly use kernel functions 

Kernel Function 

Linear kernel ×¬� , ¬�Ø 
Polynomial �γ×¬� , ¬�Ø , S��ß, γ Z 0 

Radial Basis Function T¬b �[àá¬� [  ¬�á��, à �  ��Òâ , t Z 0 

Sigmoid kernel tanh�à ×¬� , ¬�Ø , S� 
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Appendix  B  

Image Databases 

In this appendix, a list of all image databases used in the experiments is   

presented.  

B.1 ESP Image Dataset 

This dataset contains 100,000 images from the World Wide Web. These images 

contain complex scenes and scenarios with large numbers of objects present, such 

as busy streets, seaside, landscape, office environments etc. Therefore, they cannot 

be categorised into a particular semantic category. A selection of images used for 

testing is presented in Figure B.1 and B.2. 

B.2 Caltech 101 Image Dataset 

Caltech 101 dataset contains a higher level of ground truth based on semantic 

meaning. Images belonging to the same class illustrate the same concepts however, 

their visual appearance is different. This dataset consisted of 101 object categories 

which do not overlap with any other concepts. A selection of images used for 

testing is presented in Figure B.3 and B.4, which was selected from a number of 

object categories.  
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B.3 Corel Image Dataset 

Corel image dataset contains a higher level of ground truth based on semantic 

meaning. Images belonging to the same class illustrate the same concepts; however, 

their visual appearance is different in practice. The dataset consists of seven 

concepts, namely, Car, Lion, Tiger, Cloud, Elephant, building and vegetation. A 

selection of images used for testing is presented in Figure B.5, which was selected 

from different object categories. 

Figure B.1: Representative images for different categories taken from the ESP 

Image dataset (part 1). 
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Figure B.2: Representative images for different categories taken from the ESP 

Image dataset (part 2). 
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Figure B.3: Representative images for different categories taken from the Caltech 

Image dataset (part 1). 
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Figure B.4: Representative images for different categories taken from the Caltech 

Image dataset (part 2). 
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Figure B.5: Representative images for different categories taken from the Corel 

image dataset. 
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Appendix  C  

 

Questionnaire on Usability Test 

In this appendix, a template of the questionnaire used for usability test is given. 

C.1 Template of the Usability Test 

Survey on ESP, Phetch, INT-1 and INT-2 game interfaces 

Please take part in this very quick survey, as your responses will help us 

understand the players’ views regarding different games and their interfaces. Please 

play the four games provided (ESP, Phetch, INT-1 and INT-2) before answering the 

following questions. The survey should take no more than 10 minutes to complete, 

after which all respondents will be entitled to play games for free as much as they 

want. 

1. Age : 

2. Sex  : 

3. Occupation : 
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Please enter your scores into the table below, using the following values: 1 − 

Very low, 5 − Moderate and 10 − Very high 

 
Excitement 

factor 
Attractiveness Enjoyability 

Difficulty in 

game play 

ESP     

Phetch     

INT-1     

INT-2     

 

Thank you very much for your participation! 
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Appendix  D  

Outcomes of Analysis of Variance 

(ANOVA) 
 

In this appendix, outcomes of all conducted ANOVA tests are presented and 

summarised in an ANOVA table. This table contains columns labelled as ‘Source of 

variation’, ‘Sum of Squares’, ‘h3’ for degrees of freedom, ‘Mean square’, ‘3 

Statistic’ for 3-ratio, and ‘b’ for significance among the data.  

The tables given below present the outcomes of ANOVA tests conducted during 

the usability test. 

D.1 Excitement 

A one-way ANOVA was conducted with respect to the reported excitement 

levels across different age categories. The results are shown in Table D.1 below. 

The test was conducted using 1760 data samples, obtained from 440 game players 

in each of the 4 age categories (440×4). 
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Table D.1: ANOVA results related to excitement levels across different age 

categories. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

Excitement 

Residual 

Total 

520.4 

9313.1 

9833.5 

3 

1756 

1759 

173.5 

5.3 

32.71 b _ 0.0001 

 

A one-way ANOVA was conducted with respect to excitement levels across all 

four games tested. The results are shown in Table D.2 below. The test was 

conducted with 1760 samples, yielded by 440 game players that tested each of the 

four different games (440×4). 

Table D.2: ANOVA results related to excitement levels across the four games 

tested. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

All games 

Residual 

Total 

442.5 

9391.0 

9833.5 

3 

1756 

1759 

147.5 

5.3 

27.58 b _ 0.0001 

 

D.2 Addiction 

A one-way ANOVA was conducted with respect to addiction levels across 

different age categories. The results are shown in Table D.3 below. The test was 

conducted with 1760 data samples. 

Table D.3: ANOVA results related to addiction levels across different age 

categories. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

Addiction 

Residual 

Total 

36.7 

12137.5 

12174.2 

3 

1756 

1759 

12.2 

6.9 

1.77 0.1513 
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A one-way ANOVA was conducted with respect to addiction levels across the 

four games tested. The results are shown in Table D.4 below, based on 1760 data 

samples. 

Table D.4: ANOVA results related to addiction outcomes across all four games. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

All games 

Residual 

Total 

334.2 

11839.9 

12174.2 

3 

1756 

1759 

111.4 

6.7 

16.52 b _ 0.0001 

 

D.3 Enjoyability 

A one-way ANOVA was conducted with respect to perceived enjoyment 

reported by different age categories. The results shown in Table D.5 below, are 

based on 1760 data samples. 

Table D.5: ANOVA results related to perceived enjoyment reported by different 

age categories. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

Enjoyability 
Residual 

Total 

3.5 

8391.5 

8395.0 

3 

1756 

1759 

1.2 

4.8 

0.24 0.8675 

 

A one-way ANOVA was conducted for perceived enjoyment reported for the 

four games tested. The results are shown in Table D.6 below, based on 1760 data 

samples. 
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Table D.6: ANOVA results related to perceived enjoyment reported for the four 

games tested. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 statistic b 

All games 

Residual 

Total 

324.8 

8070.1 

8395.0 

3 

1756 

1759 

108.3 

4.6 

23.56 b _ 0.0001 

 

D.4 Game difficulty level 

A one-way ANOVA was conducted with respect to perceived game difficulty 

level across different age categories. The results shown in Table D.7 below are 

based on 1760 data samples. 

Table D.7: ANOVA results related to game difficulty level across different age 

categories. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 

statistic 
b 

Difficulty in 

game play 

Residual 

Total 

231.0 

 

11014.2 

11245.2 

3 

 

1756 

1759 

77.0 

 

6.3 

12.27 b _ 0.0001 

 

A one-way ANOVA was conducted with respect to perceived game difficulty 

level across the four games tested. The results are shown in Table D.8 below, based 

on 1760 data samples. 

Table D.8: ANOVA results related to game difficulty level across all four games. 

Source of 

variation 

Sum of 

Squares 
h3 Mean 

square 
3 

statistic 
b 

All games 

Residual 

Total 

4169.5 

7075.7 

11245.2 

3 

1756 

1759 

108.3 

4.0 

344.9    

2 
b _ 0.0001 

 


