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Abstract 

The electronic transport properties of certain organi I ic semiconductors are 
expected to exhibit a quasi one-dimensional nature. Pulsed laser techniques have been 

used to study transient photoconductivity in a number of such linear molecular systems. 
This thesis explores carrier motion of zeolite encapsulated conjugated polymers such as 

polyacetylene and polypropyne, columnar discotic liquid crystals and single walled 

carbon nanotubes. At the time of writing, this thesis presents the first observations of 
transient photoconductivity for carbon nanotubes. In the systems studied: electric field, 

temperature and spectral dependencies are explored and the results are used to calculate 

a number of parameters, such as: carrier mobilities, carrier range and quantum 

efficiencies. Also, the effect of sample preparation has been investigated. 

A variation on the Auston switch technique has enabled picosecond time 

resolved photocurrents to be measured on carbon nanotubes, with a rise time of the 

order of 100ps. A similar technique was utilised to study the encapsulated polymers, but 

no measurable effect was observed. The Kepler-LeBlanc Time of Flight technique has 

been employed to find the carrier mobility in a number of columnar discotic liquid 

crystals along with the quantum efficiency for carrier generation in those systems. 

The results presented in this thesis have led to a greater understanding of charge 

transport on carbon nanotubes from which a ID bimolecular recombination model has 

been proposed. We have demonstrated a novel polymeric DLC where electrons are the 

majority carrier and demonstrated a photogeneration mechanism controlled by Poole- 

Frenkel barrier lowering. We have also been able to refute the proposal that the 3D 

Onsager model is applicable for describing the photogeneration mechanism in most 

DLC's. 

-I- 



Contents. 
Title Page 

Abstract 

Contents Page 

List of figures and tables 8 

I Introduction 14 

1.1 Molecular Electronics 14 

1.2 Conducting Polymers 15 

1.3 Tertiary conjugated polymer structure 20 

1.4 Encapsulation of polymers within Zeolite nanochannels 23 

1.5 Carbon Nanotubes 25 

1.6 Zeolites 33 

1.6.1 Mordenite 34 

1.6.2 Beta 35 

1.6.3 Faujasite 36 

1.7 Single Walled Carbon Nanotubes 37 

1.8 Discotic Liquid Crystals 39 

1.8.1 HAT6 43 

1.8.2 HAT 11 44 

1.8.3 PTP9 44 

1.8.4 2FHAT6 46 

-3- 



1.8.5 Triblock co-polymer discotic 46 

1.9 DLC Phase Boundaries 47 

2 Theory of Photoconduction 49 

2.1 Basic Electrostatics 49 

2.2 Photogeneration of charges 51 

2.3 Polymer chain and nanotube orientation modelling in 3D 54 

2.4 The Onsager theory of geminate recombination 56 

2.5 Poole-Frenkel Behaviour (barrier lowering) 59 

2.6 Polarons 60 

2.7 Loss Mechanisms 61 

2.7.1 Bimolecular Recombination 62 

2.7.2 Charge Trapping 63 

2.7.3 Transits 65 

3 Experimental Techniques 67 

3.1 The Lasers 67 

3.2 The Co-Axial Cell 68 

3.3 Testing the Co-Axial Cell 72 

3.4 Quartz Rod Fibre Optic 74 

3.5 High Frequency Amplification (The Phillips NE5200) 76 

3.6 Impedance matching of the amplifier circuit. 77 

3.7 Testing the amplifier 79 

3.8 Determination of pulse amval time to minimise jitter 81 

3.9 Determination of laser pulse energy 84 

3.10 Voltage step generation. 87 

-4- 



3.11 Discotic Liquid Crystal Cell 90 

3.12 Discotic Liquid Crystal Signal Amplification 93 

Chapter 4: Results 95 

4.1 Polymer filled Zeolites 95 

4.1.1 Absorbance of the suspending medium 95 

4.1.2 Encapsulated Polymer Results 96 

4.2 Discotic Liquid Crystals 97 

4.2.1 - HAT6 98 

4.2.2 - HAT6: PTP9 102 

4.2.3 - HAT 11: PTP9 105 

4.2.4 - 2FHAT6 108 

4.2.5 - Polymer DLC 110 

4.3 Single Walled Carbon Nanotubes 114 

4.3.1 DC Dark Current Evolution 115 

4.3.2 Initial S"T photoconduction studies 116 

4.3.3 Test of photocurrent stability 119 

4.3.4 Detailed SWNT Photosignal Studies 121 

4.3.5 -A study on the effect of size separated SWNTs. 124 

4.3.6 - Analysis of nanotube tail decays. 126 

4.3.7 - Intensity dependence of photocurrents 128 

4.3.8 - Spectral Dependence of Nanotube Photocurrents 131 

Chapter 5- Discussion of Results 134 

5.1 Encapsulated Polymers 134 

5.1.1 - Do the zeolites contain photoconductive material? 134 

-5- 



5.1.2 - Is light able to penetrate the zeolite structure? 135 

5.1.3 - Are the polymer chains long enough to produce 135 

measurable carrier separation? 

5.1.4 - Do isolated single chains retard the carrier range? 136 

5.1.5 - Other Considerations 136 

5.1.6 - Conclusions on Encapsulated Polymers 138 

5.2 - Discotic Liquid Crystals 138 

5.2.1. The applicability of the 3D Onsager Model 138 

5.2.1.1 - HAT6 139 

5.2.1.2 - HAT6: PTP9 140 

5.2.1.3 - HAT 11: PTP9 141 

5.2.1.4 - 2FHAT6 142 

5.2.1.5 - 3D Onsager Conclusions 143 

5.2.2 - Charge Transport Mechanisms 144 

5.2.2.1 - HAT6: PTP9 145 

5.2.2.2 - 2FHAT6 146 

5.2.3 - Tri-Block Co-Polymer DLC 147 

5.2.3.1 - Isotropic Photocurrent 147 

5.2.3.2 - Poole-Frenkel Behaviour 148 

5.2.3.3 - Temperature dependence of dielectric 149 

constant 

5.2.3.4 - Limits on Quantum Efficiency and Mobility 152 

5.2.3.5 - Conclusions on Tri-Block Co-Polymer 154 

5.3 - Carbon Nanotubes 155 

5.3.1 - Nanotube Concentration Dependence 155 

5.3.2 - Quantum Efficiency; Carrier Range Entanglement 159 

-6- 



5.3.3 - SWNT Quantum Efficiencies 162 

5.3.4 - SANT Photocurrent Decay Analysis 163 

5.3.5 - Bi-Molecular Recombination in ID 168 

5.3.6 - Application of the Bi-Molecular Model 175 

5.3.7 - SWNT Conclusions 187 

Chapter 6- Conclusions 188 

6.1 Encapsulated Polymers 188 

6.2 Discotic Liquid Crystals 189 

6.3 Single Walled Carbon Nanotubes 191 

6.4 Closing Remarks and Further Work 193 

Publications 195 

Appendix 196 

Appendix I- Response Times and Quadrature 196 

Appendix 2- S"T Band Gap Energies 198 

Ac know ledgements 199 

References 200 

-7- 



List of fiqures and tables 

Fiqures 

Figure 1.1: Orbital diagram of sp 2 hybridisation. 16 

Figure 1.2: The formation of n delocalisation 17 

Figure 1.3: CIS (a) and TRANS (b) Polyacetylene structures. 18 

Figure 1.4: Logarithmic Conductivity Ladder 19 

Figure 1.5: Polymer in random coil configuration 20 

Figure 1.6: Polymer Hairpin bend. 20 

Figure 1.7: Polydiacetylene molecule with BCMU sidegroups 21 

Figure 1.8: BCMU photocurrent 22 

Figure 1.9: Cartoon of filled zeolite 23 

Figure 1.10: Graphene Sheet - An unravelled nanotube 26 

Figure 1.11: Single Walled Nanotube Diagrams [(a) Armchair Nanotube, (b) 27 

Zig-Zag Nanotube, (c) Chiral Nanotube] 

Figure 1.12: Graphene Unit Cells 29 

Figure 1.13: Allowed k states for nanotubes. 30 

Figure 1.14: Sketch of k states for armchair and zig-zag nanotubes. 31 

Figure 1.15: Sketch of k states for a chiral nanotube. 32 

Figure 1.16: Mordenite zeolite structure 34 

Figure 1.17: Beta zeolite structure 35 

Figure 1.18: Faujasite zeolite structure 36 

Figure 1.19: SEM image from SWNT batch used. 38 

Figure 1.20: Crystalline phase 40 

Figure 1.2 1: Smectic A phase 41 

-8- 



Figure 1.22: Smectic C phase 41 

Figure 1.23: Nematic Phase 42 

Figure 1.24: Molecular Structure of HAT6 43 

Figure 1.25: Molecular Structure of HAT 11 43 

Figure 1.26: Molecular Structure of PTP9 44 

Figure 1.27: Single Molecule System (e. g., HAT6 or 2FHAT6) 45 

Figure 1.28: Complementary Binary System (e. g., HAT6: PTP9) 45 

Figure 1.29: Molecular Structure of 2FHAT6 Figure 1.30: Molecular Structure 46 

of Triblock Co-Polymer 

Figure 1.3 1: Triblock co-polymer phases 47 

Figure 2.1: A charge, q, moves in an Electric Field causing a current. 50 

Figure 2.2: Basic schematic of photoconduction experiment. 51 

Figure 2.3: 3D isotropic model of chain lengths 55 

Figure 2.4: Charge separation in an Electric Field 56 

Figure 2.5a: Total Energy of an electron/hole pair in an electric field 58 

Figure 2.5b: Total Energy of an electron/hole pair in fig. 2.5a with field doubled. 58 

Figure 22.6: Transit of a homogenously illuminated sample 65 

Figure 2.7: Transit of an ideal Time of Flight signal 66 

Figure 3.1: Co-axial geometry 69 

Figure 3.2: Schematic diagram of co-axial cell 71 

Figure 3.3: 3D perspective view of the 500 co-axial cell. 72 

Figure 3.4: Testing the co-axial cell with a fast pulse. 73 

Figure 3.5: Quartz Rod Coupling Efficiency 75 

Figure 3.6: Fibre Optic/Electrode Interface Overlap 75 

Figure IT Schematic diagram of the NE52000 amplifier 77 

Figure 3.8: Diagram of gain block amplifier arrangement 77 

-9- 



Figure 3.9: Diagram of stripline configuration 78 

Figure 3.10: NE5200 Amplifier output (20 ns pulse) 80 

Figure 3.11: NE5200 Output (100 ns Pulse) 81 

Figure 3.12: Problems with jitter 82 

Figure 3.13: Experimental arrangement 83 

Figure 3.14: Light intensity calibration experiment 85 

Figure 3.15: Determination of Light Intensity 86 

Figure 3.16: Calibration of Photodiode 87 

Figure 3.17: Valve Circuit 88 

Figure 3.18: Valve Rectifier Circuit 89 

Figure 3.19: Test of the voltage step generator. 90 

Figure 3.20: Schematic diagram of the DLC sandwich cell 91 

Figure 3.2 1: Circuit layout of the DLC amplifier 93 

Figure 4.1: Light Transmission of Brookfield Polymer Oil 95 

Figure 4.2: Transmission spectrum of unfilled TOF cell 97 

Figure 4.3: Detennination of sandwich cell thickness 98 

Figure 4.4: Hole transits in HAT6 at different fields in the discotic mesophase 99 

Figure 4.5: Determination of Transit Time for HAT6 100 

Figure 4.6: Detennination of HAT6 Hole Mobility 100 

Figure 4.7: Photocharge created in HAT6 as calculated from the data in Figure 101 

4.4 

Figure 4.8: Measured Quantum Efficiency of HAT6 102 

Figure 4.9: HAT6: PTP9 Example Transit when in the columnar discotic phase 103 

Figure 4.10: HAT6: PTP9 Mobility 103 

Figure 4.11: HAT6: PTP9 Mobility N's. Temperature 104 

Figure 4.12: HAT6: PTP9 Quantum Efficiency versus Electric Field 104 

-10- 



Figure 4.13: HAT6: PTP9 Quantum Efficiency vs Temperature 105 

Figure 4.14: HATI ITTP9 Hole photocurrents with Spacecharge 105 

Figure 4.15: HATI I: PTP9 Quantum Efficiency vs Electric Field 106 

Figure 4.16: HAT I I: PTP9 Quantum Efficiency vs Temperature 107 

Figure 4.17: Hole Transits in 2FHAT6 at different fields 108 

Figure 4.18: Carrier Velocity for 2FHAT6 vs Electric Field 109 

Figure 4.19: Hole Mobility for 2FHAT6 versus temperature 110 

Figure 4.20: Electron and hole photocurrents in Triblock copolymer ill 

Figure 4.2 1: Electric field dependence of peak photocurrent for electrons 112 

Figure 4.22: Peak photocurrent with temperature 112 

Figure 4.23: The field dependence of [Y70)s 113 

Figure 4.24: Temperature dependence of t? 7#s 114 

Figure 4.25: Sample Dark Current vs Time 115 

Figure 4.26: Nanotube photocurrent (I GHz Scope) 116 

Figure 4.27: Relative Photoconductivity of Nanotubes and Carbon Black Silicon 117 

Oil Suspensions 

Figure 4.28: Concentrated nanotube sample showing both transient conduction 119 

and dark currents. 

Figure 4.29a: Single shot nanotube signals over time. 120 

Figure 4.29b: Histogram of nanotube peak photocurrent distribution. 121 

Figure 4.30: Photocurrents for S"T Sample 1 122 

Figure 4.3 1: Peak Photocurrent vs Electric Field for SWNT Sample 1 123 

Figure 4.32- Peak Photocurrent versus Electric Field for different SWNT 123 

concentrations as a fraction of mass 

Figure 4.33: Comparison between I mm and 0.45 mm SWNT samples 127 

Figure 4.34: Comparison of I mm decay tails at different fields 128 



Figure 4.35: Peak photocurrent vs. Light Intensity as wavelength is varied 129 

Figure 4.36: Peak photocurrent vs. Light Intensity as concentration by weight 130 

fraction is varied 

Figure 4.37: Peak photocurrent vs. Light Intensity as field is vaned 130 

Figure 4.38: Peak photocurrent vs. Light Intensity as field is varied 131 

Figure 4.39: Light Intensity vs. Wavelength for OPO laser. 132 

Figure 4.40: Non-Non-nalised Nanotube Photoaction Spectrum with expected I st 133 

band gap resonances superimposed. 

Figure 5.1: IR Transmission Spectra of sample JT6 135 

Figure 5.2: Experimental and Theoretical Slope to Intercept ratios for 141 

HAT6: PTP9 as temperature is varied. 

Figure 5.3: HAT 11: PTP9 Slope to tntercept Quotient 142 

Figure 5.4: 2FHAT6 Slope to Intercept Quotient 143 

Figure 5.5: Small polaron plot of HAT6: PTP9 146 

Figure 5.6: Small polaron plot of 2FHAT6 146 

Figure 5.7: A Poole Frenkel plot of the field dependence of ty7O)s 149 

Figure 5.8: Variation of 8 with temperature 150 

Figure 5.9: Variation of dielectric constant with temperature 151 

Fi gure 5.10: A plot of the carrier velocity and carrier range quotient against 153 

electric field using the ratio of W to 

Figure 5.11: A plot of the mobility/carrier range quotient against temperature 154 

from the gradient of data such as that in figure 5.10. 

Figure 5.12: Linear dependence of dlp/dE with concentration. 156 

Figure 5.13: Fraction of photons absorbed versus sample concentration. 157 

Figure 5.14: Measured Photocharge versus Electric Field at different 158 

concentrations 

- 12- 



Figure 5.15: Quantum Efficiency-Carrier range product over Electric field 159 

versus concentration. 

Figure 5.16: Cutting the nanotube 161 

Figure 5.17: Normalised photocurrents with decay tails 164 

Figure 5.18: Analysis of averaged decay tail with a3 GHz oscilloscope. 166 

Figure 5.19: Ideal Unbound Exciton motion on a Carbon Nanotube 168 

Figure 5.20: Multiple Excitons on Nanotube 169 

Figure 5.2 1: Origin Screenshot of Fitted Data for Recombination Model 175 

Figure 5.22: Application of Recombination model to figure 4.35 176 

Figure 5.23: Application of Recombination Model to figure 4.36 177 

Figure 5.24: Parameter I.. versus Sample Concentration 178 

Figure 5.25: Application of Recombination model to Figure 4.37 179 

Figure 5.26: Application of Recombination model to figure 4.38 179 

Figure 5.27: Parameter L, versus Electric Field 180 

Figure 5.28: Light intensity versus polarisation angle of Nd: YAG laser 182 

Figure 5.29: Parameter 'k' versus Electric Field 183 

Figure 5.30: Parameter V versus concentration 185 

Tables 

Table 1.1: Filled Zeolite Samples 33 

Table 1.2: DLC Phase Boundaries 48 

Table 3.1: Measured Rise Times of Co-Axial Cell 74 

Table 5.1: Intemal Electric Fields of Y zeolite. 134 

Tablc A 1: Semiconducting SWNT band gaps. 198 

- 13- 



1 Introduction 

1.1 Molecular Electronics 

Molecular electronics is an emerging technology that promises many advantages 

over conventional electronics with regards to miniaturisation, perfon-nance issues and 

processing ability. The uses of organic materials are currently being explored and 

researched in abundance in this new and rapidly developing science. It is hoped that the 

exploitation of organic materials could lead to a new generation of cheap and disposable 

electronic components. 

Where conventional electronics relies heavily on the use of inorganic materials 

(e. g. metals and silicon semiconductors), it is hoped comparable organic electronic 

devices such as transistors, organic field effect transistors (OFET's) and resistors will 

soon be strong, if not superior, competitors. 

In the 1970's there was a breakthrough in the field of molecular electronics with 

the discovery of conducting polymers (to be discussed in the following section). Since 

this event, many other conducting polymers have been developed and observed. The 

development of Organic Light Emitting Diodes (OLEDS) using conjugated polymers is 

a recent success story for the field of organic electronics. Apart from OLEDS, 

conducting polymers have also been used and shown to function in devices such as 

transistors and memory cells I I]. 

Organic materials offer considerable versatility in that their physical and 

electronic properties (e. g., energy levels, light absorption/emission bands etc. ) can be 

designed on the molecular Icvc1 and realised by the process of chemical synthesis. It is 
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this process of molecular engineering, plus their inherent processability from a materials 

point of view, that gives organics the potential to be far more adaptable than Inorganic 

resources. However, one of the major disadvantages to date of organic materials is their 

instability and sensitivity to external influences such as water and oxygen. To ensure the 

durability of such components, organic devices are usually encapsulated to protect them 

from counter-productive reagents. 

In terms of the potential benefits of processability, there is some discussion of 

using ink-jet technology to print conductive and semi-conductive organic materials onto 

substrates, which could lead to mass-production of lightweight, flexible and cheap 

electronic circuits 121. 

1.2 Conductinq Polvmers 

Conjugated polymers have a repetitive structure of alternating single and double 

carbon--carbon (sometimes carbon-nitrogen) bonds. Single bonds are referred to as (Y- 

bonds, and double bonds contain a (Y-bond and a n-bond. All conjugated polymers have 

a a-bond backbone. Polyacetylene can be described as having SP2 hybridisation. Figure 

1.1 is an orbital diagram Of SP2 hybridisation. 
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Figure 1.1: Orbital diagram Of SP2 hybridisation. 

Conjugated polymers are unlike other plastics in the sense that they have the 

ability, under the right conditions, to conduct electricity. Much research has been 

performed on this particular class of polymer since Alan Heeger et al discovered this 

phenomenon in the 1970's [3]. 

To understand why these polymers are conducting, consider the remaining out- 

of-plane p, orbitals (shaded green in figure 1.1) on the carbon atoms. These overlap 

with neighbouring p, orbitals to give 7r-bonds. This wavefunction overlap leads to the 

individual electrons belonging to the p, orbits in each unit cell becoming 

indistinguishable from each other (see figure 1.2). This results in delocalisation of 

electrons over the full length of the linear system. 
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r- - 

Figure 1.2: The formation of zdelocalisation 

Polyacetylene (PA) is the best known member within the family of conjugated 

polymers. It is often used as a model system for conducting polymers in theoretical 

studies. This is due to its simple chemical composition, an altemating single and double 

bond structure with only a single hydrogen atom as the side group to the carbon 

backbone. 

The Shirakawa synthesis 141 process led to the production of high-quality 

fibrillar PA films. Polyacetylene is an attractive model compound because of the small 

number of CH units (two) which constitute the unit cell. 

As was shown in figure 1.2, the electrons that constitute the Ti-bonds are 

delocallsed over the entire molecule. In the case of PA, delocalisation results in a single 

(degenerate) ground state whereas in other polymers the alternating single and double 

bonds lead to electronic structures of varying energy levels. PA is a semiconductor with 

a band gap of 1.4 eV. 
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The discovery of the PA semiconductor was serendipitous and occurred when 

too much catalyst was used to synthesise TRANS-Polyacetylene (see figure 1.3) and it 

was noticed that the resultant polymer had a metallic appearance, that is, a reflective 

surface. In the year 2000: Heeger, MacDiannid and Shinkawa were awarded the 

chemistry Nobel Prize for their discovery. Their Nobel lectures were published as 

review articles [5,6,71 and can be considered a comprehensive account of conducting 

polymers. 

There are two isomers of polyacetylene (Fig 1.3), the CIS (top image) and the 

TRANS (bottom image). The CIS configuration is unstable and can be converted to the 

TRANS arrangement if energy is supplied to the system. The two isomers have 

different conduction properties so it is desirable to perform experiments using just the 

TRANS state due to the increased stability. To ensure a chain of pure TRANS, thermal 

energy is supplied with the polymer being subjected to temperatures above 150'C for a 

few hours. 

HHH 

C=--C C=--C 
HHHH 

HHHH 

\\C \\C \\C 
HHH 

Figure 1.3: CIS (a) and TRANS (b) Polyacetylene structures. 
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The pure TRANS polyacetylene (Fig. 1.3b), is semiconducting with a band gap 

of =1.4 eV (TRANS). It can be made to conduct continuously (DQ in the same way as 

conventional silicon based semiconductors by the inclusion of dopants. 

As shown in Fig. 1.4 151, the highest conductivities (measured in Siemens) of 

doped Polyacetylene are comparable to some metallic materials. Some observations of 

Polyacetylene have yielded conductivity measurements comparable to copper 181. 

However, doping a polymer is an irreversible process and there is no experimental way 

to deten-nine the charge transport properties along the carbon backbone due to the 

morphology and tertiary structure. 
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Figure 1.4: Logarithmic Conductivity Ladder [51 

This thesis centres on the photoconductive properties of organic semiconductors, 

where photons of sufficient energy are used in lieu of dopants to generate free mobile 

carriers (the energies of the incident photons are sufficiently higher than the band gap of 

the polymer in order to avoid the creation of bound excitons). Electrons are temporarily 
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excited from the valence band to the conduction band via a process that will be 

discussed in more detail in chapter 2. 

1.3 Tertiary coniggated polymer structure 

This thesis includes experiments of organic materials suspended in solution. In 

reality, a polyacetylene chain in solution will adopt a random coil configuration (see 

Fig. 1.5). In such an arrangement, the range of motion for a conduction electron is 

limited. An electron cannot move continuously in the direction of the electric field. 

Figure 1.5: Polymer in random coil configuration 

Consider a small section of the random coil. If the polymer chain is aligned with 

the field direction and then goes through a hairpin bend (see Fig. 1.6), electrons cannot 

turn back on themselves and follow the chain path around the bend. They can only 

move against the field direction and will stop at the apex of the bend. 

A 

Figure 1.6: Polymer Hairpin bend. 
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Let us assume that the polymer chain in Fig. 1.5 has a total length of 50 ýtm if 

straightened out. Consider the section shown in Fig. 1.6. The length of this chain section 

may have a total horizontal distance of, say, 20 rim. Therefore, if it were possible to 

somehow make straight the polymer chain (and therefore the carbon backbone), the 

total ideal distance that an electron could potentially move would be 2,500 times 

ftirther. This will result in a relatively longer-lived photocurrent event (to be discussed 

in following chapters). 

Figure 1.7 shows a method whereby a polymer has been straightened into a long 

(wire'. The material in question is a Polydiacetylene (PDA) molecule with 

Buty1carboxymethylurethane (BCMU) side groups. The hydrogen bonds between the 

adjacent side groups cause the chain to extend and straighten. This particular polymer 

has been investigated in a toluene solution by Donovan et al 191. 

Poly 4BCMU 

o=C 

d*O 
Oze H-N, %b 

o=C 
> H-N% `. 

CM0 
0, > H-N% C=6 

H-N, %, 
cmö' 

04!, > 
c=O 

c-crnc 
C-CMC-c 

C-Cac-c 
C-C=C-C 

_cmc_c 

0 O=e% 41 
0 02 N- H 

"OB<N- HZ 

<N- 

H 
c=O 

J 
ý4e N- cco 0 

= 
wo C)-" 

Figure 1.7: Polydiacetylene molecule with BCMU sidegroups. Hydrogen bond 
formation (jrArAvArAvAr) causes chain extension of the conjugated backbone that 
forms the molecular wire. 
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When the polymer is in the chain extended form (as shown), the material 

appears red in colour. At a sufficient temperature (around 80'C), there is enough 

thermal energy to break apart the hydrogen bonds and the sample will adopt a random 

coil configuration at which point the sample turns a yellow colour. 

The alteration of colour is not the only change that occurs. Any photocurrents 

being observed will promptly vanish once the carbon backbone is no longer in the chain 

extended form. This is due to the fact that the electrons can no longer move far, their 

carrier range has been significantly reduced and therefore the measured displacement 

current will be negligible. 

0-30 

0,25 

0.20 

0.15 

0.10 

0-05 
0.00 

-0-05 

Time (ns) 

Figure 1.8: BCMU photocurrent [91 

Figure 1.8 191 demonstrates this. The solid line is a measured transient 

photocurrent when the polymer is in chain extended conformation, the dashed line 

represents the photocurrent when the sample is heated above 800 C and the random coil 

configuration is adopted. The results show the displacement current is detected or not 

depending on the polymer configuration and concomitant carner range. 

- 
1) 1) 

- 
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1.4 Encapsulation of polymers within Zeolite nanochannels 

The problem of achieving a straightened carbon backbone was touched upon in 

the previous section. The PDA-BCMU is an ideal polymer for resolving this problem, 

but recent developments have yielded another solution. It has been discovered that it is 

possible to polymerise acetylene gas in zeolite channels leading to straight parallel 

conjugated polymer chains [10,119 121. 

A zeolite is a framework silicate consisting of interlocking tetrahedrons Of S104 

and A104- Zeolites have large vacant spaces or cages in their structures that allow space 

for other molecules to reside. By polymerising molecules inside the zeolite 

nanochannels (see figure 1.9), the problem of random coil conformations can be 

overcome and the carbon backbone can be constrained to take up a chain extended 

conforination into a long straight 'wire'. 

Figure 1.9: Cartoon of filled zeolite [13] 

Figure 1.9 1131 shows a cartoon of polyethylene encapsulated within a zeolite cage. 

The advantages of this process are as follows: 
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* The pore sizes of the zeolite are large enough to allow the acetylene monomer 

gas to enter the cage. However, once the molecules polymense. they are too 

large to pass out of the zeolite and are trapped within. Therefore, the polymer 

will remain permanently encapsulated within the zeolite. 

o The narrow channels constrain the polymer to adopt a chain extended 

conformation as opposed to a random coil configuration. This adds a quasi one- 

dimensionality to the electron motion and excludes 2D or 3D electron-hole 

recombination by diffusion to neighbouring chains. 

* The polymers in question will be of basic composition and so modelling the 

electron transport properties will be simpler. That is, there will be no 

complicating side group interactions. 

* The fact that only one polymer chain can exist within the channels means the 

problems of inter-chain bimolecular recombination can be avoided. 

As was said earlier, the PA polymer chains can be made to adopt the TRANS 

configuration by heating the filled zeolite for a reasonable period of time. 

As the filled zeolites are in a powdered fonn, they can easily be put into a silicon 

oil/polymer oil suspension for easier handling during the experiment. As the filled 

zeolites are so strongly absorbing, the dilution of the material with silicon oil (which 

is transparent to UV) allows the light to pass further into the sample and so the 

photons are absorbed more uniformly rather than in avery shallow depth. 
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1.5 Carbon Nanotubes 

In 1985, Kroto et al discovered the C60 molecule ('Buckyballs, or 

Buckminsterfullerine') [141. In 1996, Kroto, Curl and Smalley were awarded the Nobel 

prize in Chemistry for their discovery. In 1991 another exotic form of carbon was 

discovered, appearing thread-like in nature. Although carbon filaments with diameters 

less than 10 nm were prepared in the 1970's and 1980's via synthesis of vapour gro\, N, n 

carbon fibres 115,16,171, no detailed studies were performed at the time. Since this 

discovery of multi-walled carbon nanotubes in 1991 by the electron microscopist Sumio 

lijima [181, these materials have drawn considerable interest from multiple disciplines 

due to their unique properties. 

A significant step forward was made in 1993 by the synthesis of single walled 

carbon nanotubes (SVY'NTs) 119,201 which have allowed experimentalists to test some 

of the theoretical predictions that have been made about nanotube properties. 

A SVvrNT can de described as a cylinder formed from a rolled up sheet of 

graphene (Le. a single atomic layer of crystalline graphite). A vector denoted by Ch, 

which expresses the chirality of the tube, can describe the structure of such a nanotube. 

This vector is given by equation 1.1: 

Ch = na, + ma2 

It is seen that the chiral vector, expressed by two integers (n, m), connects two 

equivalent sites around the circumference of the rolled-up graphene sheet (see Fig. 

1.10). 
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zigzag 

r- I- riyure 1.10: Graphene Sheet - An unravelled nanotube 

The cylinder of a SWNT can be capped at either end with a hemisphere of a 

fullerene molecule. Nanotubes can be classified into three types depending on the 

appearance of their uncapped ends. In Figure 1.11 1211, we see: 

(a) an 'an-nchair' nanotube (n, n) 

a 'zigzag' nanotube (n, O) 

(c) a chiral nanotube (n, m). 
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Figure 1.11: Single Walled Nanotube Diagrams [(a) Armchair Nanotube, (b) Zig- 
Zag Nanotube, (q) Chiral Nanotube] 

S"Ts have been observed to have diameters in the range of 0.4nm - 10 nm, 

after which the structure becomes unstable. Most have a diameter less than 2 nm, with a 

length typically in the order of I micron, although this is usually ill-defined. Due to this 

large aspect ratio and small diameter, S"Ts can be considered to have a one- 

dimensional structure. The small circumference of the tube, less than the de Broglie 

wavelength of an electron, results in the electron wavefunction becoming strongly 

quantised in two-dimensions. Charge transport then becomes a one-dimensional process 

axially along the nanotube. 

An interesting property that carbon nanotubes possess is that they can either be 

semi-conducting or metallic, depending on their chiralities. As shown in Figure 1.10, 

two-thirds of a nanotube distribution will be semiconducting. If (n-m)=O or a multiple 

of 3, the nanotube will have metallic properties. All others will be semiconducting. This 

is the reason why all of the armchair (n, n) nanotubes are metallic by nature. 
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Semiconducting nanotubes are therefore relevant to this research as electrons 

can be excited to the conduction bands in a process similar to that occurring in 

photoconducting polymers. Like polymers, their one-dimensional character will be 

expected to affect the nature of the charge transport along the nanotube length, ID 

charge transport in semiconductors differing substantially from that in 3D. This is to be 

explored in this thesis. 

The unique electronic properties of carbon nanotubes arise due to the 

circumferential quantum confinement of electrons. Electrons are further confined In the 

radial direction due to the graphene monolayer thickness. The number of conduction 

and valance bands in a nanotube will therefore be dependent on the standing waves that 

can be established around the nanotube circumference. 

Because of these two confinement issues, the electronic transport process in a 

nanotube becomes quasi one-dimensional along the nanotube axis and limits the 

electron wavevectors to this direction. 

It has already been stated that the (n, m) indices which describe the rolled-up 

geometry of a graphene sheet, forming a nanotube, determine whether or not the tube is 

metallic or semiconducting. To understand how these different types of conductors anse 

in an all carbon SP2 hybridized system, it is easier to consider the 2D energy dispersion 

of graphene. 

Graphene is a semi-metal (or zero band-gap semiconductor) where the valence 

and conduction bands touch and are degenerate at 6 points. These 6 positions define the 

comers of the first Brillouin zone. The bands touch for a unique wavevector denoted as 
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the K point of the two-dimensional Brillouin zone (the comer point of the hexagonal 

unit cell in reciprocal space). The energy at the K point is equal to the Fenni energy. In 

reciprocal space, k--O is at the centre of the hexagon (figure 1.12). 

Unit Cell of Graphene Unit Cell of Graphene in 
reciprocal space 

Figure 1.12: Graphene Unit Cells 

Theoretical calculations 122,23,24,251 have shown that the electronic 

properties of SWNT's are highly dependent on their structural geometry. However, as 

stated previously, theory has predicted that the tubes created from rolling up a sheet of 

graphene can either be metallic or semiconducting. The resulting band gaps of the latter 

will be dependent on the diameter of the tube and the helicity. 

These factors can be used to calculate the dispersion relations of the one 

dimensional bands (linking wavevector to energy) using the well established dispersion 

relations in a graphene sheet. It was stated earlier that two-thirds of a nanotube 

distribution will be semiconducting. It was also said that if (n-m)=3q (where q is an 

integer), the nanotube can effectively be considered to be metallic, where n and m are 
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the chiral vectors respectively. If q is zero, the nanotube will be metallic. Non-zero 

values of q are, in fact, very tiny band gap semiconductors but can be considered 

metallic, especially at room temperature. The small band gaps anse due to the curvature 

of the nanotube circumference. All other tubes will be semiconducting. 

If we imagine looking down on a nanotube we can sketch an overlay of the 

allowed k-vectors (figure 1.13). 

Armchair Nanotube Zig-Zag Nanotube 

ka 

kr kr 

r-., - 

Figure 1.13: Allowed k states for nanotubes. 

Figure 1.13 illustrates that the k,, wavevector can be considered continuous due 

to the length of the tube being relatively larger than the diameter, where the k, 
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wavevectors become discreet. We can now sketch a representation of the 

wavevectors (continuous lines) for different quantisation states of kr (figure 1.14). 

Armchair Nanotube Zig-Zag Nanotube 

Figure 1.14: Sketch of k states for armchair and zig-zag nanotubes 

The separation of the continuous lines of k,, (the separation in k space of the 

quantised radial wavevectors) indicate that here we have chosen an armchair tube that 

has a larger radius than the zig-zag nanotube. 

There is always one k,, wavevector which passes through the centre of the 

hexagon (k,, - 0) in reciprocal space. This is why armchairs will always be metallic 

whereas for zig-zags, the condition for one of the wavevectors passing through a vertex 

depends on the horizontal separation (the quantisation step radially or in other words the 

radius of the tube which is dependent on the specific (m, n) indicies). In the case of zig- 

zag tubes, a k. wavevector will touch one or more of the vertices when the previously 

described condition of (n-m)=3x (where x=O, 1,22, etc) is obtained. 

-31 - 



For a chiral nanotube, the hexagon representing the unit cell is at an angle (the 

chiral angle) to the tube axis as is therefore the hexagon representing the Brillouin zone. 

The same special conditions required for metallic tubes (i. e. the vertical arrows 

representing continuous k,, to pass through the vertex) apply. 

F-: - 

Figure 1.15: Sketch of k states for a chiral nanotube. 

Independent of the chirality, the band gap energies of the SVvl-NTs are inversely 

proportional to the diameter of the nanotube. Equation 1.2 [261 gives the relationship 

between diameter d and the band gap Eg, where h is Plank's constant divided by 21rand 

VF IS the Fermi velocity for Graphene (8.1 x 105 MS-1). 

E 
4hVF 

3d 
(1.2) 

The diameter of a (n, m) nanotube can be calculated by using equation 1.3 1261, 

where Ch is the length of the chiral vector and ac-c is the nearest neighbour C-C 

distance (1.42 A in graphene, although in nanotubes the bond length is known to be 

slightly larger than graphene at 1.44 A): 
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1.6 Zeolites 

(1.3) 

The Reading chemistry group have supplied a limited number of filled zeolite 

samples. They have encapsulated the polymers Polyacetylene and Polypropyne within 

three different types of zeolite structures, namely: Mordenite, Faujasite and Beta. The 

samples received are tabulated in Table 1.1 and include the concentrations of carbon 

and hydrogen by mass. (Note: The hydrogen content may be misleading due to the 

absorption of water). 

Sample C (%) H (%) Monomer Gas Zeolite Host 

JT6 18.47 1.87 Acetylene Faujasite 

JT8 10.95 1.62 Acetylene Beta 

JT13 9.04 1.45 Acetylene Mordenite 

JT15 8.79 1.37 Acetylene Mordenite 

JT20 7.35 1.35 Acetylene Beta 

JT31 13.64 1.83 Propyne Beta 

JT35 15.59 1.96 Propyne Beta 

JT22 16.73 2.23 Propyne Faujasite 

JT28 16.96 2.15 Propyne Faujasite 

Table 1.1: Filled Zeolite Samples 

The structures of the zeolite cages as shown in figures 1.16 to 1.18 have been 

taken from 1271. In each of the diagrams, the lines represent bonds with a silicon, 

aluminium or oxygen atom at the vertices. 
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1.6.1 Mordenite 

Figure 1.16: Mordenite zeolite structure 

Cell parameters: 

a (y-axis) -- 18.256A 

b (x-axis) - 20.534A 

c (z-axis) -- 7.542 

Volume = 2827.26A 3 

Samples: JT13 and JT15 and are both hosts to polyacetylene. 
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1.6.2 Beta 

f- - 

Figure 1.17: Beta zeolite structure 

Cell parameters: 

12.632 

b= 12.632 

26.186 

Volume = 4178.43A 3 

Samples: JT8, JT20, JT31 and JT35 

The first two samples play host to polyacetylene; the latter two host polypropyne. 
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1.6.3 Fauiasite 

Figure 1.18: Faujasite zeolite structure 

Cell parameters: 

24.345A 

24.345A 

24.345 

Volume = 14428.77A 3 

Samples: JT6, JT22 and JT28. The first sample is host to polyacetylene; the latter two 

samples host polypropyne. 
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1.7 Sinqle Walled Carbon Nanotubes 

A sample of carbon nanotubes was procured from CarboLex, a commercial 

company conceived at the Advanced Science and Technology Commercialisation 

Centre at the University of Kentucky in Lexington. 

"Our AP (as prepared) grade SWNT product consists of single-walled, close- 

ended, nanotubes which are made by the Arc method in specially made chambers. These 

carbon nanotubes are of average diameter 1.4nm and arefound in 'ropes', which are 

tVDically 20 nm in diameter or approximately 50 tubes per rope with lengths of 2-5 
ý, I- 

microns. Impurities include approximately 35% residual catalyst (Ni, Y), which is 

usually encapsulated in carbon shells. Some amorphous carbon may also be found on 

the outer surfaces of the ropes. The only post synthesis treatment of the nanotubes 

comes ftom the homogenisation of the tubes directly ftom the chamber. The purity of 

our AP grade SWNTs is 50%- 70% ". [281 

Figure 1.19 shows a SEM image of the nanotube ropes for the batch we received 

from Carbolex. This image was kindly provided by Carbolex [281. 
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Figure 1.19: SEM image from SWNT batch used. 

40 
It 

The SWNT material we received was treated in-house. They are solvent 

extracted first by hot toluene using the Soxhlet process [291. This is then repeated using 

acetone instead of toluene. This second step removes the toluene from the nanotubes 

and any remaining water also. It also serves to remove soluble material from the 

nanotubes as well. On average, this removes about 8% to 10% by weight soluble 

fractions from the original supply of nanotubes we have. The exact extraction procedure 

is to be discussed in more detail in chapter 4. 
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1.8 Discotic Liquid Crystals 

In 1888, Friedrich Reinitzer synthesised a new organic compound, cholesteryl 

benzoate, and crystallised it. He was surprised to find that the melting mechanism of 

this crystal was a two stage process. He observed that the crystals became a cloudy 

liquid at 145.5 'C which then cleared above 178.5 'C [30]. This material was further 

investigated by Otto Lehmann who discovered that the material exhibited birefringence 

when in the cloudy phase [31]. 

In crystals, bireffingence derives from the long range ordered structure of the 

material which can lead to different properties in different directions. It is not expected 

to be seen in liquids due to the random motions of the component molecules. The fact it 

was seen suggested that the liquid material was showing crystalline properties and so a 

fourth state of matter was born. 

In 1923, Daniel Vorldrider [32] synthesised many then-notropic liquid crystals 

and showed that such liquid crystals are composed of long, rod-shaped molecules. The 

crystalline structures will then posses both orientation and positional order. When an 

initial melting point has been reached, the thermal energy may be sufficient to break the 

positional order but some degree of orientation may remain, demonstrating a preferred 

direction for the rod shaped molecules. At greater temperatures, the then-nal energy may 

cause all position and orientation to be lost which will result in an isotropic phase 

(liquid). There can be several phases between the crystalline phase and the liquid phase 

(isotropic), some of which are described in the following three pages. 
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The crystalline phase (pre-melting temperatures) for rod-like molecules is 

sketched in figure 1.20 and shows very clearly that the material possesses both 

orientation and positional order. 

F- I- 
Figure 1.20: Crystalline phase 

A little above the melting point, the thermal energy and resultant thennal 

motions of the molecules may be insufficient to disturb the layered structure of the 

crystal. However, the positional order of each layer may be lost as the then-nal energies 

are enough to overcome the Van de Waals attractive force between the ends of the rods 

and so alignment is lost. This is called the Smectic phase. 

Although several types of Smectic phases are known, the two most common 

phases are Smectic A (figure 1.2 1) and Smectic C (figure 1.22). Smectic A is when the 

orientation of the rods is perpendicular to the layers and Smectic C is when the 

orientation has a tilt angle to the layers. 
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Figure 1.2 1: Smectic A phase 

l-. -- Figure 1.22: Smectic C phase 

At higher temperatures, the thermal energies may be sufficient to break apart the 

layered structure. If this occurs but a degree of orientation still persists, we refer to this 

as the Nematic phase (1.23). 
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Figure 1.23: Nematic Phase 

Be aware that the preceding figures show, for simplicity, that the rods in the 

liquid crystal phases have identical tilt angles. In reality there are vanations around an 

average tilt angle which are well defined. 

Discotic Liquid Crystals (DLCs) were first discovered in 1977 by S. 

Chandrasekhar [331 through x-ray diffraction studies and are so named due to the 

component molecules possessing a disc-like structure. They have the distinctive ability 

to self organise into stacks with high carrier mobilities expected through the stacks due 

to the close proximity of neighbouring molecules and the corresponding electron 

wavefunction overlap of the conjugated system. 

In this work, five DI-Cs were investigated: HAT6, HAT6: PTP9, HAT I I: PTP9, 

2FHAT6 and a tri-block copolymer DLC [2,7-bis(2-ethoxyacetoxy)-3,6,10,11- 

tetrahexyloxytriphenylene]. All these materials were synthesised by the SOMS (Centre 

for Self Organising Molecular Systems) School of Chemistry, Leeds University. Their 

molecular structural diagrams follow: 
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1.8.1 HAT6 

OCH4 
6H13 

C6H130 

C6H130 

6H13 

Figure 1.24: Molecular Structure of HA T6 

1.8.2 HAT1 1 

OCHPD 

11H23 

C11H 

C11H 

, 11H23 

II Z-%: ) 

Figure 1.25: Molecular Structure of HA T1 I 
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1.8.3 PTP9 

CqHlq 

CqHjý 

CqHjý 

c9H 
19 

CqHjq 

Figure 1.26: Molecular Structure of PTP9 

PTP9 by itself does not possess liquid crystalline properties. It is possible, 

however, to forrn a stoichimetric mixture with PTP9 and another triphenylene based 

material. Figure 1.27 shows an example of a columnar stack formed with a discotic 

material like HAT6. 

Figure 1.28 shows how a complementary 50: 50 binary mixture of HAT6 and 

PTP9 will affect the stacking properties; note the alternation on the stack and the 

interleaving between stacks. This difference will affect the photoconductive properties 

of the material. 
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Figure 1.2 7: Single Molecule System (e. g., HA T6 or 2FHA T6) 

Figure 1.28: Complementary Binary System (e. g., HA T6: P TP9) 
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1.8.4 2FHAT6 
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Figure 1.29: Molecular Structure of 2FHA T6 

1.8.5 Triblock co-polvmer discotic 

CH 3 

0 

n 
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CH 

0 

n 
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T-ý 
00 

C6 H 13 
0 0C 

6H 13 
C6 H 13 

0 0C 
6H 13 

MC BP2000 
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Figure 1.30: Molecular Structure of Triblock Co-Polymer 

O-C12 Hý-40 

The nanostructure of the tri-block copolymer is shown in figure 1.31 1341. 
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Figure 1.3 1: Triblock co-polymer phases 

1.9 DLC Phase Boundaries 

The DI-Cs have them-lally activated phases (as shown in table 1.2). Below a 

threshold temperature on cooling, the molecules adopt a static crystalline structure 

(denoted as K) where any defects that occur will be ftozen into the crystalline structure. 

Above this temperature at the melting point, the material enters a liquid crystalline 

phase referred to as the columnar phase (denoted as Colx, with x representing the way 

in which the columnar stacks are arranged). 

The term 'mesophase' is generally used to describe a liquid crystal state. Whilst 

in the mesophase, the liquid crystalline behaviour results in the structure being 

constantly annealed and so any structural defects occumng would be quickly repaired, 

the mesophase is said to be 'self healing'. Because of this, it is expected that the 
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conduction properties of the liquid and non-liquid crystalline phases will be N er--,. - 

different. At high enough temperatures, all order is lost due to the thermal ener-2, Y 

present exceeding the van der Waals bond energies of the neighbouring discs. This is 

the isotropic (liquid) phase otherwise known as the clearing point (denoted as 1). 

Material Phase Boundaries 

HAT6 K 70'C Colh 100'C I 

HAT6: PTP9 K 66'C Colh 155'C I 

HAT 11: PTP9 K 60'C Colh 1700C I 

2FHAT6 K 25'C Colh 124'C I 

Co-Polymer K 47'C Colh 89'C I 

Table 1.2: DL C Phase Boundaries 
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2 Theory of Photoconduction 

2.1 Basic Electrostatics 

The natures of the experiments included in this thesis rely on a property of basic 

electrostatics. The measurements of this thesis require an understanding of how 

photogenerated charge moving in an electric field between two electrodes affects 

current flowing in the external circuit connecting these electrodes. From such 

measurements, the mobilities of charge carriers in organic semiconductors, as well as 

the quantum efficiencies and other properties, can be deduced. 

We begin by considering a basic capacitor, a device consisting of two plate 

electrodes separated (by a dielectric medium) a distance d. If there is a potential 

difference, V, between the electrodes, whose dimensions are relatively larger than the 

separation distance, a uniform electric field can be assumed which is given by equation 

2.1: 

E= (2.1) 

Consider now figure 2.1 which shows a charge q moving between the plates which 

traverses a distance s parallel to the electric field. 
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Figure 2.1: A charge, q, moves in an Electric Field causing a current. 

As the electric field is uniform, the charge q moves through a potential 

difference, dV, given by equation 2.2 which involves work, dW, being done on the 

external circuit as demonstrated in equation 2.3. 

dV = Es (2.2) 

dW = qdV -q 
Vs 

(2.3) 
d 

This work, dW, is manifested as a charge Q moving in the external circuit from 

one electrode to the other through the applied potential difference V (positive charge 

moves from the cathode to the anode). The work done will be equal to QV. Therefore, 

the charge measured in the external circuit (found by integration of the current) will be 

equal to: 

Q=-ý --'- (2.4) 
d 

Consider now a solution of polyacetylene dissolved in a solvent illuminated 

with UV light (fig. 2.2). The energy of the incoming photons will be uni I 

sufficient to photoexcite electrons from the valence band (HOMO) to the conduction 
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band (LUMO) of the polyacetylene chains. In the conduction band, the electrons 

experience the force of the applied electric field and move along the carbon backbone. 

V 

r-: - 

Figure 2.2: Basic schematic of photoconduction experiment. 

Figure 2.2 shows a cartoon of this arrangement and demonstrates the direction of 

electron movement throughout the circuit. The ammeter will show a positive current by 

convention. In the experiments presented here, an oscilloscope will replace the ammeter 

in order to chart the motions of the photoexcited camers and time evolution of the 

resultant photocurrent. 

2.2 Photo-qene ration of charqes 

The peak value of the transient photocurrent shown in the previous chapter (Fig. 

1.8) can be modelled as follows: If there are N photons per unit area in a laser pulse that 

are absorbed by a sample area A, then the total number of photons absorbed by the 

sample as the result of a laser pulse would be Nph - NA and therefore Npi, chances of 

excitation. 
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In practice however, only a fraction of these absorbed photons %vill cause 

excitations across the band gap. This fraction is the primary quantum efficiency for 

creating electron-hole pairs and is represented by the value 17. Only a fraction of these 

electron-hole pairs will escape geminate recombination, as described by Onsager 1351, 

denoted by the value 0, which is a function of electric field and temperature. 

Such behaviour has frequently been observed experimentally in organic 

materials (Anthracene, for example), which appears to fit the three dimensional, 3D, 

Onsager model [361. 

The quantum efficiency and the geminate recombination rates often cannot be 

deconvolved and are thus paired together as one entity written as I i7A, which will here 

on be referred to as the quantum efficiency. The total photocharge created, q, is given 

by equation 2.5. Combining this with equation 2.4, the measured photocharge Q via the 

external circuit will be given by equation 2.6. 

elqolNph 

qs d 
eýi7OJN, s 

d 

(2.5) 

(2.6) 

Let us now turn our attention to the transient photocurrent, Ip. By making the 

assumption that Npi, photons are absorbed instantaneously (we assume the light pulse Is 

a delta function), we show the magnitude of the current is proportional on the carrier 

velocity v: 
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- e17701 N ely7o)N ej7701, N ip =Q= 
f ph ph dS 

-- 
phV (2.7) dd dt d 

We have assumed, until now, that the charge is unconstrained and free to move 

parallel to the field. If, however, the charge is constrained to move in a direction other 

than the field direction (e. g., a charge on an unaligned polymer chain), we need to 

replace s in the previous equations with the projected distance moved in the field 

direction. ) which we write asSE- 

Furthermore, if there are a number of charges involved, we require the average 

projected distance in the field direction, <SE:: ". Similarly, we would have an average 

carrier velocity in the field direction which we can denote as <vE>. Our equations for 

photocharge and photocurrent then become: 

eji7o)Nph(SE) 

(2.8) 
d 

Ip = efI70jNph 

(VE 

(2.9) 
d 

If it takes a time T for an electron to travel across the whole chain of length L 

and the electron does not hop to a neighbour-ing chain then the displacement current will 

cease at this point. Assuming that electrons are created uniformly along the chain and 

that there are no trapping sites or defects, the displacement current will then fall linearly 

with time f, given by equation 2.10. 
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vt t 

-= Ip I-- 
dT (2.10) 

From an ideal temporally resolved experiment the transit time, T= d1v, can be 

calculated from the duration of the photocurrent signal. If the chain lengths are known, 

the mobility of the electrons can be deduced from the velocity as a function of electric 

field. 

2.3 Polvmer chain and nanotube orientation modellinq in 3D 

To assume that encapsulated polymer chains or nanotubes in a solution will line 

up with the direction of the electric field is a gross over simplification. Such a sample 

will have no initial preferred direction and the 'molecular wires' will have an equal 

probability of pointing in any direction in space. 

Conversely, once a DC field is applied across the sample, there are good reasons 

to expect that there will be some alignment due to dipole moments. However, the field 

for these experiments is pulsed and only applied for a few tens of microseconds at a 

frequency of about I Hz. It is therefore unlikely that such alignments will take place and 

so the fact that all wires are pointing in random directions in 3D space must be 

considered. Therefore, it is necessary to calculate the average component length (the 

projected length) of the wires aligned with the electric field. A chain of length L and of 

random orientation is depicted in figure 2.3. 
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Figure 2.3: 3D isotropic model of chain lengths 

Here we are assessing the component projected length <Lp,,, j> along the electric 

field for a molecular wire of length L at angles to the electric field of 0 and 

respectively. We then calculate the probability of this wire being found in an 

infinitesimal unit area, dA, and then normalise this to the total area of a sphere that can 

be swept out with this radius of L. Double integration over all allowed angles of 0 and 

yield the following calculation (equation 2.11): 

ýL 1 
L' C0S2 0 

cos 0d0d0 =L os 
20C0S OdOdo Proj) 

Ili 
2 2z 

f fc 
2, 

2222 

-55 - 



Which, when evaluated, gives the value: <LPr,, j> - 0.5 L That is, the average 

projected length would be half of the total 'wire' length. 

2.4 The Onsager theory of geminate recombination 

If an electric field is applied across a sample and an electron is excited or ionised 

(in the original theory concerning gases) by incident radiation, the electron will separate 

from its twin hole (see Fig. 2.4). The electron (and hole) will thermalise after a certain 

distance due to their initial high kinetic energies being lost by vanous processes. 

± 

ee 
. 4 

I. 

E(fleld) 

r-: - 

Figure 2.4: Charge separation in an Electric Field 

Now the relative distance between the electron/hole pair can be considered. The 

potential energy between the electron and hole is given by the standard electrostatic 

potential equation (denoted as UI). 

2 
e Ul 

4 7xc 
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As the electron has moved a distance r from its original position in the applied 

electric field, it has lost a potential energy given by U2. 

U2 
= -eEr (2.13) 

Therefore, the total potential energy of the excited electron is equal to: 

Ur e- 
eEr 4)nseor 

(2.14) 

As shown in Fig. 2.4, an electron may thermalise a distance b from its twin hole. 

The Coulomb radius is the distance that an electron/hole pair would separate to have a 

potential energy equal to the thermal energy in the Coulomb field alone. The Coulomb 

radius is given by: 

e2 rKT = 
4)zreokT 

(2.15) 

In order to escape geminate recombination, the electron has an energy barrier Ae 

to overcome. The probability P will therefore be thermally activated and have the form 

of equation 2.16. The precise nature off (E) will depend on the dimensionality of the 

problem. 

Pf (E) exp(- 
AE 
kT 

) 
(2.16) 
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Figures 2.5a and 2.5b are plots of U, (blue line), U2 (red line) and Ur (black 

line) versus r. In Figure 2.5b, the electric field has been increased by a factor of two. It 

is shown that the distance p and the energy barrier Ae will decrease if the applied 

electric field strength E is increased. 

U(r 
Ep 
kT 

ý7-- 

Figure 2.5a: Total Energy of an electronlhole pair in an electric field 

U(r 
Ep 
kT 

Eb 

Figure 2.5b: Total Energy of an electron/hole pair in fig. 2.5a with field doubled. 

The relationship between p and E and the relationship between AE and E are 

derived as follows. If we define r to be the distance of charge separation, we are 

looking at the point where U(r) is a maximum. The precise value of r where this occurs 

can be found by differentiation of Equation 2.14, as shown in Equations 2.17 and). 18. 
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dU e2 =Z2 -eE =0 (2.17) dr 4 ; reo r 

r2=e2- rkT 
kT 

(2.18) 4zceoeE eE 

As this value of r is equivalent to our distance of escape, p, we can write: 

ol 
(2.19) 

49ECOE 

Ac= -e- eEp -e- eEb (2.20) 
47xcop 41TFxob 

Ac- eI-I+ 
eE(b - p) (2.21) 

47xeo bp 

Therefore, the number of electrons escaping geminate recombination will 

depend on the magnitude of the applied electric field. 

2.5 Poole-Frenkel Behaviour (barrier low 

Equation 2.19 gives the distance, in an applied electric field, that an electron 

would have to separate from its twin hole in order to escape the electrostatic attraction. 

The overall potential energy of the charge camer at this distance will be dependent on 

the electric field. The presence of an electric field changes this energy, in respect to a 

zero field case, by the following amount: 
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v 
U(p, E= 0) - U(p, E) = AU(E) E= 

-2ýEI 2 (2.22) 
F4 lco 

2 

Where we have defined, 8to be 

)6 = (2.23) 

where equation 2.23 is the commonly encountered Poole-Frenkel coefficient. 

If this energy difference, AU, is less than the thermal energy, U, then there is a 

negligible effect on photocarrier generation. The effect on photocarrier generation 

becomes more pronounced when this energy difference is greater than the thermal 

energy (i. e., at higher fields). Therefore, this effect (known as the Poole-Frenkel) effect 

occurs in the case where: 

kT kT 

,0 
erkT 

2.6 Polarons 

(2.24) 

In molecular crystals where there is strong electron-phonon coupling, this 

coupling may cause an electron in a LUMO (or hole in a HOMO) to distort the 

surrounding lattice such that the charge carrier potential energy is reduced. This is 

referred to as a polaron. The reduction in potential energy is the binding energy. Eb. Of 

the polaron. 
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The charge carrier is now effectively sitting in a potential well it has created for 

itself To move to an adjacent molecule, it requires a similar distortion to appear at that 

lattice site through thennal effects or it requires the configuration of the two sites to be 

momentarily equalised allowing tunnelling from one to the other. 

Holstein showed a chain of diatomic molecules and the effect of adding an 

electron to one of the molecules causing a distortion (change in interatomic separation). 

This is known as the Holstein small polaron and is when the local electron-phonon 

coupling extends no further than one molecular unit. Holstein derived a relationship 

between the ID carrier mobility and temperature of a small polaron 1371. The 

relationship is given by equation 2.25, where J is the bandwidth and a is the inter- 

atomic spacing. 

ea 
22 

Uh 2EbkT 
J' exp _ 

Eb 

2kT 
(2.25) 

2.7 Loss Mechanisms 

The preceding sections have described the process of photogeneration of charges 

and their motions. The following sub-sections describe the some of the loss mechanisms 

of charge in organic materials. 
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2.7.1 Bimolecular Recombination 

As discussed previously, a photoexcitation event leading to the creation of an 

electron/hole pair may give rise to a photocurrent under the right conditions. When the 

applied electric field is removed, the unbound and separated electron/hole pair may 

recombine due to electrostatic attraction. 

However, if there are high numbers of charge carriers present in a system, 

initially unrelated electrons and holes may interact with each other and recombine 

during the photocurrent event. This process is known as bimolecular recombination. 

In a 3D semiconductor system, e. g. silicon, when in steady state, if the light 

intensity is sufficiently high, bi-molecular recombination will occur with a characteristic 

rate constant fi and the rate equation for carrier generation is given by: 

dn 
= -, Onp = -, On 

dt 
(2.26) 

In this equation, p and n are the numbers of positive and negative charge carriers 

respectively (their product can be written as n2 as the carriers are created in equal 

numbers). This equation is solved to find the number of carriers, n(t), at time t after an 

initial population of no begins to recombine. 

n(l) dn f 
-2 

f, 8dt (2-27) 

,,, n0 

I-I= 

-#t (2.28) 
n(f) no 
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I=I- 

9t = 
I-, 8n,, t (1,19) 

n(t) no no 

Current density, j, then decays with time 

nev (2.30) 

noev i(t) =- (2.31) 
finot 

2.7.2 Charqe Trapping 

Semiconducting systems may have features or defects in their molecular 

structure which lead to the formation of traps. An unbound charge carrier may 

encounter such a trap and become immobilised. The depth of the trap, the local 

temperature and the magnitude of any applied electric field will determine the trap 

release rate. 

In the presence of traps with a trap time, -r, the time evolution of the carrier 

density, n, in response to a generation rate, G, is given by: 

dn 
dt 

(2.32) 

After a delta function light pulse which creates no carriers at t--O: 
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dn 
dt (2.33) 

n= no exp - 
'1 

(2.34) 
I 

Ir 

The photocurrent would show a similar decay. 

In I D, the presence of traps would have a much more noticeable effect than in a 

higher dimensional system. In fact, in contrast to a 3D system where the trap time is 

invariant with electric field, in ID the distance to trap, s, is invariant with field 

(equation 2.35) and the time to trap is predicted to vary with field (equation 2.36). 

Vd7=, UET (2.35) 

s 
'r =- (2.36) 

, uE 

This is because a carrier moving along an isolated chain/tube would have no 

possibility to negotiate its way around a defect. Furthermore, it will find the defect as a 

result of its drift motion in contrast to 3D where carriers find defects as a result of 

thennal, diffusive motion. 
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2.7.3 Transits 

Another mechanism for charge loss in the system is if the sample is in direct 

contact with electrodes and charge recombines at one of the electrodes. If the entire 

sample mass was illuminated homogenously, one would expect (in the absence if any 

other loss mechanisms) to see an ideal photocurrent with a triangular decay of the 

characteristic of figure 2.6 (assuming the electrodes to be non-ohmic). Here, Time--O is 

at the point of applied delta function light pulse where T is the time at which the 

photocurrent ceases. 

6. 

EW 

r-1.1 - 

Figure 2.6: Transit of a homogenously illuminated sample 

However, if the charge carriers were excited at one electrode and then traversed 

the sample mass before recombination at the counter electrode (Time of Flight), an ideal 

photocurrent would appear as in figure 2-7: 
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Figure 2.7: Transit of an ideal Time of Flight signal 
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Experimental Techn 

3.1 The Lasers 

One of the most important tools used in these experiments are the lasers 

themselves, which make possible the photoexcitation of the organic semiconductors. As 

we are measuring transient photoconductivity, pulsed light lasers are employed. The 

results presented in this thesis were obtained by using three different types of laser, a 

pulsed Nd: YAG, a Nitrogen laser and an Optical Parametric Oscillator (OPO). 

The fundamental wavelength of a Nd: YAG laser is 1064nm which, by the use of 

peripheral nh han-nonic generation crystals, can be used to produce in addition: 532,355 

and 266nm wavelengths. 

When the flash lamp fires, a population inversion is established in the Nd: YAG 

rod but because of the presence of a saturable absorber dye at the 100% reflecting 

mirror, there are high losses IIII in the cavity and stimulated emission cannot initially build 

up. However, if there is an intense enough noise spike in the radiation, this may saturate 

the dye by promoting the molecules to their excited state and making the dye 

transparent (self-induced transparency). 

Once this has happened, the stimulated emission may build up as a bnef high 

intensity pulse, part of which is emitted at the output coupler, the rest travelling back 

down the cavity to repeat the process. This results in a train of fast pulses separated by 

the round trip time of the laser cavity. A fast photodiode detects the presence of a large 

pulse which thcn triggers a Pockel cell to allow just one large pulse to pass through. 

This pulse is of the order of 25ps FWHM. 
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The second laser used for the 'slower' experiments is a Nitrogen laser at 337nm 

which gives a 6ns pulse and a nominal energy of 5 mJ per pulse. This laser is especiallýý 

useful in the Discotic Liquid Crystal experiments where the photocurrent lasts a time 

much longer than the laser pulse. This laser is preferable in these experiments as it is 

easier to use and requires less maintenance. 

The OPO laser is tuneable and able to produce coherent pulses of light between 

410nm and 2550nm. It is pumped by a 355nm ND: YAG laser. An optical parametric 

process is a three photon interaction, in which one photon (the pump photon) splits into 

a pair of less energetic ones which will not, in general, have the same energies. This 

energy conversion process can be considered the reverse of sum frequency generation, 

where two photons combine to forrn a third, more energetic photon. 

3.2 The Co-Axial Cell 

In previous studies with polymers, the transient photocurrents take place on a 

very fast time scale and can hence be considered as high frequency events. Circuit 

theory becomes more complex at higher frequencies and the experiment becomes more 

difficult as the problems of impedance must be addressed. Earlier experiments [38] 

utilized a primitive measurement system that gave rise to large sample capacitance. 

The RC time constants of such expenments led to integration of the 

photocurrents and meaningful data such as the real time evolution of the photocurrent 

was not obtained. The co-axial cell served two purposes: to allow the measurements to 
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be taken with a high frequency response and to allow the study of suspended samples 

such as SWNTs and encapsulated polymers. 

Photocurrents with sub nanosecond temporal resolution are achieved here by 

impedance matching the sample to the external equipment in a global 50Q architecture, 

a technique adapted from Auston [39]. For this to work, the sample must appear as a 

50Q transmission line, connected to a 50Q terminating resistor at the measurement 

system via 50Q co-axial cables. The 50Q transmission line means that any voltage 

change on the electrodes caused by a displacement current will propagate out to the 

measurement system with little distortion or reflection. 

The simplest and most elegant theory of impedance engineering is that of the co- 

axial arrangement. The layout of a co-axial system is cylindrically symmetric and 

utilises an inner conductor separated from an outer conductor by a dielectric medium. 

Figure 3.1: Co-axial geometry 
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Figure 3.1 shows a cross section of co-axial geometry. The central conductor has 

a diameter a and is surrounded by a dielectric material with a dielectric constant e and a 

diameter b. The dielectric material is sandwiched between the two conductors. The 

impedance of this arrangement Zo is given by equation 3.1. r7 is equal to 3770: the 

impedance of free space. 

zo 
=1 

77 
-In 

b 
2)r V-e a 

Macor was chosen to be the dielectric medium of the sample cell. Macor is a 

machinable glass ceramic manufactured by Coming which possesses several useful 

properties. It is easily machined, has zero porosity, is non-wetting, resilient to most 

solvents and does not deform. It is an excellent insulator at high voltages and at high 

temperatures. 

A Macor rod of 40mm diameter was purchased. The material has a dielectric 

constant of 6.03 at the required frequency range. Substituting these values into equation 

3.1 to obtain a 50Q impedance, the ratio of the diameters yields: b =7.75031a. 

Therefore, the central conductor has to be 5.2mm in diameter. The outer conductor will 

be a grounded metal jacket that fits snugly around the cylindrical cell. The plan for the 

co-axial cell is shown in figure 3.2. 
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Figure 3.2: Schematic diagram of co-axial ce// 
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Cylindrical brass electrodes were fashioned matching the 5.2mm diameter of the 

internal channel (as required for the 50Q impedance geometry). Their lengths can be 

varied in order to change the electrode gap in the middle of the cell. The brass 

electrodes are soldered onto 50Q semi-ngid co-axial cables. 

The 2mm channel through the Macor wall acts as a conduit for a quartz rod, 

which allows light to enter the cell externally from a laser source and excite the solution 

in the electrode gap. The 3mm vertical channel acts as a sample well allowing the cell to 

be filled with material after it has been assembled and sealed. 

Figure 3.3 shows a 3D diagram of how the cell appears when fully assembled. 

The Macor ceramic cell, CC, is in the forrn of a cylinder of diameter 40mm. Semi rigid 

coaxial cables, SRC, enter the 5.2mm bore down the centre of the cylinder forming 

electrodes at either end leaving a gap between electrodes in the centre to form a sample 

well, SW. This sample well is accessed via a 2mm quartz optical fibre, OF. The whole 

ensemble is contained in a grounded metal jacket, GMJ, which forms the outer 

conductor of the co-axial arrangement. 

-*4 
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Figure 3.3 - 3D perspective view of the 500 co-axial ce/l. 

3.3 Testin-q the Co-Axial Cell 

To deten-nine the step response of our coaxial sample cell plus oscilloscope we 

have used the leading edge of a voltage pulse delivered by a TD- III OC Tunnel Diode 

Pulse Driver from "Picosecond Pulse Labs" with a calibrated risetime of 38ps. The 

output from the TD- III OC was used as input into a6 GHz LeCroy Wavemaster 

Oscilloscope (nominal rise-time of 75ps) in order to obtain the true oscilloscope 

response. 

The voltage step was also used as input into one end of the co-axial cell and the 

output from the cell displayed on the scope. To make the cell a continuous co-axial 

conductor, the electrode gap was packed with carbon black which led to an overall cell 

resistance of 21Q. Figure 3.4 shows the outputs obtained with the red line representing 
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the direct output from the pulse generator with the blue line being the output from the 

co-axial cell. 

0.4 

0.3 

0.2 

0.1 

0.0 

Time (ns) 

r-. - 

Figure 3.4: Testing the co-axial cell with a fast pulse (Red Line = Output 
from Pulse Generator, Blue Line = Output from Co-Axial Ce//) 

From the data in Figure 3.4, we deten-nine that the nse-time of the original 

signal (generator plus scope) was 92ps whereas the rise-time when the signal passed 

through the cell was 133ps. If two systems with different risetimes are connected in 

series, the overall rise time can be found by adding the individual risetimes in 

quadrature as per equation A. I [Appendix I]. From this we can determine that the rise 

time of the 6 GHz scope is 84ps, which increases to 128ps when the co-axial cell is used 

and for the 5 GHz scope, the overall rise time of the signal is found to be 150 ps. 

We also used the pulse generator to measure the risetimes of other oscilloscopes 

with different bandwidths which were also used in these expenments. The results from 

this test are tabulated in Table 3.1. 
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Oscilloscope Bandwidth (GHz) Total Rise TimtjpsL Rise Time of Scope (ps) 
6.0 92 84 
4.0 99- - 91 
3.0 114 107 
1.0 244 241 
0.2 1240 1239 

Table 3.1 - Measured Rise Times of Co-Axial Cell 

3.4 Quartz Rod Fibre 0 

As previously stated, light will be delivered to the sample via a short length (== 5 

cm) of 2mm diameter quartz rod. It is possible to know the intensity of light emitted by 

the laser and focussed onto the end of the quartz rod, but, like all fibre optic 

arrangements, losses are present in the system. In this arrangement, fibre loss is 

negligible due to the short length of the rod but coupling losses can factor in. It is 

necessary to determine the attenuation of laser light caused by the quartz rod. 

A bolometric light detector manufactured by Laser Instruments Ltd. was used to 

measure the light intensity of IR (1064 nm) laser light. Initially, the laser shutter was 

closed so a background reading could be taken (averaging at 9.08 AU). The shutter was 

then opened and the beam was focussed onto the end of the quartz rod. 

The light intensity measured here averaged at 39.36 AU. When the rod was 

removed from the path of the beam, the average intensity was 49.96 AU. The second 

background mean reading was 9.11 AU. With this infori-nation, the transmission 

efficiency of the quartz rod in this example was found to be, on average, 64% (see fig. 

3.5). 
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igure 3.5: Quartz Rod Coupling Efficiency 

As the electrode gap is I mm and is centred between a 2mm diameter fibre optic, 

overlap will occur resulting in only a fraction of the light reaching the sample. It is 

necessary to calculate what fraction of the sample the incoming light will interact with 

(note, we make the assumption that the light flux is distributed uniformly over the area 

of the fibre optic cross section). Figure 3.6 demonstrates this. 

r-: - 

Figure 3.6: Fibre Optic/Electrode Interface Overlap 

The values of r and a in this particular case are I mm and 0.5mm respectively. 

The area contained between the electrodes (the thick black lines) can be calculated bv 
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an integral (equation 3-2), which we then normalise to the entire area of the circle to 

find the ratio. We define x in this case to be the horizontal left to right direction %ý ith the 

origin being at the centre of the circle. 

Ratio = 

ýýx2cbc 

(3.2) 
M* 

When this equation is evaluated using the values specific to the co-axial cell, the 

ratio of the illuminated area to the entire area is 61%. Therefore, the transmission of 

light from the laser source to the sample can be said to be (0.61 *0.64) =- 39%. 

3.5 High Frequency Amplification (The Phillips NE5200) 

From experience, the signals from the polymers are likely to be extremely small 

(in the order of a few hundred microvolts). This poses a problem when using a 

digitising oscilloscope, which may have a comparable maximum vertical resolution of 

the same order. It is therefore necessary to use a suitable amplifier so that the signals not 

only become more detectable but also can be resolved more accurately when following 

their evolution. Also, due to the expected short lifetimes of the transient photocurrents 

(in the order of nanoseconds), the amplifier must have a reasonably high bandwidth 

(and hence a fast nse time). 

The Phillips NE5200 is a surface mount dual amplifier with a DC to 1.2 GHz 

frequency response (see Fig 3.7 for a schematic of the chip). It has a low noise figure 

(NF = 3.6 dB (a 900 MHz), which makes it ideal for most RF applications. Most 

importantly, it has the required 50U impedance matched inputs and outputs. The 

amplifiers typically have an 8 dB gain at I GHz (Nvhen Vcc - 5V). 
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Figure 3.7: Schematic diagram of the NE52000 amplifier 

With any amplifier, there is invariably a trade off between speed (bandwidth) 

and gain represented by the gain-bandwidth product. As a consequence, the 8 dB gain 

(an amplification of = 2.5 is not sufficient by itself and so a gain block must be used. 

For the amplifier used in this project, two NE5200 chips were wired in series with both 

amplifiers on each chip being utilised. Blocking capacitors were used to avoid DC 

saturation and offsets. The capacitor values are chosen so that they act as shorts above a 

required frequency. 

Signal In 
I I Out 

NF5200 NE5200 

r-: - 

Figure 3.8: Diagram of gain block amplifier arrangement 

3.6 Impedance matching of the amplifier circuit. 

Impedance matching requires every point along the transmission line to be 50Q, 

even the tracks on the circuit board. Engineenng the impedance of a circuit board is a 

little more involved than the co-axial method and requires the use of striplines. 

-77- 

k: NA 13 LE IN 1GN 1) , OUT , 



Consider fig. 3.9, a cross section of a PCB, where a conducting copper strip of 

width w is separated from a copper ground plane by a dielectric material of permitivitv 

e at a distance h. 

-Re 

Copp er 

hj Epoxy glass lan-dnate board 

Copper ground plane 

I- *- 

Figure 3.9: Diagram of stripline configuration 

To engineer the impedance ZO of this stripline configuration, we use the 

following equations [40]: 

2h e 
h' 

e -h' 

w42 (3.3a) 

hl +1) ZO 
+ 

E-1 0.226+ 
0.12 F(2 

60 +1 (3.3b) 

The board used has a dielectric constant of 3.5 at the relevant frequency and a 

thickness of 1.6mm. Substitution into the above equation yields a ratio of w=1.8825h 

for a target impedance of 500. Therefore, the tracks must have a width of 3mm. 

The circuit was constructed onto a piece of FOTOBOARD manufactured by 

Microponents, which is an epoxy glass laminate coated with a thin laver of copper on 
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both sides. The circuit layout was designed on a PCB design program called PIA. The 

track layout can be printed onto a transparency and placed over the surface of the board, 

which is coated with photoresist. This can be exposed under a UV light source and the 

exposed surfaces can then be stripped in a sodium hydroxide solution. 

The unexposed photoresist remains hard after developing to form the circuit 

pattern and remains unaffected by the etching process. The exposed copper areas are 

then etched away in a Ferric Chloride solution leaving the circuit layout behind. The 

remaining photoresist can then be washed off using acetone. The components are 

carefully soldered onto the board with the voltage supply, inputs and outputs being 

connected to 50Q BNC sockets via short, miniature RG 174 50Q co-axial cables. 

3.7 Testinq the amplifier 

The constructed amplifier was tested using a Lyons Instruments PG73N Bipolar 

pulse generator, which is capable of providing a 20 ns pulse. The output from this was 

passed through an attenuator in order to avoid saturation of the block amplifier 

configuration. 
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Figure 3.10: NE5200 Amplifier output (20 ns pulse) 

Figure 3.10, displays both the input pulse and output pulse to and from the 

amplifier (the input signal is magnified by a factor of 50 in order for a meaningful 

comparison). The digitised plot from the oscilloscope has a temporal resolution of 0.25 

ns (i. e. I point per 0.25 ns). The calculated gain at this frequency is 42.6 (33 dB). As 

shown, the amplifier is adequate for the reproduction of the signal at this fast timescale. 

Figure 3.11 shows comparatively the input and output signals from the amplifier 

when a pulse of 100 ns is applied. At this lower frequency, the gain is higher (as 

expected) with a value of 70.7 (37 dB). However, capacitance effects have caused 

ringing in the circuit as demonstrated by the negative undershoot. 

This occurs only after the input pulse has ceased, before that the signal appears 

to be satisfactorily reproduced. It is reasonable therefore to ignore this undershoot, as it 

does not appear to distort the signal of interest. Also, it is unlikely that any transient 

photocurrents from the encapsulated polymers will be of this duration and therefore will 

not be subject to this deformation. 
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Figure 3.11: NE5200 Output (100 ns Pulse) 

3.8 Determination of pulse arrival time to minimise iifter 

Like most experiments, statistical fluctuations and random errors exist in each 

and every reading which impair the accuracy of a single result but can be overcome by 

averaging over a large data set. In the case of photoconduction measurements, signal 

averaging can be used to extract the true nature of the photocurrent from a number of 

noisy signals. 

Owing to the speed of transient photocurrent experiments, it is necessary to 

synchronise the arrival of the light pulse (and hence, the position of the photocurrent) to 

a relative temporal event. That is, to tngger the oscilloscope at a specific time before the 

photocurrent signal so that each photocurrent event overlaps and a useful average can be 

taken. 
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It is therefore necessary to reduce the amount of 'jitter', a fluctuation in the 

triggering position. The problems associated with signal JItter are shown graphically 

below in Fig. 3.12. as an extreme example. Assume we have a repetitive, identical 

signal that originally reaches its peak 3 ns after the oscilloscope triggers. Thi is 

hypothetical experiment is now repeated two more times but a trigger jitter of ± 1.5 ns is 

present. 

We now have three identical signals (dashed lines), but they all occur at different 

times relative to the trigger position. If we took an average of these three signals (as 

depicted by the solid line), it is shown that the average is not a true representation of the 

signal in question. The shape has broadened and the magnitude has decreased. No 

meaningful data can be extracted. 
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Figure 3.12: Problems with jitter 

A suitable synchronised event has to be chosen. The flash lamps of the laser are 

triggered by an external signal at a frequency of the users choice, but this would be 

unsuitable for a trigger signal due to the random nature of the delay between the 
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flashlamp firing and the light pulse generation in a passively mode locked laser. It is 

more practical to trigger off of the light pulse emitted by the laser using a beam splitter 

and a fast light detector (see Fig. 3.13). 

Nd: YAG laser 

Beam II 
Light Detector Splitter II 

Trip-aer 

Oscilloscope 

Signal 

Sample 

r- - 

Figure 3.13: Experimental arrangement 

The positions of the sample and light detector remain fixed, the relative time 

therefore between a photocurrent event and a light detection event should also remain 

constant. This will qualify as an appropriate synchronising signal providing of course 

that the response (rise-time) of the light detector is both rapid and static. 

A small area photodiode wired in reverse-bias would be suitable as a fast light 

detector. The small area would reduce the capacitance of the diode junction and thus 

decrease the rise time. 
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3.9 Determination of laser pulse ener_qy 

The bolometric detector was mentioned in section 3.4, as a device capable of 

measuring the power of incident radiation and hence the light intensity. pulse ener, -o,, Y 

and number of photons per pulse. It is important to know this quantity as the number of 

photons incident on the sample is usually directly proportional to the size of signal. 

A measurement can be taken with the device before and after an experiment to 

roughly ascertain the energy per pulse. However, this does not take into account the 

individual energy fluctuations due to pulse irreproducibility during the experiment. It 

would be useful to obtain the energy of the individual pulses and the photocurrent 

events simultaneously. This would allow an averaged photocurrent signal to be obtained 

together with an average number of incident photons. 

The solution to this problem was to use the tngger photodiode for a dual 

purpose. The oscilloscope can display both the photocurrent signal and the trigger signal 

at the same time. After a reasonable number of averages, there will be an averaged 

photocurrent signal along with an average peak trigger voltage. The magnitude of this 

voltage will be dependent on the intensity of the incident radiation pulse. 

An experiment was performed to relate this peak voltage to the light intensity. 

The particular photodiode used for this experiment was chosen because its output 

exhibits linear behaviour as a function of the light intensity. Very high Intensities vvill 

saturate the photodiode however, and non-linear behaviour will occur so a fixed ND 

(neutral density) filter was used to keep the intensity from reaching this saturation point. I 
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The schematic of the experimental set-up is shown in fig 3.14. A beam splitter is 

used to direct light towards the photodiode, with the ma ority of the beam entering the i 

bolometric detector (positioned where the sample will normally be). The detector 

output is sent to a computer so that the intensity can be measured continuously and an 

average can be taken. Initially the laser aperture was closed to allow a background 

reading to be taken. It was then opened and the relative difference between the detector 

readings yielded the intensity of the beam. 

The detector measures the power of the radiation (Js-1) and the repetition rate of 

the laser is known (in this case it was 6 Hz). This information is sufficient to determine 

the total energy per individual pulse, from which the total number of photons can be 

deduced. 

Photodiode oscilloscope 

ND Filters Computer 

ND: YAG Beam Bolometric 
Laser 

I 
=* 

I 

Splitter 

I 
=* 

I 

Detector 

I 

Figure 3.14: Light intensity calibration experiment 

When the laser shutter is open, the photodiode triggers with each laser pulse and 

an average of this trigger signal can be taken. This can later be compared with the 

averaged light intensity. The experiment is then repeated with various ND filters of 

-85 - 



known transmission in between the beam and the photodiode. The linearity of the 

detector was in this way verified). 

Figure 3.15 shows the relative intensity of the laser light compared to the 

background. The low plateaus occur when the shutter is closed, the higher ones being 

the caused by the laser illumination. By taking an average of these plateaus and then 

subtracting the background averages, the pulse energy can be detennined. 
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Figure 3.15: Determination of Light Intensity 

Tinne (arb) 

Figure 3.15 shows the calibration of the detector. The pulse power has been 

converted to the number of photons per pulse and the relationship between this and the 

trigger voltage is plotted. 
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Figure 3.16: Calibration of Photodiode 

3.10 Voltaqe step qeneration. 

It is sometimes not appropriate to apply a DC field across a sample. In the case 

of polymers in solution, the constant field may cause some alignments to take place 

within the sample and as such, the random 3D orientation model of the chains is not 

applicable. Also, there is a chance that the polymers will undergo electroplating to the 

electrodes. With a carbon nanotube sample (where a significant number of them are 

metallic by nature), electrical breakdown becomes much more likely and the risk to the 

measuring equipment becomes significantly higher. Consequently, it is necessary to 

apply a pulsed electric field for a reasonably small time (in the order of microseconds). 

Modem electronics (e. g. transistors, integrated circuits etc. ) are not designed to 

work at high voltages. To create short pulses at high voltages (up to 3 kV), 'old' 

technology has to be utilised, specifically the use of a valve. The A2426 valve, which 

was manufactured by English Electric Valves (company no longer in existence), is 
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capable of switching high voltages at high speeds and this was used in the construction 

of a fast voltage step generator. 

Figure 3.17 is a circuit diagram of the valve circuit. The cathode of the valve is 

heated leading to thermionic emission. When a voltage VCG is applied between the 

cathode and control grid (in this case, -40V), the electrons are repelled and an open 

circuit between anode and cathode results. When this control gnd is then grounded, the 

electrons are attracted by the grid voltage VG (+I 25V) and a closed circuit grounds the 

anode. 

0-i oscope 

4.7nF 
Sample 

Rc = MO 

Vc = +125VDC 

= 3kV 
Vcc = -40VDC 

r-1: - 

Figure 3.17: Valve Circuit 

The 85 kQ resistance acts as a current limiter. As the resistance of the valve 

when open can be considered infinite, the applied voltage of 3 kV in this instance is 

what the capacitor charges up to. When the control grid is then grounded and the valve 

becomes conducting, the capacitor discharges and results in a voltage pulse of opposite 

sign to the applied voltage. Providing the pulse is short and very little current is drawn 

by the sample, a square negative voltage pulse of -3 kV will result. 

-88- 



Figure 3.18 is a circuit diagram of the rectifier circuit used to supply the 

appropnate gnd voltages to the valve. 

f 

240VAC 

f-1: - 

Figure 3.18: Valve Rectifier Circuit 

VCG IS supplied to a monostable circuit, the output of which is connected to the 

control grid of the valve. The monostable itself is triggered by the laser with a variable 

delay. The purpose of this is to synchronise the trigger of the voltage step with the 

arrival of the laser pulse. 

Figure 3.19 shows an oscilloscope display of the voltage step (50OV, attenuated 

by a high voltage probe, factor of 1000), which is represented on channel I (the yellow 

trace). Channel 2 (the green line) is the external trigger from the laser and lastly channel 

3 is the output of the photodiode used to measure the arrival of the laser pulse. As the 

timebase of the oscilloscope is set to 50 microseconds per division, the latter signal is 

represented as a sharp vertical drop at the centre of the display due to the rapidity of this 
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event which lasts in the order of nanoseconds. The oscilloscope was triggered from the 

falling edge of the light pulse and the trace demonstrates that the light amves at the 

sample approximately 10 p after the application of the voltage step. 

r- - 

Figure 3.19: Test of the voltage step generator. 

3.11 Discotic Liquid Crvstal Cell 

The basis of all experiments contained in this thesis relies on the application of 

an electric field established across a sample. Due to a unique property of Discotic 

Liquid Crystals (hereafter referred to as DLCs), particularly their ability to self 

assemble, it is possible to form columns of these molecules with a common orientation 

and apply electrical contacts at either end of the stack. More accurately, it is possible to 

forrn a DLC stack between two previously made electrode surfaces. This arrangement t-- 

offers the advantage of being able to create charge carriers at an electrode,,, sample 
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interface and observe the carrier motion through the sample until recombination occurs 

at the counter electrode. This is known as the Time of Flight technique (TOF) as 

described by Kepler and LeBlanc [41]. 

The cell used to perforrn this type of experiment can be appropriately referred to 

as a sandwich cell, the basics of which are depicted In figure 3.20. 

P 

Laser Pulse 

Cross Section I 

Sample Material 

r- - 

Figure 3.20: Schematic diagram of the DLC sandwich ce// 

The electrodes were fabricated by evaporating Aluminium onto two optically 

flat quartz slides, one of which is made semi -transparent with the transmission being 

measured at the appropriate wavelength. They were then placed in a spectrophotometer 

to measure the transmission of light at 337nm (the wavelength of the Nitrogen laser and 

the wavelength used in all DLC experiments). 

The cell is assembled by the following procedure: Firstly, the bottom slide is 

placed into a specially constructed sample holder (electrode side up) and two thin strips 

of PTFE are cut and washed in solvent and then placed onto the slide. The second slide 

is then positioned in the centre and at right angles to the first (electrode side down). The 

arrangement is held in place by a covering plate that can be tightened and results in the 

slides being clamped together and held ngid. Screw clamps with attached wires are then 
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tightened onto the evaporated electrodes, which allow the cell to be connected to the 

measuring circuit. 

The sample holder is on a temperature-controlled base and utilises a 10ONN' 

cartridge heater and a K-Type thermocouple. It is possible to maintain a constant 

temperature in the range from room temperature to approximately 250'C. 

The precise thickness of the cell (i. e., the electrode spacing as detennined by the 

PTFE film) can be measured by using a spectrophotometer (in this case, a Hitachi 

U3000). The unfilled cell can be placed in the beam path of the machine and a 

transmission spectrum can be taken. Due to reflections from the internal surfaces of the 

cell, constructive and destructive interference results and Fabry-Perot transmission 

peaks are observed. 

The relationship between wavelength, A, through a cell of thickness d is given 

by equation 3.4: 

2dn=mk (3.4) 

Where m is the order and n is the refractive index of the material (in this case air, with 

n=]). Therefore, by looking at the transmission spectra and the resulting interference 

peaks, the exact value of the thickness can be deduced. 

By using these methods, the transmission of the laser light onto the sample is 

known as well as the sample thickness. The next step Is to fill the cell with DLC 

Ii- placed onto the bottom electrode next to the material. A small amount of material is 
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electrode gap. The entire cell is then heated to a temperature that corresponds to the 

isotropic phase of the DLC. The material melts and by capillary action, flows into the 

electrode gap and fills the space between. The sample is then cooled below the isotropic 

phase and into the discotic or crystalline phase where TOF experiments can be 

performed. 

3.12 Discotic Liquid Crystal Signal Amplification 

Time of Flight signals obtained from DLC's generally have a lifetime in the 

order of microseconds, it is not necessary therefore to utilise a high-speed amplifier. 

The amplifier of choice was a Phillips NE592 video amplifier with a bandwidth of 120 

MHz and a gain of 40. The schematic diagram of the amplification circuit is shown in 

figure 3.2 1. 

A 

B 

r-I., - 

Figure 3.21: Circuit Layout of the DLC Amplifier 
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The device itself is a differential amplifier with one input connected to the 

sample and the other left floating. The latter will sample just the background noise 

which is then subtracted from the input channel. The output of the amplifier is AC 

coupled to remove the small DC offset present in the device and fed into two Elantec 

EL2002CN line drivers which act as unity gain amplifiers that are able to supply the 

necessary current which the NE592 may not be capable of 

-94- 



Chapter 4: Results 

4.1 Polvmer filled Zeolites 

The encapsulated polymers prepared at Reading University by Prof David 

Cardin and Ms. Tabitha Roberts were gratefully received at the start of this project. 

Various suspensions of these zeolites filled with different materials were suspended in 

both silicon oil and the Brookfield Polymer Oil at different concentrations and tested for 

photoconduction using the co-axial cell and stripline cell. 

4.1.1 Absorbance of the suspendinq medium 

It was prudent to ensure that the oil was transparent to light of the wavelengths 

used in these experiments. The frequency quadrupled Nd: YAG laser is capable of 

producing light at: 1064 nm, 532 nm, 355 nm and 266nm. The transmission of light at 

these wavelengths through the Brookfield oil of path length 10mm was (74%, 63% 49% 

and 0.1 % respectively) as shown in figure 4.1. This was measured using a Perkin-Elmer 

FT-IR machine. 
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Figure 4.1: Light Transmission of Brookfield Polymer Oil 
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Figure 4.1 suggests that the oil becomes strongly absorbing below 300nm. 

Therefore, the 266nm wavelength could never be used in these experiments. 

4.1.2 Encapsulated Polymer Results 

The three wavelengths available from the Nd: YAG laser were used to probe the 

encapsulated polymers and excite the material within. The typical number of photons 

incident on the sample per pulse for each of these wavelengths was in the order of- 

(I 064nm: 1016 
, 532run: 1015 

, 355mn: 1015) 
. Electric fields up to 3 MVm-' were applied. 

Sample concentrations by mass fraction varied between Ix 104and IX 10-3. When an 

amplifier was used, signal gain was expected to be in the order of 40. 

No signals were observed with zeolite-encapsulated polymers. 

This was either because there were no signals present at all or that the size of the 

signals were too small to be measured. The digital oscilloscope has a minimum vertical 

resolution of 5 mV per division with 10 points per division which corresponds to its 

maximum sensitivity. By assuming 0.5 mV to be the lower limit of signal detection 

after averaging and noise subtraction and with the knowledge that the amplifier has a 

gain of 40, we can deduce a lower limit on detectable photocurrents using this 

equipment. If any transient photocurrents were occurring dunng these expenments, we 

can state that their values, ip. must have been less that 0.25 pA, as given by equation 

(4.1). 

< 
ýýXlo 

. 5xlO-'A 
40 x5 Oil 

(4.1) 
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If we assume that the lifetime of this hypothetical signal was in the order of a 

nanosecond and we were using the infra-red output of the laser and a typical field of 

2.68 MVm-', we can infer possible values of the photocharge created and the resultant 

quantum efficiency: Q< (2.5 x 10-7 A) x (I x 10-9 s) = 2.5 x 10-16 C. Using equation 2.6, 

this works out to a convolved value of [770)s < 1.63 x 10-16 m, a very small value 

indeed. 

It was necessary to narrow down the possible reasons why these signals were 

either non-existent or so small that they could not be detected. This II in is to be discussed i 

the following chapter. 

4.2 Discotic Liquid Crystals 

A TOF sandwich cell was constructed using the method described in chapter 3. 

Before material was introduced to the cell, the 'unfilled sandwich' was placed in the 

beam path of a Hitachi U-3000 spectrophotometer and a transmission spectrum was 

taken. This is shown in figure 4.2 and shows a Fabry-Perot transmission spectrum. 
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F- I- Figure 4-2: Transmission spectrum of unfilled TOF cell 
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Recalling equation 3.4, a plot of the inverse of the peaks versus the 

order (m) will result in a linear fit. The absolute value of the gradient will be equal to 

112d, where d is equal to the path length between the inner reflecting surfaces of the 

quartz slides (i. e., the electrode gap). This is plotted in figure 4.3. 

0.002 

1 

E 

. Jit 

CL 

C--e 

0.001 

Order [m] 
r-: - 

Figure 4.3: Determination of sandwich ce// thickness 

By evaluation of the slope in figure 4.3 (equal to 1.79 x 10-5 nm-'), the spacing 

of the cell is determined to be 28 ýtm. This cell was later filled with 2FHAT6 and the 

results from this experiment are to be discussed shortly. 

4.2.1 - HAT6 

In the HAT6 discotic phase, the hole photocurrents demonstrate, through time of 

flight experiments, uninterrupted transits between the electrodes, as shown in figure 4.4. 
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Figure 4.4: Hole transits in HA T6 at different fields in the discotic mesophase 
(Temperature = 850 C, Nph= 4.17 x 1010, A= 337nm, d=12.7, um) 

From the data in Figure 4.4, we are able to calculate carrier mobility. When the 

majority of the carriers have traversed the sample length, d, a rapid decay in current is 

observed as the carriers recombine at the counter electrode. By dividing the sample 

length by the time at which this drop off occurs (the transit time), we can calculate the 

velocity of the carriers. By plotting the carrier velocity versus electric field, we can 

determine the hole mobility, /A, from the slope of the plot: IA = (dvIdE). 

To ensure that the transit time is assessed in a consistent way, the following 

method was employed. Figure 4.5 shows the HAT6 transit at 1.57 MVm-'. By forcing 

two linear fits through both the plateau and the decay, we obtain two equations which 

can be solved simultaneously. The point where the fits intersect (i. e., the value of t 

where the two equations balance) is the point chosen as the transit time. 
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Figure 4.5: Determination of Transit Time for HAT6 (E=1.57 MVm-1, 
Temperature = 85' C, Nph= 4.17 x 1010, A= 337nm, d=12.7, um) 

When the two equations given in Figure 4.5 are solved simultaneously, we 

deduce a transit time equal to 145 p and as we know the sample thickness, we are able 

to infer a carrier velocity of 8.82 x 10-2 ms-1. This procedure is applied to the transits at 

all fields and a plot of carrier velocity versus electric field is shown in figure 4.6. From 

figure 4.6, a mobility of 14 =5.74 x 10-4 CM2 V- I 
S- 

I 
can de deduced from the slope. 
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Figure 4.6: Determination of HAT6 Hole Mobility (Temperature = 850 C, Nph 
4.17 x 1010, A= 337nm, d=12.7 pm) 
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Integration of the currents from figure 4.4 will give us the total photocharge 

created as shown in figure 4.7. 
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Figure 4.7: Photocharge created in HAT6 as calculated from the data in Figure 
4.4 (Temperature = 85' C, Nph= 4.17 x 1010, A= 337nm, d=12.7, um) 

Recalling equation (2.8) with the knowledge that the carrier range is equal to the 

electrode separation, we can use the measured photocharge to calculate the quantum 

efficiencies of the material at different fields. 

Figure 4.8 is a comparison of the quantum efficiencies as found by the 

integrated transient technique and the DC technique [42,43,44]. As shown, the results 

are comparable which confirms that the integrated transient method is a valid way of 

deducing the quantum efficiencies when there is a transit (Time Of Flight). 
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Figure 4.8: Measured Quantum Efficiency of HA T6 
(* DC technique and * Integrated Transient technique, Temperature = 850 C, 
Nph= 4.17 x 1010, A= 337nm, d=12.7, um) 

4.2.2 - HAT6: PTP9 

Other molecules based on the triphenylene motif can complement the material 

HAT6. One such material is PTP9 and a resulting binary mixture of HAT6: PTP9 can be 

produced in a 50: 50 stoichimetric combination. HAT6: PTP9 has observable hole 

transits. Figure 4.9 is an example of a transit. 

Figure 4.10 is a plot of the carrier velocity versus Electric Field at 90T, the 

slope of which allows us to deduce a value for the hole mobility equal to: 14 - 1.45 x 

10-2 CM2 V- I 
S-1. 
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Figure 4.9: HAT6: PTP9 Example Transit when in the columnar discotic phase 
(A=337nm, Nph=4.42 x 1011, d= 11 um, E= 1.36 MVm-1, T=90 OC) 
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Figure 4.10: HAT6: PTP9 Mobility (A=337nm, Nph=4.42 x 1011, d=11 pm', 
T=900c) 

The experiment from which figure 4.10 was derived was repeated at different 

temperatures. Figure 4.11 shows a plot of mobility versus temperature. 
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Ficiure 4.11: HAT6: PTP9 Mobility vs. Temperature (A=337nm, Nph=4.42 x I 1011, d=11, um) 

Figure 4.12 shows a linear relationship between the quantum efficiency and 

electric field at four different temperatures. In this material, TOF signals occurred in the 

crystalline as well as the discotic phase. 
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Figure 4.12: HAT6: PTP9 Quantum Efficiency versus Electric Field 
( *=500C, 0= 700C, A=900C, *=1300C, A =337nm, Nph=4.42 x1 011, d= II um) 

Figure 4.13 shows the measured quantum efficiencies at three fields over a range 

of temperatures. The dashed line represents the crystal I ine/di scotic phase boundary (339 

'K), otherwise known as the melting point. 
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riyure 4.13: HAT6: PTP9 Quantum Efficiency vs Temperature (*=0.9 MVm-1, 
A=1.8 MVm -1, M=2.7 MVm-1. ---- line = 339.15', A=337nm, Nph=4.42 x 1011, 
d= II pm) 

4.2.3 - HAT1 1: PTP9 

Early work on the HAT 11: PTP9 mixture shows evidence of spacecharge. Figure 

4.14 demonstrates TOF signals of hole carriers with the obvious effect of spacecharge 

present. 
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Figure 4.14: HA TI I: PTP9 Hole photocurrents with Spacecharge (Red 
-1 -1 Line = 0.89 MVm . 

Blue Line = 0.45 MVm , d=11.2 um, A=337nm, 
Nph=8.27 x 1010, T=130' C). 
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While spacecharge makes the determination of mobility a difficult one, there are 

good theoretical reasons why this will not affect the measured quantum efficiency. The 

measured quantum efficiency is shown in figure 4.15. 
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Figure 4.15: HA TI 1: PTP9 Quantum Efficiency vs Electric Field 
(*=700C, 0=900C A=110'C, M=1300C, d=11.2, um, A=337nm, Nph=8.27 x 
1010) 

Figure 4.15 shows that the quantum efficiency of HAT I I: PTP9 does not vary 

significantly with temperature. This result is illustrated more clearly in Figure 4.16, 

which shows that the quantum efficiency can be considered independent of temperature 

when the HAT I I: PTP9 is in the discotic regime. 
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Figure 4.16: HA TI I: PTP9 Quantum Efficiency vs Temperature 
(*=0.46 MVm-1,0=0.89 MVm-1 A=1.34 MVm-1,0=1.79 MVm-'. d=11.2, um, 
A=337nm, Nph=8.27 x 1010. The dashed lines represent the average values 
for each field over the temperature range) 
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4.2.4 - 2FHAT6 

In the 2FHAT6 discotic phase, the hole photocurrents demonstrate, through time 

of flight experiments, uninterrupted transits between the top electrode to the bottom as 

depicted in figure 4.17. 
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Figure 4.17: Hole Transits in 2FHAT6 at different fields (d = 28 microns, 
Nph= 4.28 x 1012 

,A= 337nm, T= 100'C) 

The results shown in figure 4.17 show characteristic transits: flat plateaus that 

persist until the fastest carriers recombine at the counter electrode followed by a 

decaying tail caused by a distribution in camer velocities. They also have an initial 

spike, which is almost certainly caused by motion of electrons before recombination at 

the top electrode. 

As the field is increased, the velocities of the carriers increase and the transit 

time decreases. A plot of velocity versus electric field results in a linear relationship 

whose gradient gives the mobility of the material as usual. In the case of the data in 

- 108- 

0 100 200 300 400 500 600 



Figure 4.17, this is shown in Figure 4.18 and results in a measured mobility of 9.53 x 
104 CM2 V- I 

S- 
1. 
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Figure 4.18: Carrier Velocity for 2FHA T6 vs Electric Field (d = 28 microns, 
Nph= 4.28 x 1012, A= 33 7nm, T=I OO'C) 

The same experiments were performed at different temperatures and then once 

again with a different sample thickness (12.5 pm). Figure 4.19 is a plot of how the 

mobilities of both samples of 2FHAT6 change over a temperature range. 
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Figure 4.19: Hole Mobility for 2FHAT6 versus temperature 
(E 12.5, um and * 28. Oam, Nph= 4.28 x 1012, A= 337nm) 

4.2.5 - Polvmer DLC 

Time of Flight experiments perforined with discotic liquid crystals usually show 

hole mobilities and quantum efficiencies to be larger than that for electrons. It is of 

interest then to find a material where electrons dominate. Figure 4.20 shows 

comparatively the electron photocurrents and the hole photocurrents. 
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Figure 4.20: Electron and hole photocurrents in Triblock copolymer (Black Lines 
and Grey Lines respectively, E=4.1 MVIm, d= 12, um, T= 70 T and Nph=6.92 
x 101 4) 

The data shown in Figure 4.20 shows conclusively that this material is not a hole 

transporter (the initial burst of activity displayed is nothing more than RF interference 

from the Nitrogen laser). This is a situation unlike that found in other discotics based 

around a triphenylene system. 

It also demonstrates that a definite mobility cannot be deduced. 
) as the electron 

photocurrent is not a transit. The decay of the photocurrent is also of interest, exhibiting 

an initial fast decay followed by a second decay component which lasts much longer. 

Figure 4.21 shows the peak photocurrent plotted as a function of electric field 

for various temperatures. 
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Figure 4.21: Electric fie/d dependence of peak photocurrent for electrons at 
30 T, M= 50 T and at A= 70 T (d = 12, um and Nph=6.92 x 1014) 

The peak photocurrent scales linearly with field. However, this is not the case 

with temperature. Figure 4.22 demonstrates that the peak photocurrent does initially 

increase with temperature but drops off above a temperature that is identifiable with the 

phase boundary between the discotic and the isotropic. 
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Figure 4.22: Peak photocurrent with temperature at: 0.82 MVm-', N=1.64 
MV, m-1 and at A=2.50 MVm-1 

- 112- 

0123456 

0 20 40 60 80 100 120 



The grey line in figure 4.22 represents the minimum observed clearing 

temperature (isotropic phase) for this material (>85'C). When the material enters this 

phase and loses its crystalline structure, the magnitude of the signal is reduced due to 

the loss of triphenylene stacking. Although this is to be expected, this phase change 

causes other effects in the material which are to be discussed in the following chapter. 

The product of the quantum efficiency and carrier range can be extracted from 

the photocurrent signals by using the integrated transient method and equation 2.6. 

Figure 4.23 demonstrates that this product is super-linear in field and increases with 

temperature. 
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Figure 4.23: The field dependence of f7701s at *= 90 OC and at m= 100 OC. 

Data found by taken integral of signals such as those in figure 4.20. (d= 12'Um 

and Nph=6.92 x 1014) 

Figure 4.24 shows how the product 1170]s varies with temperature. As there are 

no transits present in this sample, equation 2.6 has been used to find the quantum 

efficiency-carrier range product. Like the electric field dependence, the photogeneration 
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product is also superlinear with temperature. Figure 4.24 shows examples at low, 

intermediate and high fields. 
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F-Igure 4.24: Temperature dependence of770s at 0.8 MVm-', A=2.5 MVm-1 
and at 0=4.9 MVm-1 (The blue line represents the isotropic/discotic clearing 
point and the red line represents the discoticlcrystalline melting point). 

4.3 Sinqle Walled Carbon Nanotubes 

Semiconducting carbon nanotubes could exhibit, in theory, transient 

photoconduction. Before the experiments described here however, it was not known 

whether any such currents would exist or be detectable as the experiment had never 

been carried out. Consequently, the first SWNT experiment was not quantitative and 

was merely verification that the samples showed photoactive behaviour. Further 

detailed studies were carried out thereafter. 
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4.3.1 DC Dark Current Evolution 

Before a photoconduction experiment was performed, it was prudent to check 

that the nanotubes (comprised of 1/3 metallic tubes) in oil would not short circuit and 

cause damage to the measuring equipment. 

To illustrate this point, two nanotube suspensions of different concentration 

were loaded into the co-axial cell (as described in chapter 3, section 3.2) and a DC field 

of 0.5 MVm-1 was applied. The dark currents evolve as a function of time and 

eventually short circuit once the metallic nanotube filaments are fort-ned [45]. The dark 

currents through the cell, displayed in figure 4.25, were measured by, observing with a 

digitising voltmeter, the voltage across a lkQ resistor in series with the co-axial cell. 
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hI gure 4.25: Sample Dark Current vs Time (Sample Concentration by mass 
fraction: Red Line = 10 X 10-3 

. Blue Line =2x 10-3) 

As shown in figure 4.25, the dark current increased with time until breakdown 

occurred at which point the power supply cut out. It should be noted that double log plot 

was necessary to deal with the variation. It is seen that the DC field causes short- 
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circuiting and breakdown after 290 seconds and 6000 seconds for the higher and lower 

concentration solutions respectively. At even higher fields, breakdown occurred much 

more quickly (in the order of seconds). To reduce the risk of this occurring in an 

experiment with the cell connected to the oscilloscope, the voltage step generator 

(described in chapter 3) was employed. 

4.3.2 Initial SWNT photoconduction studies 

The first photoconduction experiment performed was crude, in which an 

unrecorded concentration of SýNNTs of unknown purity were suspended in silicon oil 

and placed into the co-axial cell. Firstly, pulsed UV light (355 nm) from the Nd: YAG 

laser was used to illuminate the sample and then the green light (532 nm), with no 

obvious effects detected. When the infrared light (1064 nm) was used, the following 

signal was observed (fig 4.26) with the arrival of the light occurring at I ns after the 

trigger event. 
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Figure 4.26: Nanotube photocurrent (I GHz Scope) 
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Due to the unknown quantities involved, the experimental results A-ere 

meaningless as no quantitative information could be extracted. However, the experiment 

proved that the sample in question was indeed showing evidence of photo-induced 

conductivity. The following research was then to make detailed measurements of this 

e ffe c t. 

The next logical step was to ensure that the signal observed was, in fact, a true 

photocurrent and not an artefact. Replacing the SWNT suspension with a suspension of 

carbon black in silicon oil tested this and the results are shown in Figure 4.27. The light 

intensity for the carbon was 4.0 x 1014 photons per pulse with the S"T II ing intensity be' 

4.6 x 1014 photons per pulse. 

The S"T suspension was 0.02% nanotubes by mass. The carbon black sample 

was 5 times more concentrated at 0.1% carbon by mass. The results imply that the 

signal seen with the nanotube suspension is a real effect produced by light interacting 

with the nanotubes. 
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Figure 4.27: Relative Photoconductivity of Nanotubes and Carbon Black Silicon 

Oil Suspensions @I MV1m Electric Field 
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The results shown in Figures 4.26 and 4.27 were obtained using an Agilent 

Infinium. I GHz digital oscilloscope which has a slower rise time compared to other 

oscilloscopes used in this project. It is obvious from the signals that the transient 

nanotube photocurrent is a fast event and it was prudent to utilise oscilloscopes with 

higher bandwidths (and hence, faster rise times). 

A LeCroy Wavemaster oscilloscope with a bandwidth of 3 GHz was 

subsequently used. During the research project however, 'malfunctions' of the 

oscilloscope led to temporary replacements of higher specifications from the 

manufacturer. Some of the data presented here was captured using 5 GHz or 6 GHz 

oscilloscopes. 

It was noticed that at higher sample concentrations, the nanotube suspension 

presented a considerably reduced resistance. If the results were collected over a longer 

time range without performing a background subtraction, then a dark current mimicking 

the shape of the applied voltage pulse can be seen, as demonstrated in figure 4.28. 
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Figure 4.28: Concentrated nanotube sample (- 1.0 X 10-2 fraction by weight) 
showing both transient conduction and dark currents. 

It is interesting to see the transient photocurrent superimposed upon the dark 

current (see Figure 4.28). The DC conductivity arises due to, presumably, a network of 

metallic tubes which creates a conduction path from one electrode to the other. The 

pathway is of high resistance which is most likely due to the presence of poor tube 

junction contacts and the possibility that some of the pathway is comprised of 

semiconducting tubes. This is a similar mechanism to that which gives rises to 

conductivity in figure 4.25. 

Great care was taken during the nanotube experiments as it was possible that the 

network could develop leading to an increase in dark current or possible breakdown. 

This would cause the oscilloscope to malfunction. 

4.3.3 Test of photocurrent st 

All nanotube samples were suspended in the Brookfield polymer oil. All results 

are averaged (at least 64 times) in order to reduce white noise \xIth a background 
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subtraction to remove systematic noise (e. g. coherent electromagnetic radiation from the 

laser) as well as the dark current component. As the signals are averaged, it was 

necessary to check pulse-to-pulse reproducibility to ensure that the results are 

consistent. 

It was also necessary to check that the signals did not change over time due to 

possible dipole effects causing alignments, or sample photo-degradation. The laser and 

electric field were pulsed at a repetition rate of 4 Hz and left to run for an hour with the 

oscilloscope taking single shot measurements once every minute. The results are shown 

in Figure 4.29a. 
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Figure 4.29a: Single shot nanotube signals over time. 

As shown, the photocurrents from nanotubes are reproducible and stable over 

time. The red line represents an average of all 60 points; the vanation in signal size per 

pulse can be explained by fluctuations in light intensity. A histogram of the distribution 

of single-shot peak photocurrents is shown in Figure 4.29b. The limited number of data 

points available suggests a skewed Gaussian distribution. 
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Figure 4.29b: Histogram of nanotube peak photocurrent distribution. 

4.3.4 Detailed SWNT Photosiqnal Studies 

The results shown in the previous section confirmed that the nanotube signals 

were indeed stable and reproducible, more detailed measurements could then be 

performed with confidence. The following results were captured using a5 GHz LeCroy 

oscilloscope. 
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Figure 4.30: Photocurrents for SWNT Sample I (Black Line = 1.00 MVm- 
1, Blue Line = 1.92 MVm-1, Red Line = 2.68 MVm-1, Sample Concentration 
by mass fraction = 1.9 X 10-4 

, Average Number of Incident Photons = 3.87 
X 1015) 

Figure 4.30 shows the arrival of the light pulse at the sample after 0.35 ns 

relative to the trigger origin. The photocurrent has ceased by 0.85 ns for all three fields, 

implying that the event lasts for a maximum of 500 ps. The shape of the photocurrent 

around the peak is symmetrical, which implies that even with a fast 5GHz oscilloscope 

with a rise-time of around 90 ps, the photocurrent is still too rapid to be resolved and is 

thus limited by the rise-time of the device. However, the integral of the photocurrent 

will still give the photocharge created so this does not affect any measurements of the 

quantum efficiency. Figure 4.31 shows that the peak photocurrent scales linearly with 

applied electric field. 
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Figure 4.31: Peak Photocurrent vs Electric Field for SWNT Sample I (Sample 
Concentration by mass fraction = 1.9 X 10-4 

, Average Number of Incident 
Photons = 3.87 x 1015) 

The experiment described above was repeated for different sample 

concentrations, specifically, concentrations of. 1.12 x 10-3 
, 

5.60 x 104 and 1.90 x 10-4 as 

a fraction of mass giving a respective nanotube sample mass in each experiment of 19.3 

ýtg, 9.65 ýtg and 3.27 gg. The averaged results of these experiments are given in figure 

4.32. 
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Figure 4.32: Peak Photocurrent versus Electric Field for different SWNT 

concentrations as a fraction of mass (* 1.12 x 10-3, M 5.60 x 10-4and 0 8.20 x 
10-5 ). 
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4.3.5 -A study on the effect of size separated SWNTs. 

The procedure for size separation of SVvTNTs is as follows (Note - The same 

procedure was used for making the normal S"T suspensions except steps 4-6 ý, vere 
bypassed): 

Step 1: 12.6mg of SNNNT material was added to 100 cm 3 of distilled water with a 0.51 

concentration of the surfactant Sodium Dodecyl Sulphate. This first step uslnlc7y the 

surfactant SDS is to achieve the dispersion of nanotube ropes. The use of SDS is one of 

the better established techniques for achieving such dispersion [46]. 

Step 2: A 50OW sonic probe operating at 25 kHz then sonicated this mixture in an 

attempt to break up the ropes. For half an hour the mixture is exposed to a5 second on, 

5 second off sonic pulse at 30% of the maximum probe power. It is then exposed to a 

pulse sequence of 5 seconds on, I second off at 60% of the maximum power for a total 

of 15 minutes. During this period the solution will absorb a lot of energy and so an ice 

bath is used to keep the mixture cool. 

Step 3: The mixture was then centrifuged for an hour at 5000 rpm and the supernatant 

collected by pipette. The remaining sediment containing graphitic compounds and large 

ropes of S"Ts was discarded. 

Step 4: The supernatant was then filtered through a2 micron Isopore Millipore 

membrane filter. During this time, probe sonication (2 seconds on 9 seconds off) with 

an amplitude of 20% was used to keep the mixture homogenised and prevent 

sedimentation. The material that had passed through the filter paper was retained for 

further filtrations. 
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Step 5: The filter was removed and the filtered solid (the material which had 

accumulated on the paper) was then washed with water and methanol to remove the 

SDS surfactant. The SNNNTs were removed imperfectly from the membrane bN, 

sonication of the membrane in either methanol or dichloromethane and then evaporating 

off the solvent. 

Step 6: Steps 4 and 5 were repeated with the collected filtrate on aI micron Fluoropore 

millipore membrane filter and then on a . 45 micron Millipore membrane filter. 

Step 7: The remaining size separated SWNTs were then dispersed into oil by sonication 

with the probe for approximately 10 minutes at an amplitude of 70% and a pulsation of 

5 seconds on, 5 seconds off. 

Note: Filtration steps individually could take 12-18 hours continuously to complete. 

An average nanotube of length, L-I ýtrn and 1.4 nm diameter has a molecular 

weight of 1.95 x 106 and a mass of 3.23 x 10-2 1 kg. The density of the polymer oil is 

0.87 g/CM3. Our cell sample volume is 21.2 x 10-3 CM3 which would contain 18 mg of 

oil. If the cell hosted a nanotube suspension of weight fraction Ix 10-3, there would be 

5.7 x 1012 nanotubes suspended in the sample. 

A nanotube of length I ýtrn can sweep out a volume of 5.2 x 10-19 M3 
.A simple 

criterion for determining a connecting nanotube network would be if the volume per 

nanotube is less than the nanotube sphere of radius. A sample with a weight fraction of 

Ix 10-3 would have a volume per nanotube figure of: 3.7 x 10-21 m3. This excee&, the 
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minimum limit by a factor of 140. All the sample concentrations used here are above 

the minimum limit threshold and so we could be approaching the regime where weak 

tube/tube interactions could play a role in the experiments. 

4.3.6 - Analysis of nanotube tail decays 

From the filtration procedure described previously, we obtained samples frorn 

the I gm filter paper and the 0.45 ýtm filter paper. These two samples are crudely size 

selected with the former having a length distribution containing a relatively higher 

number of tubes of length between I gm and 2 ýtm in comparison to the 0.45 gm 

sample which has a higher distribution of shorter tubes in the range 0.45 ýtm to I ýLm. It 

was hoped that these differences in length would manifest themselves physically in a 

photoconduction experiment. 

The samples collected from the two filter papers were placed in suspension and 

the standard photoconduction experiments were performed. Figure 4.33 shows a 

comparison between the photocurrents measured at 2.68 MVm- . It was not necessary to 

normalise the photocurrents as the peaks of both separate experiments were fortuitously 

similar. 

There is a distinct observable difference between the two samples that 

demonstrates the effect of differing length distributions. 
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Figure 4.33: Comparison between I am and 0.45, um SWNT samples (1 
, LIM 

sample - Blue Line / 0.45, um sample - Red Line) [0.45, um sample parameters: 
Nph = 2.3 x 1015, Sample Conc. = 4.07 x 10-5.1.00 gm sample parameters: Nph 
= 2.5 x 1015, Sample Conc. = 1.11 X 10-4.1 

Figure 4.33 illustrates that when the average length of isolated nanotubes is 

increased in a S"T sample, there is an emergence of an unambiguous photocurrent 

decay. 

It is noted in figure 4.33 that there is a very small second peak at around 6.7 ns. 

This is due to the mode locked nature of the Nd: YAG laser, where a second pulse is 

selected by the Pockel cell and appears at a time after the initial peak equal to the round 

trip time of the laser. Figure 4.34 shows how the magnitude of the photocurrent varies 

with applied electric field. 
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Figure 4.34: Comparison of I um decay tails at different fields (2.68 MVm-' - Red Line, 2.0 MVm-1 - Blue Line, 1.0 MVm-1 - Black Line). Sample 
parameters: Nph = 2.5 x 1015, Sample Conc. = 1.11 X 10-4.1 

4.3.7 - Intensitv dependence of photocurrents 

Further research was performed in experiments measuring the role of light 

intensity on the peak photocurrents and quantum efficiencies. This was performed at 

different wavelengths by use of the optical parametric oscillator (OPO) and the 

ND: YAG. Results from this experiment are shown in fig. 4.35 and a power law was 

demonstrated. 
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Figure 4.35: Peak photocurrent vs. Light Intensity as wavelength is varied (A 
1300nm, * =1600nm and at 0= 1700nm. Sample Concentration by mass 
2.2 x 10-4 

, 
Electric Field = 2.7 MVm-1) 

Figure 4.35 shows a sub-linearity of the peak current with light intensity. The 

fact that this is so indicates that an interesting phenomenon must be occuMng on the 

nanotubes that could be bi-molecular recombination. This is a process whereby multiple 

electrons and holes are created in different events and recombination occurs between 

them (unlike geminate recombination where the recombination occurs between carriers 

created in the same event). It is also noticed that the peak photocurrent is higher at 

lower wavelengths. This could be due to resonances in the band-gap excitation energies 

of the nanotube ensemble. This is to be investigated shortly. 

The peak photocurrent sub-linearity with light intensity was further investigated 

using the monochromatic Nd: YAG laser (1064 nm) due to its output stability at 

different concentrations (figure 4.36) and fields (figure 4.37 and figure 4.38, which 

shows a larger range of values). 
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Figure 4.36: Peak photocurrent vs. Light Intensity as concentration by weight 
fraction is varied (M = 3.00 x 10-4, A=1.61 x 10-4 and at 0.81 x 10-4. 

Electric Field = 2.7 MVm-1) 
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Figure 4.37: Peak photocurrent vs. Light Intensity as field is varied (A = 2.32 
MV, m-1, N=1.50 MVm-1 and at 1.00 MVm-1. Sample Concentration by 

mass = 3.0 x 10-4) 
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Figure 4.38: Peak photocurrent vs. Light Intensity as field is varied (A 
2.68 MV I M-1 Y0=1.50 MVm-1 and at 1.00 MVm-1. Sample 
Concentration by mass = 2.2 x 10-4) 

4.3.8 - Spectral Dependence of Nanotube Photocurrents 

It was noticed earlier that the peak photocurrent varied as a function of 

wavelength and it was proposed that this could be showing evidence of band-gap 

excitation resonances. In order to test this theory, we will have to obtain a photoaction 

spectrum of a SWNT sample suspension using our experimental methods. Previous 

work by Levitsky et al has investigated the DC conductivities and absorbance spectra of 

SWNT films [47]. Fujiwara et al [48] have also presented a photoexcitation spectrum 

using pulsed light on SVVNT films. 

In order to produce our own measurements, it was necessary to characterise the 

light intensity that reaches the nanotubes (from the OPO and through the quartz rod) as 

a function of wavelength. This was performed carefully and the results are shown in 

figure 4.39. 
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Figure 4.39: Light Intensity vs. Wavelength for OPO laser. 

As shown in figure 4.39, the light intensity from the OPO fluctuates 

significantly over the range shown. The increase in photocurrent at different 

wavelengths observed in figure 4.35 is matched by the incident light intensity from the 

OPO. The significant variations in intensity at different wavelengths lead to difficulties 

in obtaining a photoaction spectrum on a material whose behaviour on light intensity is 

very non-linear. 

A photoaction spectrum was attempted and consisted of an averaged peak 

photocurrent taken at different wavelengths (with inherent vanations in light intensisty). 

Vertical lines were then overlaid on the 'photoaction' spectrum corresponding to photon 

energies where one would expect to see band gap resonances [Appendix 2], that is, the 

band gaps at different nanotube diameters where the (n, m) indices indicate a 

serniconducting tube (as calculated by equation 3.1). However, due to the large 

fluctuations in OPO intensity at different wavelengths and the absence of an adequate 
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normalisation procedure of the sub-linear light dependence on photocurrent: the 

resultant plot showed no conclusive evidence one way or the other (figure 4.40). 
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Figure 4.40: Non-Normalised Nanotube PhotoactlOn Spectrum with expected ls' 
band gap resonances superimposed. 

Fujiwara et al have produced a photoaction spectrum from SWNT films. Their 

results show clear peaks at 0.7 eV and 1.2 eV (the first and second band gap resonances 

for a 1.4 nm diameter semiconducting tube). However, their resolution was low and 

when investigated in more detail; their spectrum becomes inconclusive due to the large 

fluctuations in light intensity and the corresponding large fluctuations in photocurrent. 
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Chapter 5- Discussion of Results 

5.1 EncaDsulated Polvmers 

After many months of intensive work on the encapsulated polymers, it A'as 

disappointing to not produce any conclusive results from the samples other than the fact 

that they do not show any photoactive properties. We calculated in Chapter 4 that the 

lower limit on the quantum efficiency/carrier range product for signal detection using, 

our experimental setup was I i7ol > 1.63 x 10-16 M. 

This implies that the encapsulated polymer signals are beneath this threshold (if 

they exist at all). Possible reasons for these null results are to be addressed in the 

following sections. 

5.1.1 - Do the zeolites contain photoconductive material? 

The first and most obvious step was to ensure that the filled zeolite samples 

obtained actually contained active material. We were able to compress a sample of 

material, specifically the sample JT6 (Polyacetylene in Faujasite at C=18.47%, H= 

1.87%), in a KBr disc and take an Infra-Red transmission spectrum by using a Perkin- 

Elmer System 2000 FT-IR spectrophotometer. The results were normalised to the 

spectrum found from a pure KBr disc. The results from this are shown in figure 5.1. 
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Figure 5.1: IR Transmission Spectra of sample JT6 
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As shown in figure 5.1, there is a noteworthy absorption at around 1588 wave 

numbers, which corresponds to the carbon double bond resonance (C-C) of - 0.2 eV. 

This is evidence that a polymerisation process has occurred within the zeolite. The 

supplier of these materials, Prof. David Cardin, has used more advanced means 

confin-ning that the polymerisation reactions have taken place in-situ 1491. 

5.1.2 - Is liqht able to penetrate the zeolite structure? 

The IR transmission spectrum confirins that light is able to penetrate the zeolite 

structure and excite the material. The transparency of the zeolites is further confirmed 

by fluorescence studies on the encapsulated polymers carried out by David Cardin at 

Reading 1501. 

5.1.3 - Are the polymer chains long enough to produce 

measurable carrier separation? 

As the polymerisation takes place in-situ, there is no valid method of 

characterising the length distnbution or molecular weights, although there was some 
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discussion about using NMR to find the ratio of repeat molecules to chain terminating 

molecules which was never realised. As the length distribution is not known, this poses 

a problem. If the chain lengths of the polymers are very short then transient 

photocurrents will be very rapid as the carriers traverse the length of the chain and come 

to a stop. This event could be too fast to be captured by the oscilloscope and too small 

for integrated charge to be measured as a consequence of equation 2.4. As demonstrated 

in Chapter 2, the total charge measured is dependent on the carrier range and again: too 

short a range will result in a negligible charge that may not be detected. 

5.1.4 - Do isolated sin-qle chains retard the carrier ran 

The ultimate goal of polymerising inside a zeolite channel was to create an array 

of isolated chain extended polymers and study charge motion on them. There has been 

some speculation regarding polymer network conductivity and one theory is that 

geminate recombination is greatly enhanced if the chains are isolated. It is claimed that 

the photogeneration mechanism is reduced in the case of non-interacting chains due to 

ID geminate recombination being highly efficient. 

5.1.5 - Other Considerations 

An important parameter for the study of photochemistry and photophysics of 

molecules adsorbed or encapsulated within zeolites is the electric field strength Nvithin 

the supercage. The magnitude of such a field will be dependent on several factors, 

namely: the net charge on the framework (defined by the Si/Al ratio), the size and shape 

of the supercage, the presence of any adsorbed molecules and the number and size of 

the cowiterions. 
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The zeolite structure has Al (trivalent bonds) and Si (tetravalent bonds) atoms 

making up its structure leading to an overall negative charge that is balanced out by 

cations. These cations are arranged, like the structure of the zeolite, periodically, leading 

to large periodic electric fields transverse or axial along the channel of the zeolite. 

Table 5.1 shows how the zeolite 'Y' (Faujasite) is affected by the inclusion of 

different counterions [511. 

Cation Cation ionic 
radius 

(A) 

Electrostatic field 
within supercage 

(V/A) 

Vacant space 
within 

supereage (A) 

Li+ 0.76 2.1 834 

Na+ 1.02 1.3 827 

K+ 1.38 1.0 807 

Rb+ 1.52 0.8 796 

CS+ 1.67 0.6 781 

Table 5.1 Internal Electric Fields of Y zeolite [51]. 

It is clear from Table 5.1 that the electric field within the zeolite, generated by 

the distribution of cations in the zeolite structure , is relatively large compared to the 

applied electric field used during the experiments (a factor in the order of 10,000). 

This is cause for concern as any excited charges may be strongly attracted and 

held in these static axial/radial fields. The relatively weak applied axial field may not be 

sufficient for the carriers to overcome this strong attraction. 
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Consider now one lone electron created by the photoexcitation of the polýTner 

chain. It will experience the applied external electric field and may begin to moN, e 

accordingly, but what happens when it encounters the electric field (potential ývell) of a 

cation associated with the zeolite structure? It is likely to trap as the force of 

electrostatic attraction between these two unit charges so close together will be much 

higher than the force it experiences from the external electric field. 

5.1.6 - Conclusions on Encapsulated Polymers 

After a thorough investigation of the various samples sent to us from Reading, 

no conclusive results were found. A full discussion of the points made in this section 

(5.1) can be found in Chapter 6. 

5.2 - Discotic Liquid Crystals 

The results from the Discotic Liquid Crystals are to be used to investigate and 

discuss the photogeneration mechanisms and charge transport properties. 

Photogeneration in DLC's is not fully understood. Nakayama et al 1521 have proposed 

that the mechanisms obey the Onsager 3D model of ion recombination, first 

encountered in Chapter 2. They have based this on experimental work with HAT6 at a 

single temperature. We are now able to investigate the applicability of this theory oN, er a 

wider range of temperatures and materials [42,531 than available to Nakayama et al at 

the time. 

5.2.1. The applicability of the 3D Onsager Model 

Measurements of the photocharge (Q) created versus Electric Field (E) for the 

DLC materials: HAT6. HAT6: PTP9, HAT I I: PTP9 and 2FHAT6 allow us to test the 
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applicability of the Onsager 3D model. The Onsager 3D model gi-ves the probabilit% of 

geminate recombination escape as: 

1+ exp - rk T 

2kT b (5.1) 

where b is the distance at which the electron-hole pair thermalise from each 

other, E is the applied electric field and rkT is the Coulomb radius, given by equation 

2.15. 

By differentiation of equation 5.1, we can deten-nine the slope to intercept ratio. 

Consequently, the slope to intercept ratios of the fitted data in the Q vs E plots are 

predicted by equation 5.2 as: 

s- e3 
I 8)&Feo (kT)' 

5.2.1.1 - HAT6 

(5.2) 

The data contained in figure 4.8 can be used to test the applicability of the 

Onsager 3D model to this material. 

The data gives experimental S11 ratios for the TOF data and DC data. The DC 

nI _I ratio evaluates at 3.47 x 10-7 MV-1 compared to the TOF expe iment Nvhich (, 'ý-es 2.37 x 

10-7 mv- 
I. Averaging these two results gives 2.92 x 10-7 mV'. This is in good 

agreement with theory which at this temperature of 85'C and an assumed gvves an 

S17 ratio of 2.51 x 10-7 mV-1. The experimental results for HAT6 presented herc are 
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consistent with the work carried out by Nakayama et al [521, who measured at 80"C an 

S11 ratio of 3.1 X 10-7 MV-1 on the same material. 

Nakayama et al propose from their results, and agreement between theory and 

experiment for S11, that the Onsager model is applicable for describing the carrier 

generation process in the HAT6 discotic liquid crystal. However. their results for S17 

were only given at one temperature and as seen in equation 5.2, the S11 ratio is 

proportiona to T -2 . As HAT6 has such a narrow discotic temperature range (70'C - 

100'C) where TOF signals and consequently tqojs can be obtained, it is difficult to 

measure any temperature dependence effects. Other DLC materials ývith a larger 

temperature range can be used to investigate this effect. 

5.2.1.2 - HAT6: PTP9 

It is obvious immediately from Figure 4.12 that this material does not obey the 

Onsager 3D model as, at any given field, the quantum efficiency drops with increasing 

temperature. Figure 5.2 is a plot of the experimentally determined S11 versus inverse 

temperature squared. Included in this plot is the theoretical value as given when 

equation 5.2 is evaluated (with the assumption that the dielectric constant of the 

material is 3). 
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Figure 5-2: Experimental (A) and Theoretical (0) Slope to Intercept ratios for 
HAT6: PTP9 as temperature is varied. The dashed line represents the boundary 
between the discotic and crystalline phases. 

As demonstrated by figure 5.2, the expenmental S11 ratios make a favourable 

comparison with the theoretical ratios at low temperatures (in the crystalline phase), but 

the theory fails for this material when the temperature goes well into the discotic 

regime. It is fair to conclude that the photogeneration mechanism for this material is not 

well described by Onsager theory. 

5.2.1.3 - HAT1 1: PTP9 

HAT I I: PTP9 can also be dismissed at first glance ftom obeying Onsager 3D as 

the quantum efficiency, although field dependent, is independent of temperature (see 

figure 4.16). Equation 5.2 states that a plot of the slope to intercept ratio versus T -2 

would yield a straight line, but clearly this can not be the case with this material. Figure 

5.3 shows the comparison between the experimental and theoretical values. Therefore, 

the Onsager model also proves insufficient to account for the photogeneration 

mechanism in this particular DLC. 
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5.2.1.4 - 2FHAT6 

The material 2FHAT6 shows the closest agreement with the Onsager 3D theory, 

but the results are far from conclusive. As shown in figure 5.4, the values of S17 are 

similar and the trend is linear as expected by theory. 
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Figure 5.4: 2FHAT6 Slope to Intercept Quotient 
(*=Theoretical, M=Experimental) 

5.2.1.5 - 3D Onsager Conclusions 

1770ý has been measured for a number of discotic materials using a transient 

photocurrent technique, where the current integrated under a transit signal gives the 

total charge created. This technique and its values are compared with values of 1, r7oý 

found from DC photoconduction measurements, and found to be comparable. We note 

that the current integration method works better than the DC photoconduction method 

when there are large dark currents to be accounted for. 

Using this technique, we have thoroughly examined the field dependence of 

I qok in the context of Onsagers' theory of geminate recombination in three dimensions. 

In particular, we have measured the electric field dependence at a number of 

temperatures and shown that the SII ratio does not follow the predicted form as 

temperature is varied. Thus, while studies of 11 qo, ý against electric field made at one 
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temperature may lead one to conclude that Onsagers' theory is operaw. c in these 

materials: a more systematic approach shows this not to be the case. 

The origin of the field dependence of the photocarrier production is still not 

clear and ftirther detailed work needs to be done in order to understand the underlying 

factors determining the quantum efficiencies. 

5.2.2 - Charge Transport Mechanisms 

Organic molecules are highly polansable and thus have relati%cly strong- 

electron-phonon coupling. There is therefore a strong possibility that the carriers in the 

DLC's interact with the surrounding molecules or with their host molecule to form 

polarons such as that described by Holstein. Recalling section 2.6, we can recast 

equation 2.25 as follows: 

1.5 
=_ 

Eb 

+log 
ea 

22 
12 (5.3) log, uT 2kT kh 2Ebk 

L 

Therefore, a plot of loguf, -5 vs T/ will yield a straight line of gradient G and Intercept 

I: 

Eh 
2k 

(5.4) 

ea 'T 
2 

log (5 - 
5) 

kh 2Ebk 
L 
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From the fitted values of G and I, we can deduce the polaron binding energy I 
and bandwidth, J, equal to equations 5.6 and 5.7 respectively. 

Eh = -2Gk 

i= exp 

ea 
22 

kh 2Ebk 

(5.6) 

(5.7) 

We can test the applicability of this theory by plots of mobility against 

temperature. The fits ftom such plots will allow us to calculate the polaron binding 

energies and bandwidths. 

We can investigate this using the materials HAT6: PTP9 and 2FHAT6 because 

they have a reasonably large temperature range for the discotic phase. We are unable to 

use the results from HAT I l: PTP9 as the spacecharge effects on the raw results make 

the deten-nination of the mobility unreliable. 

5.2-2.1 - HAT6: PTP9 

As shown in Figure 4.11, the mobility of the charge carriers is proportional to 

the temperature of the sample for HAT6: PTP9. If we use the Holstein theory as 

described in section 2.6, we can apply this to the results of figure 4.11 and attempt to 

extract a polaron energy and bandwidth. The results of figure 4.11 have been recast into 

a small polaron plot, as shown in figure 5.5 
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Figure 5.5: Small polaron plot of HA T6: P TP9 

From the plot above, figure 5.5, we can deduce a value of Eb -ý' 198 meV and J 

- 19 meV, when we use an average hopping site distance, a, equal to 3.5 

5.2.2.2 - 2FHAT6 

As shown in Figure 4.19, the mobilities of the holes for 2FHAT6 vary with 

temperature. The mobilities are not affected by a change in sample thickness however. 
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Figure 5.6: Small polaron plot of 2FHA T6 (Sample thickness: 0 12.5, Um and 
28.0, um) 
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From the plot above, figure 5.6, we can deduce an average value of Eb :: - 309 

meV and J= 13 meV, when we use an average hopping site distance. a. equal to 3.5 A. 

The small polaron plots for HAT6: PTP9 and 2FHAT6 show an agreement with 

Holstein's theory. The values for the polaron binding energies and bandwidth energies 

are reasonable. 

5.2.3 - Tri-Block Co-Polmer DLC 

The tri-block copolymer DLC [2,7-bis(2-ethoxyacetoxv)-3,6,10,11 - 

tetrahexyloxytriphenylene] warrants an individual section due to the interesting and 

uncommon properties it exhibits [54] as well as being very different to the other DLC's 

investigated in this thesis. This material is novel in the sense that the majority of 

photogenerated carriers are electrons rather than holes, a situation unlike that found in 

most other discotic materials based around triphenylenes in general. Some Sulphur rich 

triphenylenes exhibit electron photocurrents though never transits (e. g. TCNQ and 

TNF). 

As shown in figure 4.20, the decay of the electron photocurrent seems to be a 

two component process showing a fast initial decay followed by a secondary slower 

decay. Fast motion and initial trapping followed by slower de-trapping is a possible 

explanation. 

5.2.3.1 - lsotrog)ic Photocurrent 

The persistence of the photocurrent after the isotropic boundary has hccii 

crossed (figure 4.22) may occur because the conduction is mediated by the polvcthý Icne 

oxide, PEO, components of the co-polymer, although these chains are thcniscl% es verý 

short and do not provide a substantial path for charge separation. -\Iterimtivcly. and 
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more plausibly, the discotic columnar structure may persist beyond the clearing point. 

disappearing only slowly, due to the microphase separation and the nanostructuring that 

is known to occur due to the interaction between the discotic main-chain polymer and 

the PEO. That is, the PEO acts as a scaffold holding the dIscotIc columnar structure in 

place, whose structure deteriorates slowly after the cleanno, point. 

5.2.3.2 - Poole-Frenkel Behaviour 

It has been shown here and reported elsewhere 142,521 that the electr1c field 

dependence of the photogeneration efficiency is linear for the triphenylenes. Looking at 

data for the polymer DLC electrons (figure 4.23), we can see that the relatlonshlp Is 

super-linear when high fields are used. At such high fields it is often found that the 

separation of excitons is electric field assisted due to the effect that the electric field has 

in lowering the attractive Coulomb interaction between the carrier pair (as depicted in 

figures 2.5a and 2.5b). 

We see a linear fit when the log of the quantum efficiency product with carrier 

range is plotted against the square root of the electnc field: thus showing evidence of 

the Poole-Frenkel effect (figure 5-7). 
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Figure 5.7: A Poole Frenkel plot of the field dependence of f770s) at 30 T, 
M= 50 T, *= 90 'C and A= 100 T. 

5.2.3.3 - Temperature dependence of dielectric constant 

Recalling chapter 2 section 5, the Poole-Frenkel barrier lowering model when 

used to describe photocarrier generation predicts: 

#E2 

0(6) oc exp - (5.8) 
U 

where: 

(5.9) 
ZC£ 

zo 

For the quantity measured here, we have: 
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ý#ý-E) 
ý770js = [17701s]o exp(-j (5.10) kBT 

where [ti7olslo is the product of the quantum efficiency-camer range product at zero 

field. 

Assuming that the primary quantum efficiency, 17, and carrier range, s, are 

independent of field (ID assumption): the field dependence reflects that of O(E, T). A 

plot of log ([Y70)s) vs EO' 5 (figure 5.7) will give a straight line with a gradient equal to: 

," BT. By applying these fits to the data of figure 5.7, we can calculate values of 8 

(figure 5.8) and from that, the dielectric constant, e (figure 5.9). 

1.0 

0.8 

m C, 4 0.6 
(D 
Irl 
x 

ccL 0.4 

0.2 

0.0 

Temperature ("C) 

r-: - 

Figure 5.8: Variation of # with temperature (the grey line represents the 
discoticlisotropic phase boundary). 

The expenmentally determined values of c for this sample are plotted over the 

temperature range in figure 5.9. 
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Figure 5.9: Variation of dielectric constant with temperature (the vertical dashed 
line represents the phase boundary). 

What appears interesting in Figure 5.9 is that there seems to be a definite change 

in cat higher temperatures. This change occurs close to the phase boundary between the 

discotic phase and the isotropic. The obtained value of ris found to have a sharp step at 

around the discotic/isotropic melting temperature, with the dielectric constant averaging 

to 4.9 in the discotic phase and 2.0 in the isotropic. These values of e are not 

unreasonable and this increases our confidence in the barrier lowering interpretation. It 

also measures our confidence in the ID interpretation that s is independent of E. 

The step change in e is associated with the change in phase that takes place at 

the clearing point close to the step. That is, the polarisability of the system has a step 

change above the isotropic phase boundary which reduces the dielectric constant 

significantly. 

Such a reduction is reasonably to be expected and although the intramolecular 

polarisability does not change, the sum of the individual molecular polansabilities or 
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polarisability per unit volume will be greater when there is a degree of alignment 

amongst the molecules which is the case before the discotic - isotropic transition. 

5.2.3.4 - Limits on Quantum Efficiency and Mobility 

From the gradient of the data of figure 5.7, we can find the value of 
77ýý 

which VE 

allows us to set a value of [Y70)s = 5.72 x 10-13 m at a field of I MVm-1 and a 

temperature of 70'C in the discotic phase. With this knowledge and from the absence of 

a transit that indicates s:! ý d- 12 gm, we find a lower limit on tq# at I MVm-' of jq# 

ý! 4.76 x1 

Although there are no transits observed in the photocurrents, we can use both 

I_ ýVE) 

equations 2.6 and 2.7 to deten-nine that 
P-. As Ip and Q are known, we can 
QS 

produce a plot of the carrier velocity divided by the carrier range versus electric field for 

various temperatures (figure 5.10). The gradient of which can be used to infer an upper 

limit on the mobility. 
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Figure 5.10: A plot of the carrier velocity and carrier range quotient at T= 50'C 
against electric field using the ratio of /p to Q. 

By taking the gradient in figure 5.10 (7.0 cmV-'s-1) and by knowing that the carrier 

range has to be less than 12 gm, we obtain an upper limit on the electron mobility with 

the value: p, <- 8.4 x 10-3 CM2 V- I 
s-1. This is not an unreasonable value when compared 

with the mobilities of other discotics. 

From the variation of vEls in figure 5.10 with field we may reasonably assume 

that v is linear in field, as it is for all other DLCs where TOF transits are found, thus 

giving a range s that is field independent, as also found in our considerations of E. 
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Figure 5.11: A plot of the mobilitylcarrier range quotient against temperature 
from the gradient of data such as that in figure 5.10. The dashed line represents 
the Discotic-Isotropic phase boundary. 

Figure 5.11 shows that the mobility/camer range quotient initially increases with 

temperature but then begins to fall at higher temperatures. Extrapolation leads us to 

conclude that the temperature at which the crossover occurs sits very near to the 

isotropic phase boundary. 

With the reasonable assumption that v is linearly dependent on field, and 

knowing that s= vEz- is independent of field, we come to the conclusion that this 

columnar material is behaving as a one dimensional charge transporter where the 

trapping time, r, vanes inversely with electric field. 

5.2.3.5 - Conclusions on Tri-Block Co-Polvmer 

We have shown that, unlike usual DLC's based around a triphenylene 

core, the ti-i-block co-polymer is not a hole transporter and electrons are the 

Majority carriers. We have shown that the electron photogeneration rate can be 

described by the Poole-Frenkel mechanism and inferred that that dielectric 
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constant of the matenal has a step change between the discotic and isotropic 

phase. 

We also show that the photoconduction (charge separation) persists into 

the isotropic phase and attribute this to the PEO side-chains acting as a scaffold. 

This would explain why the peak photocurrent falls slo", ly beyond the clearing 

point. 

5.3 - Carbon Nanotubes 

At the time of writing, we present in Chapter 4 the first known transient 

photoconduction measurements on SVvINT's. After the initial verification that 

the SWNT samples showed evidence of photoconduction, we camed out rnore 

detailed experiments and investigated the concentration, electric field, tube 

length, wavelength and light intensity dependence. A discussion of what was 

found is to follow. 

5.3.1 - Nanotube Concentration Devendence 

Figure 4.31 demonstrates linearity between the peak photocurrent and the 

electric field. A plot of the gradients from figure 4.32 versus sample concentration, a. s 

shown in figure 5.12, demonstrates that the magnitude of the peak photocurrent also 

scales linearly as a function of concentration. The implication of this is that for the 

concentrations used here, the number of photons absorbed by the nanotubes. Nph, is 

much less than the total number of photons incident on the sample, NO. 
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Filyure 5.12: Linear dependence of dlldE with concentration. 

Assuming Beers law, if a is the absorption coefficient andCT IS the nanotube 

concentration then we can write: 

N= No exp(-aCT 
L) (5.11) 

Where N is the number of photons that traverse a cell of path length L 

containing the nanotubes. The number of photons absorbed is then: 

Nph 
=No -N =No [I 

-exp(-6eCTL)] = 
NoaCTL (5.12) 

Note: The approximatiOn isfor the case. - aCTL << I 

We know the total number of photons, No, incident upon the sample and can 

infer that Nph is much lower than this and proportional to CTthrough the l1nearlty of Ip 

with Cr. 
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In order to find the constant of proportionality, the absorbance of nanotube 

suspensions as a function of nanotube concentration was measured using the mode 

locked Nd: YAG laser operating at 1064 nm. Figure 5.13 shows the fraction of light 

absorbed by a nanotube suspension through a 2mm quartz cell at different 

concentrations. The fraction is of the form Jo - I)Jo where Io is measured through pure 

oil and I is the light intensity measured through a S"T suspension. The 

concentration , 
CT, is the mass fraction of nanotubes to oil. 
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Figure 5.13: Fraction of photons absorbed versus sample concentration. 

The absorbance is linear in concentration and from the data of figure 5.13, it is 

possible to calculate the fraction of incident photons absorbed in the 50Q co-axial cell 

to be: 

Nph 

= 1430xCT (5.13) 
No 
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The total photocharge Q associated with a photocurrent can be found by 

integration of the photocurrents, such as those in figure 4.30. 

Figure 5.14 shows the variation of photocharge with electric field at a number of 

concentrations. 

3 

U 
(4 

2 

1 

0 
0 1 

Electric Field (MVrTf) 

2 3 

Figure 5.14: Measured Photocharge versus Electric Field at different 
concentrations (* 1.12 x 10-3,0 5.60 x 10-4 and 0 8.20 x 10-5). 

Remembering equation 2.6 and correcting for the low absorption using equation 

5.13, this photocharge is given by equation 5.14: 

fI(t)dt 
_ 

ej770JNph S 
d 

1430x 
el7701NOCTS 

d 
(5.14) 

As we do not know the camer range, s, we can only deduce the product of the 

quantum efficiency and camer range, (770)s , 
from equation 5.15 
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ýqols =dC 
fI(t)dt. 

(5.15) 1430 x eNO T 

Using 
Q 

from figure 5.14 and equation 5.15 to calculate! Tý-, 
in figure 5.15 we EE 

show that this quantity is sensibly independent of concentration. (Note: from equation 

5.10, the only variable with an appreciable error is the light intensity which we estimate 

to be in the order of 10% by observation of the fluctuations In the bolometnc light 

detector. This fractional error has been used to calculate the errors on the points in 

figure 5.15. ). 

1.0 

Co 
0.5 

LLI 
(1) 

0.0 
0 0.2 0.4 0.6 0.8 1 1.2 

Concentration (by weight fraction) X 103 

Figure 5.15: Quantum Efficien cy- Carrier range product over Electric field versus 
concentration. 

5.3.2 - Quantum Efficiency/Carrier Ranqe Entanglement 

It would be useful to disentangle the quantum efficiency from the carrier rajige. 

Such an experiment could use a variatl*on on the 'line cutting' method Cutting of 
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the SWNTs can either be performed chemically 1561, mechanicall-v 1571 or as a 

combination of these two methods 1581. 

S"Ts can be chemically cut by partially functionalising the tubes, for example 

with Fluorine [561. Then, the fluorated carbon will be driven off the sidmall with 

pyrolisation in the form of CF4 or COF2. This will leave behind the chemically cut 

nanotubes. Mechanical [571 cutting of the nanotubes can be induced by ball-milling. 

Here, the bonds will break due to the high friction between the nanoparticles and tile 

nanotubes will be disordered. 

A combination of mechanical and chemical cutting of the nanotubes 1-1581 is 

ultrasonically induced cutting in an acid solution. In this way the ultrasonic vibration 

will give the nanotubes sufficient energy to leave the catalyst surface. Then, in 

combination with acid the nanotubes will rupture at the defect sites. 

However, it may be the case that in the experiments presented here; the carrier 

range is longer than the nanotube length and so cutting the nanotubes would be not have 

an effect. That is, if s>L, the cutting experiment would result in a reduced photocharge 

whereas if s << L, cutting would make no difference. This is demonstrated in figure 

5.16. 
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If we make the assumption that we are in the regime where the nanotube length 

is greater than the carrier range, s, by cutting the nanotubes into shorter lengths we may 

reach the condition where the camer range exceeds the nanotube length and is thus 

limited by it. We should then observe a systematic decrease of the measured 

photocharge as the tubes are cut further into shorter lengths. 

The average value of Ji7O)s1E from figure 5.15 is equal to 0.658 x 10-18M2V-1. if 

we assume that the carrier range, s, is in the order of I ýtm (corresponding to the order 

of as prepared nanotube lengths), then at a typical field in these experiments of 1 .0 

MVm-', we can imply a lower limit on the quantum efficiency of. Ji7o) = 6.58 x 10- . 

This is a surprisingly low value for t770). 

A possible explanation for this unexpected result could be due to the 

composition of a random nanotube sample where 2/3 of the sample would be metallic 

tubes. It may be that a significant number of photons are being absorbed by the metallic 

tubes, all of which will not contnbute to a photocurrent. Furthermore, the presence of 

metallic tubes will cause the electnc field In close proximity to be reduced. Any 
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semiconducting tubes in this region may not contribute appreciably to the overall 

photocurrent effect. 

To either confirm or deny this hypothesis will require samples of differing 

metal lic/semiconducting nanotube ratios. At the time of writing, research is being 

perfonned at this institution and elsewhere to achieve this result. A promising method 

of separation is that of AC dielectrophoresis [59,601. 

5.3.3 -SWNT Quantum Efficiencies 

A formulation of Onsager's theory of ion recombination adapted to one 

dimension, I D, by Haberkom et al [611 can be used to describe the field dependence of 

The adapted theory predicts that the probability of an exciton escaping geminate 

recombination, leading to free carriers, at low fields in ID is linear with field. 

In a 3D material, e. g. silicon, the range s will be field dependent as the defects 

are found through diffusion and the trapping time is constant. tn I D, the defects are 

found through the carrier drift and the range represents the average inter-defect distance 

while the time to trap is inversely proportional to field 162,631. The present data shw, ý's 

that tjo)s is linear in field implying either that: 

1. The carrier range, s, is independent of field and the geminate escape probability 

4 varies linearly with field, both expectations for aID system or 

2. The carrier range is linear In field and the geminate e,, capc probabll, tN, 

independent of field: both expectations of a 3D scmiconductor. 
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We are unable to distinguish between these two possibilities at this time, 

although, given the ID nature of nanotubes: the former possibility is the likelier of 

the two explanations offered for these results. In order to proceed further we may 

use the high mobilities ascribed to SNNNT's by others 1641. These mobilities would 

lead to a drift velocity of v= pE -, z: 107 m/s at the fields used in these expenments. 

Clearly this is unphysical and therefore the velocity would be saturated \ýcll 

before this value was reached by some mechanism and becomes independent of E at 

the fields we are using for these experiments. 

Therefore, the time to find a trap would be independent of field in a ID 

system. This would lead to conclusion I being the correct conclusion, that tjol 

is linearly dependent on electric field. 

5.3.4 - SWNT Photocurrent Decav Analvsis 

By taking data such as that in figure 4.34 and normalising these photocurrents to 

their maximum value, we can produce figure 5.17 which shows twelve different 

photocurrents at a range of fields between 0.25 MVm-' and 2.68 MVm-1- 
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Figure 5.17: Normalised photocurrents with decay tails at fields ranging from 
0.25 MVm-1 to 2.68 MVm-1 

It is obvious from first glance that the shape of the decay tails is not affected by the 

applied electric field and can be considered independent. While most normallsed signals 

sat on top of each other, some of the smaller fields became much more susceptible to 

random noise with noticeable deviations around the average. The non-nallsed 

photocurrent in figure 5.17 represented by the blue line is the one with the most obvious 

noise. This corresponds to signal obtained with the lowest applied field (0.25 MVm-I)- 

In a 3D material. ) the trapping time is expected to be independent of the applied 

electric field. This is due to diffusion occurring at then-nal velocities where charge 

carriers are able to negotiate their way easily around traps. Figure 5.17 shows a clear 

independence between trapping time and field, which is not usually expected in aID 

system, except if v is saturated. However, as isolated S"Ts are quasi ID structures, 

there could be other reasons why this behaviour, usually seen in 3D materials, is 

observed. 
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I- The depth of the traps could be negligible and therefore not capture charge 

carriers at the fields used in these experiments. This would result in the total 

carrier range being field independent and being equal to the length of the 

nanotube rather than any inter-trap spacing distances. 

2. If this carrier range is constant, one would expect to see the decay constant 
increase with electric field as the higher carrier velocities NA, ould result in the 

charges reaching the defects/ends of the nanotube faster. However, this is 

complicated as we could conjecture, given independent measures of mobility, 

that the carrier velocity may become saturated at and above a relatively lower 

field than the minimum used in these experiments; the increase in peak 

photocurrent with field being solely attributed to the increase in field assisted 

pair production. This seems likely considering the high Independent 

measurements of mobilities mentioned earlier [64]. 

3. In theory, longer nanotubes may have an increase in carrier range if the trap 

depth is shallow. However, longer nanotubes would also have morc of a 

tendency to cluster together. If a network of nanotubes is fonned with charge 

carriers able to hop from one tube to another: the overall carrier range would be 

much higher and this could explain the emergence of the decay tails. The effect 

would not be observed with shorter nanotubes as they may not be as efficieilt in 

fon-ning a network. 

Figure 5.18 shows the natural logarithm of the averaged normalised photocuri-ents 

(taken from figure 5.17) versus time. There appear to be two decay coniponents to the 

photocurrent. The underlying averaged normalised photoctirrent is shown in black 

whilst the red and blue sections are the points chosen to extract an exponential dccav for 
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the two decay processes. The initial rise of the photocurrent has obviously been omitted 

as well as the noise towards the end of the signal lifetime. which becomes greatly 

exaggerated on a logarithmic scale. The second peak occurring bem, een 6 and 7 

nanoseconds (the round trip time of the laser) has also been omitted. 

1.0 
c 

0.0 

0 
Z 

cn -2.0 
Lo 

-3.0 

-4.0 

Time (ns) 

Figure 5.18: Analysis of averaged decay tail with a3 GHz oscilloscope. 

The fits from figure 5.18 give us values from which we can calculate the decay 

constants, -r. and -rb. In this example, the initial decay rate has a measured value of T,, -1 

of 1.40 ns-' which corresponds to a decay constant of 0.71 ns. The second component 

has a measured value of rb -1 of 0.41 ns- I which corresponds to a decay constant of 2.44 

ns. 

However , it is likely in this example that the Initial averaged decay constant 

measured (0.71 ns) is nothing more than the fall-tIme of the oscilloscope, which would 

be a fixed value and therefore independent of field. In chapter 4, we showed that the 

rise-time of the oscilloscope in series with the co-axial cell was in the order of a few 

hundred picoseconds and so this seems a sensible conclusion. The second decay process 

in Figure 5.18 is much more interesting. 
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We have already established from figure 5.17 that the relationship between 

and electric field is independent. As we are assuming the ID model. one A'ould exPect 

that the trapping time, r, would be proportional to the inverse electric field as shown in 

equation 5.16: 

7=-= (5.16) 

With a knowledge that r= 2.44ns and an assumption that s has a maximum range of 

I gm, we can infer a saturation velocity in this example of 4 10 ms-'. The mininimn field 

applied in these decay experiments was 0.25 MVm- I. As we do not have knowledge on 

the shape of the decay tails below this field (as the small signals will become virtually 

indistinguishable from noise), let us use this minimum value to set a maximum limit on 

the applied field where the carrier velocity becomes saturated. This gives us a loý, ver 

limit on the low-field mobility of p> 16.4 CM2 V-1 S-I 

This does not compare favourably to mobilities deduced from the transconductancc 

of S"T FET's, with various sources citing the mobility to be: 220 CM2V-IS-1 1651, 

9000 cm 
2 V- I 

S-1 1661 and 105 CM2V- 
I 
S-1 1641. However, these values were all obtalned by 

using transconductance measurements on a single SWNT, an experimental setup much 

different to the one utilised in this thesis. 

The difference in the decay of photocurrents observed with diffuentl), , i/e 

separated nanotubes as shown in section 4.3.6 are not, as yet, fully c\plalned and further 

work is required to ascertain the true nature of charge transport on them. 
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5.3.5 - Bi-Molecular Recombination in 1D 

The sub-lineanty of peak photocurrent versus light intensity as shown in section 

4.3.7 is an interesting phenomenon which strongly suggests that bimolecular 

recombination plays a part in limiting the magnitude of the photocurrents [67]. This 

sub-linearity has been observed by other workers on SVvINT mats and networks 1481 

although no attempt at a senous explanation has been made by them. 

In chapter 2, the loss mechanisms section (2.7) described the characteristic rate 

equations for a 3D system. As nanotubes do not fit into this category, we propose the 

following model: 

Consider figure 5.19, which is a cartoon representation of a photo-generated 

exciton being created on a semiconducting carbon nanotube of length L and 

subsequently broken apart by an electric field. Assume the electrodes are placed at 

either end of the nanotube so that the electrode separation is also equal to L. 

Figure 5.19: Ideal Unbound Exciton motion on a Carbon Nanotube 

Assuming no traps or defects, the combined scalar distance the electron (blue 

circle) and hole (red circle) will traverse will be the total length L of the nanotube. The 

resultant current associated with this event, when integrated, will giN-c a charge of 

Qý--es, IL which equates to Ql=e (because we have assumed no defects/traps and so the 
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carrier range, s, is limited only by the length of the nanotube which corresponds to the 

electrode separation). 

If we now double the light intensity, we also double the probability of the 

creation of a photogenerated exciton which could result in two electron/hole pairs being 

created on the same semiconducting tube (as demonstrated in Figure 5.20). This 

possibility of multiple excitons created on the same tube is to be discussed. We ", III 

make the assumption that electrons and holes from separate excitons will always 

undergo bimolecular recombination if they meet with each other. 

Electric Field 

Figure 5.20: Multiple Excitons on Nanotube 

We can calculate the total charge measured for this event by summing the 

corresponding charges caused by the individual carrier motions, as listed below (where 

anduhare the electron and hole mobilities respectively). 
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Hole at x Q1 =ex, L 

Electron at x Q2 =e (X, - X, L 91 + lulý 

Hole atX2 0 Q3 =e (X., -x, ) juh 
L 

IIU� 

+, Uh 

Electron atX2 40 Q4 +e (L - L 

If the individual charges are added together, the total charge is the same as for 

the case of just one ionised exciton on the nanotube, i. e., Ql---e. This procedure can be 

extended to the general case of n carrier pairs being created on a single nanotube and 

the result stays the same. 

Another view of this is that no matter how many pairs are created on a tube, with 

the assumption of 100% recombination of carriers that meet, the final product is always 

two charges ±e separated by L, or a dipole moment g--eL in a field E. This has an 

energy equal to U---, uE=-eEL. To conserve energy, charge Q in the external circuit 

travels to the electrodes with work being done equal to QV. Thus, we end up with the 

familiar equation which we first denved in chapter 2: 

QV= eVL => Q= eL 
dd 

Therefore, increasing the light intensity to create more than one free carrier 

pair on a semiconducting nanotube will not result in an increase of measured 

charge. 
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From this important deduction we can formulate a theoretical relatiomliip 

between the photocurrent of a S"T sample and the light intensity used to excite 

carrier pairs. In order to help facilitate the development of this model, Xve shall starl by 

assuming that all nanotubes in our sample are semiconducting. Let us start by assessing 

the probability of exciton creation: 

The probability of creating an exciton P(e-, h) on a nanotube 11 in a finite len-gth of 

the tube, dx, is given in equation 5.17. 

P(e-, h')dx = 17701pdx (5.17) 

where p is the probability per unit length that a photon is absorbed and p7o is the 

probability that the absorbed photon creates an exciton which then dissociates into an 

electron-hole pair. Equation 5.17 gives us the probability of an excitation occurring 

within a length dx. Therefore, the probability of no excitation PO occurring in the same 

segment would be: 

Po =I- 17701pdx (5.18) 

Consequently, the probability of no excitation occurring on the entirc length of 

the tube would be: 

L 
0.19) pO =(I - 

f7701pdx) dv = exp[- 17701, OL I- 

It follows then that the probability of one or more excitons occurring m)nic%ý licre 

on the total length of the nanotube would be equal to: 
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P(e-, h') =I- exp[- 177olpL] 
(5- -) 

If we now consider a sample of NTindividual semiconducting nanotubes of an 

average length L in a given excitation volume illuminated with a pulse of light 

containing Nphphotons (all of which are absorbed), we can use the following model to 

give a relationship between the light intensity andq. 

By envisaging a one-dimensional scenario with each nanotube being laid 

horizontally end-to-end with the light being focused in a line over the total length of the 

arrangement (as one can not use the term area in aID situation), by dividing the total 

number of photons by the total length of the arrangement, we can deduce a probability 

per unit length of a photon being absorbed, which is given by equation 5.2 1. 

Nph 

NTL 
(5.21) 

We can now propose use equation 5.21 in 5.20 to find the probability of creating 

electron/hole pairs on a single nanotube as a function of light intensity. This is giveii in 

equation 5.22 and can more accurately be described as the probability of having one or 

more dissociated carrier pairs on a nanotube as a function of light intensity. 

P(e-, h') =I- exp - 
t770INph 

NT 
(ý. Il) 

As noted earlier, each of these tubes, with any number of free carrier pilr,,, 

contribute one unit of signal to the overall photo signal, Vsix, jrrespectjý e of the lumber 
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of excitations. By one unit of signal, we could be refeming to the photocharge generitý, d 
I 

(if in charge integration mode) or the peak photocurrent (if in current mode). Bý 

integration we refer to the situation where the response time, 1'. of the oscilloscope is 

much greater than the speed of the signal (i. e. the case with the mode locked Y. -v, 

laser). 

In a sample of NTnanotubes, the relationship between the signal, the nuinber of 

incident photons and concentration would be: 

Signal oc N, I- exp 
1)70INph 

(5-23) 
NT 

If we are in current mode, we can write more specifically: 

=VON I-exp 
Ji7ojNph 

(5.24) T NT 

Vo is equal to equation 5.25 where RL is equal to the load resistor and -r is the response 

time. 

eRL VO (5.25) 

If in integration mode, the photocharge induced on the electrodes, of separatimi 

d, wIII be equal to: 
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eLN I I-exp 
f770INph 

(5.26) d NT 

This will result in a peak photocurrent, Ip, being detected equal to equation 5. -1 

where r is the rise time of the oscilloscope. This will also be equivalent to the voltage t, 

measured by the scope, Vp, divided by the 50Q load resistor, RL given simply by Ohniýs 

law. 

IP Q- VP (5.2 7) 
T RL 

We can simplify equations 5.26 and 5.27 by recasting as: 

IP = I_ 11 
- exp(-kNph )1 (5.28) 

For equation 5.28, the parameters Land k are given by equations 5.29 and 5.10 

respectively. We are now making the more rigorous assertion that the previously 

described length, L, of the nanotube is now the average projected length of the tube onto 

the direction of the electric field, which we denote as <LE: ý"- In chapter 2 we showed that 

<LEý'would be equal to half the nanotube length if a random alignment of tubes %ý ere 

present. 

(LE) 

(5 - 
29) 

d 

)70 (ý. -NO) 
Nr 
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5.3.6 - Application of the Bi-Molecular Model 

By taking previous data already included in this thesis, the recombinatim model 

was applied and the fits that follow are of the nature: Ip=: I. 1 I -exp(-kNph)] (equation 

5.28). The data was fitted using the 'Origin' software package. When the data points 

were entered (Ip and Nph), the program 'Ongin' was able to produce a fit to equation 

5.28 and give values for L. and k which corresponded to the best fit. An example of this 

is shown in figure 5.21 and is a screenshot from the Origin program where the original 

program formatting has been retained (the numbering on the x-axis is unconventional 

and translates, for example, as I. OOE+O 15 being equal to 1.00 x 10'). 

0.0005 

0.0004 

0.0003 

0.0002 

0.0001 

0.000C 

Equation: y= A*( 1- exp(-k*(x-xc)) 
Weighting: 
y No weighting 

ChiA2/DoF = 8.9183E-10 
RA2=0.97813 

A 0.00044 ±0.00002 
xc 0 ±O 
k 3.6355E-15 ±6.0706E-16 

O. OOE+000 5. OOE+014 1. OOE+015 1.50E+015 2. OOE+015 2.50E+015 

Number of Photons 

Figure 5.21: Origin Screenshot of Fitted Data for Recombination Model 
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The fit results in figure 5.21 give values of k and I. (denoted as A in the fit 

values). These values are 3.64 x 10-15 and 4.4 x 104 respectively. 

2 

We will start off by applying the model to the data shown in the previous 

chapter, specifically, figure 4.35, where it was originally noted that a sub-linear 

relationship existed between the peak photocurrent and the light intensity. The original 

data with the recombination model overlal II id is displayed in figure 5.22, hich initially 

suggests a good agreement between the experimental results and the theoretical 

expectations at different excitation wavelengths. 

0.4 

0.3 

0.2 0 
-W 0 

0.1 

CL 
0.0 

0 4 6 8 10 

14 
Number Of Photons (N ph) x 10- 

r-: - 

Figure 5.22: Application of Recombination model to figure 4.35 (A 

1300nm, * =1600nm and at 0= 1700nm. Sample Concentration by 

mass = 2.2 x 10-4 
, 

Electric Field = 2.7 MVm-1) 

We will now test the model more thoroughly by checking the consistencN 

between the derived values of I.,, and k and comparing them to the expectations of 

equations 5.29 and 5.30. 
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Equation 5.29 predicts that the value of I. should be proportional to the number 

of nanotubes in the sample (i. e., the concentration, CT). To test this, we have applied the 

recombination model to the data of figure 4.36, which again shows a good agreement 

(figure 5.23), and then tested whether the deduced values of I.. versus concentration 

follow the form of equation 5.29. 

3.0 

E 2.5 

2.0 

1.5 0 
0 
M 1.0 0. 

M 0.5 

0.0 

02 

Number Of Photons (Nph) x 10-15 

3 

r-: - 

Figure 5.23: Application of Recombination Model to figure 4.36 (N = 3.00 
X 10-4 

yA=1.61 x 10-4 and at *=0.8 1X 10-4 
. Electric Field = 2.7 MVm-') 

Figure 5.24 shows the calculated values of I., from figure 5.23 at three different 

fields as a function of concentration. The expected linearity of I,, withCT IS found. 
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Figure 5.24: Parameter /,, versus Sample Concentration (A =2.68 MVm-', 
AIF--- 1.71 MVm-1, #=O. 75 MVm-1) 

Figures 4.37 and 4.38 demonstrated the relationship between peak photocurrent 

versus light intensity at different electric fields. Figures 5.25 and 5.26 demonstrate the 

model applied to these two different samples and, once again, there does not appear to 

be a conflict between the theory and the experimentally obtained results. By using the 

derived values of I. and k., we are able to test the applicability of the model further. 
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Figure 5.25: Application of Recombination model to Figure 4.37 (A = 2.32 
MV, m-', 0=1.50 MVm-1 and at 1.00 MVm-1. Sample ConcentratlOn by 
mass = 3.0 x 10-4) 
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Figure 5.26: Application of Recombination model to figure 4.38 (A = 2.68 MVm- 
1,0 = 1.50 MVm-1 and at 1.00 MVm-1. Sample Concentration by mass 
2.2 x 10-4) 

Figure 5.27 demonstrates the relationship between the derived value of'I.. ajid 

the electric field for the data presented in figure 5.25, a relationship that has been 

observed in all expenments performed. 
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Figure 5.27: Parameter /. versus Electric Field 

It is observed from Figure 5.27 that the relationship between I.. and electric field 

is linear and goes through the origin. In other words, the value to which Ip tends at high 

light intensities is found to be linear in electric field. Equation 5.29 then requires that 

some quantity on the RHS is linear with electric field. At a first glance; we would 

expect no dependence of I.. with electric field. 

Further consideration leads us to the interesting speculation that the average 

projected length of a nanotube in the electric field direction, <LE>, increases in 

I uld proportion to the electric field. SWNTs are highly polansable, a factor which co 

affect the projected lengths. Theoretical work confirms this and shows that SWNTs do 

have high polarisabilities, with metallic tubes being more so than semiconducting tubes 

1681 and electric field induced alignment has already been demonstrated experimentalk- 

1691. 

Bubke et al 1701 have presented work on the optical anisotropy of dispersed 

carbon nanotubes in ethanol induced by an electnc field where they attempted to 
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compare their measured results with theoretical predictions. They state that. 

theoretically: '... for tubes of 10 nm diameter and a length of 2, um, the formulae jor the 

response of a tubular conductor [711 combined with Fishbine's anaýv. Os 1721 

saturation fields of 50 Vlmm and alignment times of the order of 0.1 ins'. 

In our experiments, the electric field has been on for - 10 ps before the 

photocurrent is excited. The results presented here, within the context of the 

recombination model, imply that this is enough time to partially align the nanotubes in 

the field direction thus increasing <LE>. Such a mechanism is sufficient to explain a 

factor of two increase of I. as the tubes go from random alignment to full alignment. 

The results of figure 5.27, however, indicate that more than a factor of two is needed in 

any full explanation. 

One way to achieve a greater increase requires that light is increasingly absorbed 

by semiconducting tubes as the electric field is increased, in comparison to the metals 

which do not play a part in the photoconductive process. This may come about as 

follows: 

The Nd: YAG laser is Polanised perpendicular to the direction of the electric 

field. Before reaching the sample it is coupled Into the sample cell by focussing into a 

short 3cm stub of 2mm diameter quartz rod. This procedure has been measured to have 

a negligible effect on the polansation of the laser light which continues to be effectivck 

polarised perpendicular to the applied electric field. This is demonstrated in figure 5- 
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Figure 5.28: Light intensity versus polarisation angle of Nd: YAG laser (m 
through Quartz Rod, *= Directly, Solid Line = Theory). 

Metallic tubes align more readily in an electric field than semiconducting tubes 

as they have a greater polarisability, typically three orders of magnitude greater 

depending on their precise geometry [68]. Therefore, it is reasonable to assume that the 

metallic tubes will align parallel to the field relatively faster than the semiconducting 

tubes. We could therefore speculate that after a reasonable alignment time, the 

IC semiconducting tubes could still remain in a random distnbution while the metalli 

tubes have reached full alignment. 

The polarised light would then be preferentially absorbed by the semiconductin&, 

tubes while the metallic tubes would absorb very little owing to their orientation. In 

effect, alignment of the metallic nanotubes 'purifies' our photoactive semiconducting 

suspension and effectivelY increases the concentration of the photoactive components. 

By using the k parameters associated with the fits of figure 5.25, we can plot the 

relationship between k and electric field. This is demonstrated in figure 5.29. The 
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relationship of I.. with field was consistent in all experiments as was the relationship 
between k and electnc field. 

6 

5 
0 

-Y. 11 

o 
0 1 2 3 

Electric Field (MVm -1 ) 

Figure 5.29: Parameter Vversus Electric Field 
'y 

Figure 5.29 shows k to be independent of field. This is an interestim, result as 

we have defined k to be given by equation 5.30 and therefore would expect to see a 

linear relationship with ft7o). It can now be argued that this demonstrates that the 

probability of carrier pair separation, 0, for SWNTs is independent of electric field. This 

leads to a paradox in our interpretations as we have already shown that 17701s is linear in 

field, although we do speculate that the carrier range s may be proportional to field due 

to nanotube alignments. 

It has been established that for some other organic materials, such as 

Anthracene, the value of 0 is field dependent 1731. However, for one dimensional 

ield dependent 
organic materials (such as polymers), 0 has been shown to be strongly fi 

clemonstrating linearity and tending to zero at a zero applied electric field 174,751. 
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The field dependence observed in these polymer ID materials (which are 

typically low mobility organic materials), can be explained by the photogeneration of 

strongly bound excitons which require an electric field to dissociate. The fact this is not 

so with SWNTs suggests that nanotubes have more in common with inorganic 

semiconductors (such as Silicon), where strongly bound excitons are not produced after 

the initial photoexcitation event. 

From Onsager theory and the results of our previous experiments, one would 

presume that the quantum efficiency ý qoý is dependent on field. However, the A- 

independence with field suggests that this is not the case here. Given the field 

dependence of [qo)s discussed earlier, it could now be argued that the electric field 

increases the carrier range on a nanotube and does not affect the ,,, elocity. An 

independence of carrier velocity with field has already been suggested due to the high 

mobilities measured independently and also by our own work when looking at tall 

decays versus field. This could arise through field assisted tunnelling of carriers through 

defects on the nanotubes. 

From equation 5.30, one would expect an inversely proportional relationship 

between k and concentration (as NTwould be linear with concentration). Figure 5.30 

confirms this and shows a good agreement with the theoretical predictions. 
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Figure 5.30: Parameter V versus concentration 

The accurate variation Of CT is a difficult task to achieve and great care was 

taken to obtain the raw data from which figure 5.30 was composed. We feel that any 

very small departures from linearity seen in figure 5.30 are explicable in terms of the 

difficulty in obtaining accurate concentrations. 

The quantity NT IS poorly known, however it is possible to obtain sonic 

I ion of numerical infon-nation regarding these expenments and the model. Examinat 

equations 5.29 and 5.30 indicate that the quantity NTmay be cancelled by taking the 

product, as shown in equation 5.3 1. 

kl- e 
170 ýLE 

rd 
(5.31) 

This will be linear in electnc field and at a typical field of E= '). 68MVm* I we 

find kI.,, = 1.1 x 10-17 A. With a knowledge of 2ý = 150ps, the quantity IROV<L0 
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1.03 x 10- m has been detennined. This is a factor of five larger than our previously 

determined value for tqOJ<SEý"which we extracted from figure 5.15 where, if we use 

the same field of 2.68 MVm-', 
) we obtain a value of 17701"-SO' : -- 1.76 x 10-" m. The 

agreement is encouraging. 

it is common in photoconduction expenments to find that the quantum yi 

[770] is found in combination with the carrier range s. In these experiments, if the 

carriers do not separate to the ends of the tube as assumed but some distances until they 

undergo deep trapping, we must replace <LEý` in all equations with the average carrier 

range projected onto the field direction "-SE:: ". The surprisingly small value for "170<5E> 

= 10-11 M_ 10-12 m. may be re-interpreted in two limiting cases: 

a) If we assume that <SEý" = <LE: ý" = 10-6 m then the quantum yield of 10-" 

is extremely small. Such a small value for the yield is difficult to understand in the 

absence of strongly coupled electron-hole pair evidence and accompanying field 

assisted dissociation. 

b) The altemative limit would assume a quantum y1eld of I and the value of' 

"-ýSE-`ý'would be 10-11 m. Again such a small value is unphysical and cannot be allowed. 

Indeed, for the model that produced the number to be self consistent there must be a 

possibility that electrons and holes from dIfferent pairs on the same tube meet thus 

providing some constraint on how small <sE> may be. It would suggest that <SE> is 

within an order of magnitude of <LEý"- 

Clearly, alterriative (a) must be more approximate to the truth in order for the 

model to work in its own terms. 
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5.3.7 - SWNT Conclusions 

We have presented reproducible results on the fa,, t transient 

photoconduction of Single Walled Carbon Nanotubes. We have demonstrated time 

resolved photocurrent signals and investigated the electric field, concentration. tube 

length, wavelength and light intensity dependence, which has led to the proposal of a 

one dimensional bimolecular recombination model. This model fits the observations 

well. 

We have measured the quantum efficiency/carrier range product using mo 

different methods and found them to be comparable. A more detailed summary of the 

final conclusions for all of the results presented can be found in the following chaptcr. 
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Chapter 6- Conclusions 

6.1 Encaosulated Polvmers 

In the previous chapters we have shown that the encapsulated polymers did not 

produce any measurable photocurrents and were able to reasonably dismiss sonic 

possible reasons why this was so, specifically: that the zeolites did not contain any 

active material and that light was not able to penetrate the zeolite structures and excite 

the material within. 

Possible reasons that remain include the likelihood that isolated chains nlay not 

yield many free carrier pairs that have escaped geminate recombination. It is possible 

that, in a network of interacting chains, one of the carriers in an exciton may migrate to 

a neighbouring chain which would then greatly reduce the probability of geminate 

recombination and would result in a greater number of free, mobile charge carriers. In 

the present case, this mechanism for reducing the effect of geminate recombination is 

not available. 

Isolated chains or not, as the polymerisation reaction occurs in siw thcrc has 

been no attempt, or indeed an established method, to characterise the encapsulated chaui 

lengths. Any attempt to remove the zeolite structure and extract the fractions therein 

would undoubtedly result in the destruction of the polymer as As a ilegligible 

carrier range will result in a negligible charge being measured cxtcmall,,,,, it is likely th, 'I 

this may be the case. However, without subsequent knowledge of the chain len(-qh,,, ývc 

are unable to speculate on the carrier range at this time. 
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Further to these suppositions, we may also draw attention to the large internal 

electric fields that have been shown to exist within zeolites which are, localýi, a tactor 

of 10,000 greater than the fields we have used in the experiments presented here. We 

were obviously unable to utilise equivalent electric fields for this work as electrical 
breakdown would occur well before the impractical fields of > GVm-1 were reached. 

Without further infonnation, the reason that null results were found could be due 

to any one of the above conjectures, or a combination of all three. We are therefore 

forced to conclude that the uses of zeolites (valuable as they are in chemistry. I'or 

example in petrochemical cracking reactions) are ineffective for experiments of this, 

nature. If further work was to be carried out on these materials, it would bc useful to 

quantify the lengths of the polymer chains to allow us to confirm or deny one of our 

hypotheses. As was stated earlier, NMR could be a possible candidate for retrieving 

such information. 

6.2 Discotic Liquid Crystals 

By using the Time of Flight technique, we have presented direct measure me tits 

for the quantum efficiencies and mobilities of some Discotic Liquid Crý,, stals. We ha% c 

also demonstrated that TOF and continuous irradiation methods give comparable 

Quantum Efficiency results, explaining that the TOF technique 1, preferable wheii the 

dark current is high. 

Nakayama et al fitted their Quantum Efficiency results for HAT6 to the Onswer 

three dimensional model for charge carner generation. This did not seeni the oh% IOLIN 

choice for what is essentially a one-dImenslonal conductor, but the results the% prescm 

for HAT6 at a single temperature give a reasonable fit to theory. Although we obtamcd 
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a comparable result with HAT6: to test the fit to the Onsager theory more ngorously ý%-e 
have studied several discotic liquid Crystals over a range of temperatures. We conclude 

that the agreement obtal 1 sager model for HAT6 is fortui ined with the On I itous and that this 

model is not generally applicable. 

We also present the interesting behaviour of the Triblock copolymer Discotic 

Liquid Crystal which, unlike other discotics based around a triphenylene system, sho%%, s 

conclusively that this material is not a hole transporter. We were able to infer a limit on 

the electron mobility of. pe:! ý 8.4 x 10-3 cm 
2 v- I 

s- 
I 
as well as a lower linut on ji7o at I 

MVm-' of t770) ý! 4.76 x 10-8 

The photogeneration rate is strongly affected by the electric field and as a result, 

the quantum efficiency has been shown to follow the Poole-Frenkel bamer lowering 

mechanism. From this model, we also derived the dielectric constants that the material 

has in both the discotic phase (e = 4.9) and isotropic phase (e = 22.0) and attribute this 

change to the sum of individual molecular polarisabilities adding constructively, being 

greater in the discotic phase due to a greater alignment amongst the molecules. 

We show that photoconduction, that Is, charge separation persists beyond the 

clearing point into the isotropic phase. This would explain the observation that the peak 

photocurrent falls slowly beyond the clearing point (figure 4.22) and that the mob, l,, y 

has two behaviours with temperature depending on the temperature range (figure -5.11 ). 

We also show evidence that this columnar material is behaý'ing as a oilc 

dimensional charge transporter where the trapping time varies inversely with electric 
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field. This conclusion is difficult to verify by experiment and should be the subject of 
further work. 

6.3 Single Walled Carbon Nanotubes 

This thesis has described measurements of fast photo conduction transients on 

semiconducting nanotubes in suspension using a specially designed impedance matched 

co-axial cell. The results obtained using this experimental arrangement show clear, 

reproducible, photocurrent transients. The transient photocurrent measurements were 

made as a function of the electric field, light intensity, wavelength and sample 

concentration. From them, the varl I iation of peak photocurrent and the photocharge as 

field and concentration are varied have been shown. The behaviour of the amplitude of 

the photocurrent transient as light intensity is varied has led us to develop a one 

dimensional bimolecular recombination model which fits the observations well. 

It is noted that both the photocurrent peaks and photocharge-carrier range 

product vary linearly with field. The peaks and charge also vary linearly with 

concentration. After measuring the absorption of the nanotube suspensions as a function 

of concentration , it is possible to correct for the number of photons absorbed in these 

measurements and to thus deduce a value for the quantum eff iciency-carrier range 

product. This is linear in field and has the value 1170jslE --:: 6.58 x 10- 19 in 2V-1 which is 

sensibly independent of concentration. 

At a field of 2.68 MVm-1, typical of those used in these experiments, a quantum 

efficiency carrier range product of 1.76 x 10-12 M is implied. When derived from our 

bimolecular recombination model, a value of 1.03 x 10- 11 in at the same field is found. 

- 191 - 



The fact that the two values are similar when found by two ý-ery different route, is 

indeed encouraging. 

This is, however, a surprisingly low value and may mean that wIth the 

monochromatic source used here, most photons are absorbed by nanotubes that do not 

take part in the photoconduction process, e. g. metallic nanotubes and nanotubeý, in 

proximity to metallic tubes where the electfic field will be severely reduced. It could 

also be suggestive of either strong geminate recombination or the presencc of niany 

defective nanotubes which results in a camer range much less than our expectations, or 

a mixture of the two. 

To resolve this uncertainty, future work should focus on performing the 

experiments with semiconducting tubes only. A method of separation currently being 

investigated has been mentioned earlier (dielectrophoresis). There is also a requirement 

for an experiment that is able to disentangle the quantum efficiency from the carrier 

range. It has already been suggested that a worthwhile experiment will involve the 

cutting of the nanotubes in order to reduce their length to less than that of the carrier 

range. When L >> s, as they are cut the measured photocharge wIll rema, n unaft', cted. 

Once the condition L<s is reached there should be a systematic decrease of' the 

measured photocharge as the tubes are cut further. In the absence of such experiments 

the two quantities remain for now enfolded. 

Another unexpected phenomenon that suggests itself out of the model de\ elopc(I 

is that the nanotubes must be aligning with the applied electric field and the de&rce of 

alignment is proportional to the electric field. Such alignment lead', to an increa"c in the 

photoelectric effect per pair created. Given the carrier rnobility on the nanotubes %% ithin 
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our experimental arrangement and their high polarisability this speculation is eminentl\ 

plausible and is now the subject of an ongoing research effort as many C\perinient 

suggest themselves to lend support to this suggestion or otherývise. It is hoped to report 

on the outcome of these experiments in the future. 

6.4 Closing Remarks and Further Work 

The most likely reason why the encapsulated polymers showed no evidence ot 

photoconductivity is due to the presence of large intnnsic electric fields within the 

zeolites themselves, which are far in excess of the fields our samples werc subjccted to 

during the experiments. To finally resolve this question would require knowled, -, c of the 

average chain lengths of the polymers and I would recommend this as future work. As 

the monomer gas was polymerised in-situ, the chain length characterisation was not 

known in advance. 

It would be interesting to investigate the use of NMR to characterise tlie,, e 

samples, where you could perform an estimate of the chain lengths by coniparing the 

magnitude of the spectrum peaks which correspond the polymer material and the 

terminating end groups. Alternatively, ready made polymer chains could be 

characterised and then introduced into the zeolite channels. 

The novel experimental methods described in this thesis for obtaining nanotube 

photocurrents yield unique results compared to the works of others. Unlike experwicnt,, 

where photoconductivity was studied on SWNT mats and networks %%-here the 

nanotubes are in a fixed random orientation [48], the nanotubc, in our , arnplc 
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suspensions have the ability to move due to field induced alignment. The re,, ults 

presented here strongly suggest that such alignments are occurring. 

The results presented here have led to further work being camed out on the Kerr 

effect of nanotubes [76] where it has been shown that considerable alignments occur 

within 500 p at fields of I MVm-1 - The solution used here was dichloroethane wliich is 

considerably less viscous than the polymer oil used in our experiments. 

To further this research, greater knowledge of the sample charactenstIcs would 

be useftil, for example: a better knowledge of the length distrIbution. Also, It would be 

interesting to see how the results differ if we have a sample of pure semiconducting 

nanotubes. This would require an efficient and reliable separation technique to be 

developed. Major advances can be made in this research when the sample qualit% is 

vastly improved. However, at present this is not possible. 
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Appendix 

Appendix 1- Response Times and Quadrature 

Given the response of a system (oscilloscope), TI, and a separate adjunct with its 

own intrinsic response (sample, probe etc. ), r2, the overall response of the system is 

found by adding the two responses in quadrature to give the effective response rff. 

T"eff =r1+ 'r2 1) 

After the first filter, a delta function becomes a Gaussian with a width rl and the 

following filter convolves this with a second Gaussian of width This can be shown 

as follows: 

(1) The effect of one of these on a delta function is to give a Gaussian: 

to) => C exp 
(t -t OY 

2 

(11) The effect of the second is found by convolution 

(A. 2) 

ff (P)o5(t - t')dt fexp - (t 02 
tt)2 

2 

1' )2 

TI T2 
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As this is a complicated integral, the program Mathematica was used to evaluate 

the above expression between the limits of -co and +oo. This yielded the following 

expression which confirms equation A. 1. 

0)2 12 
+2 (t 

-t1T 212 f(t) = 
1.1 

22 71, r 2 +L exp 
lýI t) 

ex (A. 4) 
71 'r2 'rl + 'r2 71 l»2 

eff 
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Appendix 2- SWNT Band Gap Energies 

The following table shows the calculated values of nanotube diameters and 

energy band gaps by the use of equations 1.2 and 1.3. Duplicate values of (m, n)=(n, m) 

have been removed. The wavelength range shown is equivalent to the IR range of 

wavelengths we obtained from the OPO. 

Table Al - Semiconducting SWNT band gaps. 
n m Diameter (nm) Band Gap (eV) Excitation Wavelength (nm) 
1 6 0.52 1.37 909 
3 5 0.56 1.28 970 
2 6 0.57 1.25 999 
4 5 0.62 1.15 1082 
2 7 0.65 1.10 1134 
1 8 0.68 1.05 1184 
4 6 0.69 1.03 1208 
3 7 0.71 1.01 1232 
1 9 0.76 0.94 1322 
5 6 0.76 0.94 1322 
3 8 0.78 0.91 1365 
2 9 0.81 0.89 1406 
5 7 0.83 0.86 1447 

4 8 0.84 0.85 1466 

2 10 0.88 0.81 1543 

6 7 0.89 0.80 1562 

4 9 0.92 0.78 1598 

3 10 0.94 0.76 1634 

6 8 0.97 0.74 1686 
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