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Abstract

The increasing popularity of wireless communications and the higher data
requirements of new types of service lead to higher demands on wireless networks.
Relay based cellular networks have been seen as an effective way to meet users’
increased data rate requirements while still retaining the benefits of a cellular
structure. However, maximizing the probability of providing service and spectrum
efficiency are still major challenges for network operators and engineers because of
the heterogeneous traffic demands, hard-to-predict user movements and complex

traffic models.

In a mobile network, load balancing is recognised as an efficient way to increase
the utilization of limited frequency spectrum at reasonable costs. Cooperative
control based on geographic load balancing is employed to provide flexibility for
relay based cellular networks and to respond to changes in the environment.
According to the potential capability of existing antenna systems, adaptive radio
frequency domain control in the physical layer is explored to provide coverage at

the right place at the right time.

This thesis proposes several effective and efficient approaches to improve
spectrum efficiency using network wide optimization to coordinate the coverage
offered by different network components according to the antenna models and
relay station capability. The approaches include tilting of antenna sectors,
changing the power of omni-directional antennas, and changing the assignment of
relay stations to different base stations. Experiments show that the proposed
approaches offer significant improvements and robustness in heterogeneous traffic
scenarios and when the propagation environment changes. The issue of predicting
the consequence of cooperative decisions regarding antenna configurations when
applied in a realistic environment is described, and a coverage prediction model is
proposed. The consequences of applying changes to the antenna configuration on
handovers are analysed in detail. The performance evaluations are based on a
system level simulator in the context of Mobile WiMAX technology, but the

concepts apply more generally.
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Chapter 1 Introduction

Chapter1 INTRODUCTION

With frequency reuse and seamless handover features, mobile cellular networks
are the most common wireless communication systems. In recent years, mobile
operators not only provide voice calls, web surfing services, but also enable several
real-time multimedia services, such as video calls and Mobile TV. The need for
high-speed data services in mobile networks has increased remarkably. However,
mobile cellular systems were originally deployed to provide good coverage for
voice services, providing the required minimal data rate everywhere. Although
Mobile WiMAX [1] and future 4G mobile networks [2] promise to provide higher
data rates than previously, the cost of backhaul equipment and their installation
and lower speed of services around the cell boundary make it expensive to provide

high speed coverage over the whole network.

The integration of multi-hop capability into conventional cellular networks has
been seen as an effective way to develop high speed wide-area wireless networks
[3-10], where many advantages are expected in terms of coverage, throughput and
QoS provisioning. For example, a Relay Station (RS) situated between a mobile
station (MS) and a base station (BS) performs a relay of the transmission. Such
relay based cellular networks (RBCNs) can provide high data rate services and
expansion of coverage in an economic and feasible manner as the RS does not have
a wired connection to the backhaul. The basic hexagonal cell structure is still

assumed for the RBCNs and frequency reuse strategies are still used in this

topology.

Generally, each cell in a cellular network has a predefined traffic capacity, limited
by the available number of bandwidth units or channels, which could be
frequencies, time slots or codes depending on the radio access technique used. If a
larger number of MSs happen to attach to a single cell or if some of the attached

MSs generate excessively large traffic demand?, the attached cell can experience

1 Hotspot area is used to represent the potential traffic congestion area in this thesis.
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congestive overload, resulting in denial of service or decrease of connection
throughput which could result in customers’ dissatisfaction. Maximizing the
service providing probability and spectrum efficiency are always major challenges
for wireless network operators and engineers because of heterogeneous traffic
demands, hard-to-predict user movements and complex traffic models. Although
introducing RSs into a cellular network can enhance system capacity and coverage
quality, servicing heterogeneous demand and demand that changes both in
quantity and in geographic location over time is still a challenge for network
operators. Even if the channel capacity increases using broadband communication
technologies, it may not cope with heavy traffic congestion sufficiently since the
wireless network environment is more complicated and the communication load is
not always uniform distributed. These all have created the requirement to increase
adaptability of the wireless network through more efficient ways of using the

limited radio resources.

Previous research on wireless networks has led to many schemes to optimize the
radio resource and increase the system capacity [11-16]. Traffic balancing is
thought of as one way to handle the unexpected and uneven traffic demand and
many methods have been proposed to address this problem. Previous studies on
real time control of radio coverage patterns for geographic load balancing with
semi-smart antennas [17, 18] have shown that the system performance can be
improved by balancing traffic among different cells. In the research in this thesis,
adaptive control is investigated in more detail and extended. Cooperative control
is defined as a control mechanism with network wide optimization features to
adaptively control the Radio Frequency (RF) domain of the physical (PHY) layer of
the wireless network (such as the transmit power, tilting angle, radiation pattern)
according to the network situation (traffic demand changes, propagation

environment changes).

Normally, RF domain control or optimization is mainly considered in the network
planning stage using radio link budget calculations to guarantee the ability of the
network to ensure the availability of the services over the entire service area [19].
High spectrum efficiency will require good engineering of the cells by proper
choices for site locations, antenna beam width, tilt angles, orientation, etc.

However, sometimes it is impossible to acquire the best choice and the static
2



Chapter 1 Introduction

control limits the ability of the network to cope with the variable wireless
environment. Due to the large QoS requirement differences in the resulting radio
link budgets, uniform coverage and capacity designs as estimated for the
conventional voice-only radio networks, become more and more limited in their
ability to provide an efficient cellular network. The cooperative control for
geographic load balancing borrows some ideas from both dynamic radio resource
management (RRM) and smart antennas. It is an approach for traffic load
balancing that provides flexible radio coverage according to the current geographic
traffic conditions. In the network planning stage, the capacity and coverage are
coupled together for the local area. The radio resource allocation is optimized by
traffic load demand redistribution for each cell with the whole network radio
coverage controlled by cooperative changes to the RF domain of the PHY layer in
order to achieve cell-level spatial multiplexing. Cooperative control tries to make
full use of the total radio resources of the whole network by dynamic reshaping the
radio coverage to reallocate the traffic demand between cells. This process needs to
be performed cooperatively, as the local cells have very limited capabilities to

resolve traffic hot spots independently.

In this work, the cooperative control idea has been extended into a more general
cooperative format and applied in RBCNs to obtain system improvement and
adaptability. Firstly, the cooperative control process applies not only for the BSs,
but the RSs will also be working in close collaboration with each other and the BSs
to achieve more efficient radio resource usage. Secondly, the cooperative
optimisation not only responds to the traffic load changes but also responds to
environment and network changes. The radio coverage pattern will adapt if a BS
(or RS) fails, a BS (or RS) moves, MSs move, or simply demand changes. Thirdly, in
previous research in this area [17, 18], the semi-smart antenna system was mainly
considered as the vehicle to provide the cooperative control and flexible coverage.
In this work, simple antenna systems, such as the omni-directional antenna and
sector antenna, which are already mainly used in existing cellular networks, are

considered.

The objective of this work is to improve the capacity, performance and adaptability
of RBCNs by using the variable RF domain control of the PHY layer to mitigate

problems of load balancing and to increase the flexibility of coverage so that
3
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coverage is provided at the right place at the right time. Dynamically changing the
RF configurations also mitigates the problem of static network planning in the
context of a variable wireless environment. The aim of the cooperative control
process is to make full use of the potential capability of RBCNs. There is no
modification required to the wireless standards or protocols when this form of
cooperative control is applied. According to different situations (upgrade the
existing cellular network with dumb RS or fast deployment with smart RS), several
approaches are proposed with the adaptive concept. For practical usage, the radio
coverage and handover issues are also analysed to assess the potential risks of the
cooperative control when applying changes in a realistic environment. Although
large network cooperative optimization is the main objective of this work, local cell
optimization is also investigated and the latter focuses on the heterogeneous
demand in a single MS. This work investigates the above issues in the content of

Mobile WiMAX network standards.
Contributions:

The main objective of this work is to introduce an adaptability concept into RBCNs
and investigate the potential adaptability of RBCNs using cooperative control. The

contributions of this thesis are summarised as follows:

® An investigation into upgrading existing cellular networks with dumb RS.
According to the BS antenna model and adaptability mechanism, two kinds of
simple antenna system are considered, namely omni-directional antennas with
variable pilot signal power and sector antennas with simple tilting capability.
Two system wide cooperative algorithms are proposed to perform
geographical load balancing between network components. Perceived traffic
load is used to eliminate the requirement to exchange traffic condition
information and reduce communication overheads and system complexity.
The cooperative pilot power approach extends the “cell breathing” idea to a
more cooperative way and a large scale network optimization. Despite its
simplicity, limited improvement was shown for the case of cooperatively
adjusted variable power using an omni-directional antenna. The cooperatively
tilting approach shows a marked improvement in the system capacity,

especially in hot-spot areas.
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A novel fast deployable RS approach is proposed with phased array antenna
and passive direction of arrival (DoA). The fast deployment and adaptive
routing ideas are taken from the ad hoc network. With the adaptive antenna
and cooperative algorithms, RSs could be fast deployed with plug and play
convenience and RBCNs can be more efficient, more tolerant of environment
changes and discover its local area propagation environment. The hope is that
this can reduce the cost and even the need for detailed network planning. Such
an approach could be incrementally deployed into existing cellular networks.
It is inexpensive as the RS does not need a wired backhaul and there is no
expensive antenna system requirement. It is scalable because it retains a
cellular control structure and has a simple routing path to the BS. The objective
is not only to take advantage of geographic load balancing to maximize the
efficiency of radio resource usage, but also to provide adaptability and hence
resilience to faults and attacks. This approach is very suitable for scenarios that

need quick deployment and have high data rate requirements.

To support the flexible radio coverage feature, a radio coverage prediction
model is proposed. Linear and logistic regression methods are used to learn
coverage prediction models using survey data or data acquired during
network operation with cooperative control helps. A key point is that the
model can be learned through a bootstrapping process. Such a prediction
model is important for intelligent radio resource management as it allows
more accurate hypothetical reasoning and hence the discovery of optimal

solutions.

From the network level aspect, a detailed analysis of the effects on handovers
when control actions are applied. To mitigate the burst handovers that would
occur if handovers were applied when the antenna configuration changes, a
scheduling scheme is proposed. Based on the Mobile WiMAX standards, three
different handover algorithms are implemented and analysed in the context of

cooperative control in the RBCNs.

An adaptive radio resource allocation with serving node selection is proposed
to mitigate the different QoS requirements and traffic demands for single users

in a local cell area. The scalable solution illustrates an effective and efficient

5



Chapter 1 Introduction

approach for QoS provision in RBCNs. Important concerns are: (a) the
selection of the node to service the mobile user with a QoS that guarantees the
time delay requirement for multimedia services and eliminates bottleneck
links; and (b) the choice of the optimal slot allocation scheme that optimizes
the radio resource allocation to maximize user satisfaction levels and balances

the QoS requirements.
The author’s publications are listed in Appendix A.
The thesis is organised as follows:

Chapter 2 presents the background of the thesis. It reviews the literature in the
relay based cellular networks domain and gives a brief overview of radio network
planning, radio resource management and Mobile WiMAX networks. More details

are given in later chapters where appropriate.

A detailed description of cooperative control is presented in Chapter 3. A
comparison is made with other adaptive methods and its distinctive features in
this thesis are discussed. To evaluate cooperative control strategies, a
comprehensive Mobile WiMAX network simulator is built to credibly validate the
proposed approaches.

In chapter 4, the approach for upgrading existing cellular networks with dumb RS
is investigated. Two cooperative algorithms are introduced, which are based on an
omni-directional antenna with variable pilot signal power and a sector antenna
with real-time tilting ability. The performance of the algorithms is compared with a

“conventional” network, i.e. one with no optimization applied.

In chapter 5, a rapidly self-deployable and reconfigurable approach using a phased
array antenna system is introduced for the relay based cellular network. Passive
direction finding is used in this approach. The re-configurability of the BS
assignment makes the network more flexible than one where a RS is statically
assigned to one BS. Simulations are also performed to evaluate this approach, and

results are presented.

In chapter 6, the radio coverage and handover issues are analysed with respect to

the potential risks of using cooperative control in a real environment. A statistical

6
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estimation approach for radio coverage prediction and a scheduling scheme for
managing handover demand mitigation are proposed. Different handover
algorithms are also investigated for their behaviour in the context of cooperative

control.

In chapter 7, an adaptive radio resource algorithm is evaluated for relay based
cellular networks that address MS assignment concerns. It uses a global
optimization method to allocate the radio resource to balance the users’” QoS

requirements and maximize the radio resource efficiency.

Finally, the last chapter concludes the thesis and some suggestions are made as to

how the work could be extended.
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Chapter 2 BACKGROUND

2.1 Introduction

In this chapter, background on relevant research fields is introduced. Topics
covered include relay based cellular networks, radio network planning, radio
resource management and Mobile WiMAX networks. Only brief reviews are given
here. Details of each technology particularly related to the techniques developed
are described in the relevant chapters. Section 2.2 gives an introduction to the basic
concepts of cellular networks and ad hoc networks and reviews literature in the
relay based cellular networks domain. In section 2.3 and section 2.4, some essential
principles of radio network planning and resource management are reviewed.
Since cooperative control research is demonstrated in the context of a Mobile
WiMAX network, section 2.5 gives a brief introduction of Mobile WiMAX

technology. Finally, section 2.6 summarizes this chapter.

2.2 Relay Based Cellular Networks

2.2.1 Cellular Networks and Ad Hoc Networks

Cellular networks were first introduced in the 1980s. The motivation came from
the growing demand for wireless communications over a wide area, together with
limited frequency availability [20]. The main aim was to provide an efficient use of
spectrum and at the same time expand the coverage area by allowing spectrum to
be reused. They were also designed to handle mobility, so that users were able to
roam from cell to cell and connections were handed over to maintain the

communication.

The key cellular concept is radio resource reuse where the same set of channels can

be reused in different geographical locations as long as they are sufficiently far
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apart from each other so that interference is within tolerable limits. So, advanced

network planning is very important for the performance of a cellular network.

An ad hoc network is defined as the category of wireless networks that utilize
multi-hop radio relaying and are capable of operating without the support of any
fixed infrastructure [21]. An ad hoc network is formed to provide an alternative
communication infrastructure for mobile or fixed nodes and users, without the
spectrum reuse constraints and requirements of network planning of cellular
networks. The topology of ad hoc networks provides many alternative paths for a
data transfer session between a source and destination, resulting in quick
reconfiguration of the path when the existing path fails due to node failures. The
absence of any central coordinator or BS makes the routing a complex issue

compared to cellular networks.

The difference between cellular networks and ad hoc wireless networks are listed

below:

o Cellular networks use a fixed infrastructure. There is one hop link (BS to MS)
in the communication. It is designed for voice traffic, and it can guarantee
bandwidth and has seamless connectivity. There is a high cost of deployment
and network maintenance. The major goals of routing (here call admission) are
to maximize the call acceptance ratio and minimize the call blocking ratio. It is

easy to achieve time synchronization.

e Ad hoc networks do not use any fixed infrastructure. An ad hoc network can
have multiple hops in the wireless links. It is based on packed-switching and
shared radio channels, more suitable for best-effort data traffic. Self-
organization and maintenance properties result in quick and cost-effective
deployment. The main aim of routing is to find paths with minimum over
head [22] and also quick reconfiguration of broken paths [23]. Time

synchronization is difficult and consumes bandwidth [21].
2.2.2 Hybrid Networks

Multi-hop wireless networks have traditionally been studied in the context of ad

hoc and peer-to-peer networks. In recent years, there has been an upsurge of
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interest in the integration of multi-hop capability into conventional cellular

networks — Hybrid wireless networks.

In hybrid wireless networks, several architectures such as multi-hop cellular
networks (MCNs) [7, 10, 24] and integrated cellular ad hoc relay (iCAR) networks
[5, 6] have been proposed. The use of multi-hop connections, in which a station
situated between MSs and BSs perform hopping relay of the transmission, can
expand the coverage area and reduce the transmit power required per hop. The
capacity of a cellular network can be increased if the network incorporates multi-
hop relaying. The MCNs or iCAR networks can provide high capacity, resulting in
lowering the cost of communication to less than that of single hop cellular
networks [5, 7]. The base station maintains the information about the topology of
the network for efficient routing. In MCNs and iCAR, the base station may not be
involved in a multi-hop path if the communicated MSs are near to each other. As
the mobile users perform the relay function in these architectures, the main
problem arises if there are few MSs. In this case an efficient routing path may not
be found and there can be a low signal to interference plus noise ratio (SINK)

around the boundary area.

Figure 2.1 The structure of a relay based cellular network

In this thesis, the relay based cellular network architecture puts the fixed relay
stations near the cell boundary and limits the number of hops in a connection to

two, as shown in Figure 2.1. So, from the transmitter to receiver, there is no more
10
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than one relay station. In every communication, a BS must be involved. Hence two
types of connection is established in such a relay based cellular network and these
are called single-hop and two-hop connections. Using a single hop connection, a
MS is directly connected to a BS. A two hop connection is defined as a connection
of a MS to a BS via a RS. Especially in shadowed areas, a two hop connection may
yield a higher throughput between a BS and a MS than a single hop connection. A
MS at the cell border can use a two hop connection with a bandwidth efficient

modulation and coding scheme.

The fixed relay station (FRS) is chosen in the proposed relay based cellular network
as it has some advantages. For example, a fixed relay can handle a large number of
transmissions, and does not need to consider the increased energy consumption (it
is assumed that a FRS always uses a constant power supply). They can be
deployed at strategic locations that have good links between themselves and the
BS. This will reduce the propagation losses between the relaying station and user
terminal and thus reduce the required number of expensive cell sites.
Consequently, the use of FRSs can achieve higher link data rates and potentially

increase the high data rate coverage in a larger cell [8, 25].
2.2.3 Relay Station in Relay Based Cellular Network

With the help of OFDM technology and adaptive modulation and coding, the relay
station has been seen as an effective way to improve the system capacity of the
wireless network. The better the signal quality the higher the modulation level that
can be used for the communication channel and this can result in maximizing
system capacity. To clearly distinguish the relay station concept from those of a

repeater, Pico-Cell and FemtoCell, a comparison is given below.
RS Versus Repeater

The relay station in this thesis is based on the concept defined in IEEE 802.16j [26]
where the main functions are 1) to relay user data and possibly control information
between BSs and MSs (or other RSs), and 2) to execute processes that indirectly
support mobile multi-hop relays. For the main functions, the RS is very similar to a

repeater. They both relay the signal from the BS to the MS or vice versa. However,

11
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a RS is more complex than the repeater and has the additional functions listed

below [27]:

Flexible radio resource assignment;

e Scheduling;

e Bandwidth request and re-allocation;

e QoS support;

e MS handover support.
A repeater is essentially a low noise amplifier. By placing the repeater in a
coverage hole, the overall signal in both directions will become magnified,
allowing better quality service. However, anytime you add a repeater device in
your network, you risk adding interferers [28]. These repeaters are “dumb” in the
sense that they blindly retransmit all the signal received from the base station.
When you use a repeater, it increases not only your desired signals, but the noise
floor as well. Also, because repeaters simply expand the coverage area of an

already existing sector, they do not improve the system capacity.
RS Versus Pico-Cell

To overcome a small coverage hole or shadowing in a network, many
manufacturers and operators now have Pico-cells [29]. The Pico-cell BS is similar to
a small BS, which has nearly all the capability of the normal BS but a smaller
coverage. The RS is similar to the Pico-cell with small coverage and limited
capability, communication directly to the BS with a wireless link to the BS (wireless

backbone).

The main advantage over Pico-cellular BSs is that the RSs do not need a wired
network connection, which is the determining cost factor. The other advantages
such as the lower site acquisition costs and less costly antenna structures are very

attractive in their own right but they also mean that a RS can be deployed faster.
RS Versus FemtoCell

In recent years, the FemtoCell has attracted a lot interest from research and
industry as a means to provide sufficient performance in indoor environments. A
FemtoCell is defined as a low power wireless access point that operates in licensed

spectrum to connect standard mobile devices to a mobile operator’s network using
12
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residential DSL or cable broadband connections [30, 31]. The FemtoCell uses an
existing internet connection, and this can obviously decrease the cost of installation
and deployment. Because of the required wired backhaul connection, the
FemtoCell is limited to the home or office environment and competes with WiFi

networks.

2.3 Radio Network Planning

The radio network is part of the wireless network, which includes the BSs, MSs
and the interface between them. The result of radio network planning will affect
the performance of wireless networks. A basic network planning process is shown

in Figure 2.2.

The main objective of radio network planning is to provide a cost-effective solution
for the radio network in terms of coverage, capacity and quality [32]. Because of
the complexity of the real environment and different wireless technologies used,
the network planning process and design criteria vary from region to region

depending upon the dominating factors and network operators’ requirements.

Pre-planning Site survey Radio

Network
requirement

Frequency Parameter

: . network
planning planning

planning

for coverage and
and capacity selection

A\ \ N\ AN S\ A\

Figure 2.2 The radio network and network planning processes
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The network requirement process in Figure 2.2 makes an assessment over the
planning area of potential traffic demands, service type provision, etc. The
potential traffic demand is dependent on the user communication rate and user
movement in the planning area. After the pre-planning for coverage and capacity
according to the network requirement, specific areas are identified for prospective
sites. The parameter planning pre-defines and optimizes the parameters to provide
the seamless communication and minimize interfere. These parameters include

those related to signalling, radio resource management, handover, etc.

One objective of the research reported in this thesis is to adapt the radio coverage
to achieve traffic load balancing, so the radio coverage and capacity planning part
are given more focus here. Radio coverage planning includes defining the coverage
areas, service probability and related signal strength [19]. The antenna system used
by the cell and local propagation environment are also considered at this stage in
radio coverage planning. Radio coverage will be discussed in further in chapter 6

where a radio coverage prediction approach is described.

A definition of capacity must include the subscriber and traffic profile in the region
and whole area, the availability of the frequency bands, and frequency planning
methods [33]. Capacity planning should not aim only to meet current demands
and state, but the solution should also aim to comply with future requirements by
providing an acceptable development path. So, a good network plan will consider
and optimize network capacity and growth, architect network resilience and

survivability [34].

The provision of high data rate services and multiple services in 3G and future
wireless networks means that network planning and optimization become more
important and difficult than ever. The optimisation will be a capacity-quality

trade-off instead of a plain quality improvement process [34].

2.4 Radio Resource Management

The role of RRM is to provide QoS guarantees to mobile users according to their

bandwidth requirements while maintaining the high utilization of network

14
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resources [35]. The objective of a RRM scheme is to assign a cell, a channel and a
pair of transmitter powers to as many communication links as possible at any
moment of time subject to the constraint that the quality of all links should be
above a certain threshold. The RRM process for an MS starts when the MS is trying
to make a phone call and ends when the call is finished or dropped. This is shown
in Figure 2.3. RRM is important from the perspective of air-interface resource
utilisation, offering ways to achieve optimum coverage and capacity for a quality

of service guarantee.

The RRM processes in a wireless network could be divided into two levels [36], the
macro-level and micro-level. The macro-level is to control the connection access
and QoS requirement of the MSs, which involves connection admission control
(CACQ), radio resource allocation (RRA), etc. The micro-level is to guarantee the
QoS of MSs when connected, and includes power control and package scheduling.
This thesis focuses on the global optimization for radio resource optimization with
RF domain of PHY layer control, so the macro-level resource management is more

relevant and so a detailed description is given below.

Handoveralgorithm
New Call arrival Handover state
Admission algorithm Check
\ 4 A
BS assignment BS assignment
\ 4 Y
Admission check Hand-in check
Channelallocation Channel allocation
A4
Congestion
Power Control [+ gestl <
" Control |
I A A :

Figure 2.3 The flowchart and processes in the radio resource management
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CAC is to provide QoS guarantees for the MSs that request admission to access the
network while efficiently utilizing radio resource of the local cell [37, 38]. Based on
the QoS requirement of MSs and available radio resources, CAC decides on
acceptance or rejection of the new connection and handover requests. Rejecting a
new call request leads to call blocking at service initiation and rejecting a handover
call request leads to call dropping in the middle of service. If the connection
request is accepted, radio resource allocation will allocate the radio resource
according to the QoS required. However, if more MSs request access or handover
for the local cell, this local cell starts to become congested, and congestion control
action needs to be taken to mitigate the effects. Some existing methods for
congestion control have been given in [14, 39]. The research described in this thesis
could be thought of as a form of congestion control, but using an entirely different
approach: adaptively changing the antenna configuration of the antenna system to
optimise the radio coverage (and hence received power) in order to minimise the

traffic congestion.

2.5 Mobile WiMAX Network

Broadband wireless access (BWA) has become the best way to meet escalating
business demand for rapid internet connection and to integrate data, voice and
video services. The Institute of Electrical and Electronics Engineers Standards
Association (IEEE-SA) published the first version of its IEEE Standard 802.16 in
December 2001 [40].

WiMAX (Worldwide Interoperability for Microwave Access), is based on the IEEE
802.16 standards. It is a wireless technology and designed from the ground up to
provide wireless last-mile broadband access in a Metropolitan Area Network
(MAN) [1]. The Mobile WiMAX network is based on the IEEE802.16e standard,
which was published in February 2006 [41]. The Mobile WiMAX air interface
adopts Orthogonal Frequency Division Multiple Access (OFDMA) for improved
multi-path performance in non-line-of-sight (NLOS) environments. Adaptive
modulation and coding (AMC), Hybrid Automatic Repeat Request (HARQ), Fast

Channel Feedback, and a full range of smart antenna support were introduced

16
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with Mobile WiMAX to enhance coverage and capacity for Mobile WiMAX

networks.

For enhancement of coverage, throughput and system capacity in Mobile WiMAX
networks, the Relay Task Group (802.16j) approved in March 2006 [26] the
development of a Multihop Relay Specification. Since a simulation network is used
to validate this thesis is based on a Mobile WiMAX network, more details about
the Mobile WiMAX will be described in chapter 3. More information for the Mobile
WiMAX and IEEE 802.16e standard can be found in [40-43].

2.6 Summary

In this chapter, some essential principles and advantages of RBCNs are briefly
explained. To distinguish the concepts of RS, repeater, pico-cell BS and FemtoCell,
a brief comparison is also given. Following this, the basic goals of network
planning and radio resource management are described. Finally, as the simulation
network used in this thesis was based on the Mobile WiMAX technology, Mobile
WiMAX network is introduced.

17
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Chapter 3 MOBILE WIMAX SYSTEM LEVEL
SIMULATION FOR COOPERATIVE CONTROL

3.1 Introduction

In the previous chapter, the essential principles of radio network planning and
radio resource management were briefly described. Cooperative control is seen as
a flexible and economical solution for geographic load balancing to make full use
of the limited spectrum resource and mitigate the problem of static network
planning. In the first part of this chapter, a detailed explanation of cooperative
control and discussion of other adaptive methods are given. Following this, the
distinct features of cooperative control in this thesis are explained. A key point of
the cooperative control research is to develop optimisation algorithms for
cooperatively adjusting the physical antenna coverage patterns. As described in
chapter two, Mobile WiMAX is a broadband wireless solution and introduces relay
stations to enhance the flexibility of the network architecture. In order to test the
performance of the optimization algorithms in the context of Mobile WiMAX
networks for non-uniform traffic distributions, a comprehensive WiMAX network
simulator has been developed by the author. Its features include connection
admission control, power control, and handover management. In the last two
sections of the chapter, there is a detailed explanation of the architecture of the
system level simulation tool and how it works. To validate the simulator, the
simulation result is compared with data published by the WiMAX forum [1] using

the same network parameters.

3.2 Cooperative Control

Larger demands of heterogeneous wireless services drive current and future radio

technologies to increase the cellular network capacity. The traditional way to
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increase network capacity is to increase the number of carrier frequencies per cell.
While this is the most straightforward method it is clearly limited by the scarce
spectrum resource. Another way is to use the cell splitting technique [44], which
decreases the size of the cells by splitting and inserting new transmitting sites in
the network. This is quite costly, and when we consider the backhaul and the cost
of hardware and maintenance, it usually does not make sense unless the network
operator can be sure that this area will continue to have a high level of demand.
The challenge involves meeting an evolving and generally increasing demand that

may vary dramatically between different geographic areas of the network.

In recent research, dynamic radio resource management is seen as a cost effective
and flexible way to optimized spectrum utilization and improve the system
capacity. Dynamic radio resource management mitigates the problem by
employing adaptive approaches in channel assignment, re-allocation and sharing

aspects of wireless communication, and typically takes one of two approaches [45]:

e Capacity Adaptation: An overloaded cell can try to increase its own
capacity by borrowing capacity from neighbouring cells. Examples are
channel borrowing [11, 46], channel sharing [12, 47], dynamic channel
allocation [13, 14, 48-50].

e Load Adaptation: An overloaded cell can try to reduce its own load by
forcing or directing some or all of its associated wireless devices to switch
to alternative neighbouring cells. Examples are cell breathing [51] and soft

handover schemes [16, 52, 53].

Most of the literature in load-balancing schemes has focused on the capacity
adaptation solution: an overloaded cell borrows excess capacity from neighbouring
underutilized cells. When overloaded, a cell borrows idle communication channels
(essentially additional capacity) from neighbouring cells. The cell coverage,
however, remains unchanged and the co-channel interference may be increased
and leave a hotspot area in a worse situation. Such schemes also work only when
an individual cell has expensive hardware and specialized software to support

multiple simultaneous channels.
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Recent studies also show the potential opportunity for application of smart
antennas [54] to achieve load balancing, by employing spatial division multiple
access (SDMA) schemes. They have greater compatibility with network evolution
as the use of RF to access mobile networks is unlikely to change. However, most
work on smart antennas only considers the radio propagation channels within one
cell and these severely limit their efficiency. With the multi-hop feature, in [55], [56]
and [57], the authors present load balancing algorithms for efficient routing in
multi-hop wireless access networks. However, the route balancing is limited by the
traffic distribution and if there are few MSs, it may not find a routing path. The
battery consumption and complicated mobile relay communication are also

constraints for the routing balancing schemes.

Cooperative control for geographic load balancing is a kind of load adaption
solution, which borrows some ideas from both dynamic radio resource
management and smart antennas. It is a control mechanism to apply real time
adaptive control at the RF domain of PHY layer (such as the radiation pattern,
transmit power or tilting angle) according to the traffic demand and adjusted to
support load balancing over the network. A central feature of the mechanism is the
development of algorithms to coordinate the radiation patterns of an antenna that
can learn from the environment during operation, so that the radiation patterns
generated provide coverage where and when it is needed. This is could be thought
as a novel way for network optimization that adapts the RF domain parameters of
the PHY layer with self-configuration features for each local cell. The cooperative
optimization is with respect to the whole network rather than optimization based
on the local on-site cell. (However, the cooperative optimization algorithm can be
distributed so the cells can make their decisions autonomously. A distribution

approach based on colour labelling is proposed in [58]).

The main objective of cooperative control is to adaptively control the RF domain to
achieve radio network performance optimization, and is divided into two parts:
one for spectrum utilization optimization with geographic load balancing; and the

other for real time RF domain optimization of the radio network.
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Geographic load balancing

To achieve the geographic load balancing from the network level point of view,
cells (sectors) with an excess of demand will let MSs that are near the boundary
handover from the higher traffic demand cell to a neighbouring fewer traffic
demand cell (sector). To support the collaboration feature, the antenna
configuration responds to the handover processes to support the link setup.
Several algorithms, such as [53] and [12], also propose that the BS directs the MSs
to handover. They make use of the inevitable overlap area that exists among the
cells, and direct calls from one cell to some of the neighbouring cells. The retry [53]
and load sharing scheme [12] balances the traffic, but the optimization is limited
because the traffic in the overlap area and in a high traffic load cell still may have a
high blocking rate as the cell coverage is unchanged. The traffic balancing is also
only limited to the neighbouring cells rather than providing a network level
optimization. The difference between the above schemes and the cooperative
control described in this thesis is that the cooperative control in this thesis uses the
RF domain to optimize the radio coverage and the handovers of MSs are the
network level consequence of the change in radio coverage. Such cooperative
control could improve the signal quality of the whole network whatever the traffic
distribution. Cooperative control does not need to modify the handover algorithms.
This means the cooperative control is handover algorithm independent, although
different handover algorithms will have different performance, which will be

investigated in the chapter 6.

In the cooperative process, adjacent cells will change their radio coverage and
partially focus their radiated power onto the hotspot, e.g. one might cover more
and another back off. More capacity is indirectly given to the hotspot by the
congested cell through reducing its coverage. Meanwhile other neighbouring base
stations expand their coverage to fill any gap left by the changes thus lending some
capacity to the hotspot. The dynamic coverage approach delivers optimized
network capacity through traffic load balancing. This is the basic benefit from

adaptability of the network.
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Real time RF domain optimization

In the network planning stage, a network covering a big region will require
analysis for each part of the region separately, as propagation conditions (apart
from topography) will change from one region to another. This could lead to a
long period of analysis and the analysis may only consider the static situation.
Although BS site optimization takes a lot of work to ensure signal reception, holes
in radio coverage are still inevitable. An on-site engineer making changes to the RF
is the normal way to achieve RF domain optimization. By changing antenna angles,
adjusting power levels, and changing antenna heights, with the aim of increasing
signal quality, an engineer can limit the amount of dropped and poor quality calls
[32]. However, this method has no real time capability. It is typically carried out in
off-peak hours and only when poor performance has already happened. Flexible
radio coverage could mitigate the cost and time to deployment of a network, by
changing cell shape to adapt to perceived traffic distribution and propagation
environment fluctuations. According to the perceived performance of a network,

cooperative control could optimize the RF domain in “near” real time.

3.3 System Level Simulation for Cooperative Control

3.3.1 The Architecture of the Simulation Tool

To evaluate performance capabilities of optimization algorithms for Mobile
WiMAX technology in the presence of non-uniform traffic distributions, a
comprehensive WiMAX network simulator has been developed by the author. The
simulator is mainly based on the OFDMA-TDD (time division duplex) system
according to the IEEE802.16e [41] and Mobile WiMAX [1, 59]. In this section, the
basic simulator architecture is described. Additional information related with the

Mobile WiMAX standards will be described in section 3.4.2.
There are several reasons for the system level simulation used in this thesis:

e Firstly, system level simulation is used for radio network optimization
purposes, i.e. changing certain system parameters in order to reach an

optimal configuration for the given network. This is very suitable for
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cooperative control research with variable antenna configuration settings
and considering the impact of different policies over the whole network.

e Secondly, system level simulation can be used to evaluate the performance
of a specific network by collecting QoS measures of all MSs in the network.
In this thesis, the perceived QoS parameters for end users are used for the
QoS measures, such as: call blocking rate, call dropping rate and system
throughput. It offers much insight into the overall system-level
performance of a wireless network as a whole.

e Multiple cells and a large number of mobile users were included in the
system level simulations in contrast to link level simulations, which
commonly only evaluate the performance of signal transmissions. A
combination of the link level and system level would be a feasible option,
but the complexity of such simulator (including everything from the
waveforms to a network with many cells and thousands of mobile users)
was considered too high. Link level or package level simulation was
considered over-complex to obtain simulation results for the heterogeneous
traffic demand, where the traffic demand changes over time and

geographic location.

This system level simulation uses Monte Carlo techniques [60]. The Monte Carlo
method is commonly used to sample from different probability distributions in
order to simulate a desired system and makes extensive use of random number
generators to generate the samples. Stochastic models are useful for obtaining
numerical solutions to problems that are too complicated to solve analytically [61]
such as heterogeneous traffic distributions. The traffic scenario models used will be

explained in section 3.3.3.

This simulation system needs to be capable of simulating Mobile WiMAX
networks with unevenly distributed traffic, with different antenna systems. To
evaluate the variable traffic distribution situation, the discrete event approach is
used. Within the context of discrete-event simulation, an event is defined as an
incident that causes the system to change its state in some way, e.g. a call request, a
handoff request, a movement of a MS, and the chronological sequence of events
represent the dynamics of the system [62]. The discrete events in this simulation

are defined by the traffic distribution changes. A traffic snapshot is used to
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represent the traffic distribution instance for a traffic scenario in this thesis. The
sequence of traffic snapshots simulate a dynamic traffic scenario, where the traffic
distributions vary from uniform to heterogeneous. Typically, in a sequence of
snapshots the traffic is initially spread uniformly over the geographical area, and
as time progresses clusters of high demand traffic are formed by the active moving

and active stationary MS.

The system level simulator contains three main components: the network initialiser,
the network optimiser and the network simulator. The simulation is performed
iteratively to calculate both uplink and downlink system capacity for the traffic

configuration in each snapshot, as illustrated in Figure 3.1.
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Figure 3.1 The simulator architecture

At first, the simulation network needs to be initialised with a network topology
(the locations of BSs and RSs) and antenna model (the horizontal and vertical
radiation pattern). According to the traffic scenario setting, such as hotspot
locations, number of hotspots, population in hotspot area, etc, a set of traffic

snapshots will be built and stored in text files, one snapshot per file.

After the network initialization, the Mobile WiMAX simulation will run based on
the snapshots created for the traffic scenario. For each traffic snapshot, the network
simulation evaluates the QoS performance of the simulation network. Experiments
using the chosen optimization algorithm are then performed for the network under
the same traffic conditions as for the conventional network. The conventional

network simulation is normally a simulation with conventional usage of antennas
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and relays. All the other parameters are kept the same for the optimizing network
simulation and the conventional network simulation so that the improvements in

system capacity and other statistics can be fairly addressed.
3.3.2 The Processes of the Network Simulator

Mobile WiMAX simulations are first performed for a conventional network
simulation just after the network initialisation. This simulation performs a system
level simulation for the Mobile WiMAX network. The Mobile WiMAX simulation
includes two parts: uplink and downlink. In the uplink and downlink, the
following processes are done: connection admission control, handover, power
control and adaptive modulation and coding. The flowchart of the simulation
processes is illustrated in Figure 3.2 and the detail of implementation is explained

in section 3.4.2.

Compared to the processes of radio network management (described in the
Chapter 2), the simulator evaluates the probability of providing service in the
simulation network. For each active MS, the simulation processes illustrated in the
figure are applied and a decision to accept or block (or drop) this MS is made. The
simulator performs a sequence of distinct discrete event simulations centred
around the configuration provided by snapshot files. The simulations are used to
determine the performance of the system for the network state indicated by the
snapshot. In each simulation, as time passes, the traffic distributions change
continuously from the beginning of each traffic snapshot. Each traffic snapshot is
the basis of a period of discrete event simulation, starting at the time of the
snapshot. The duration of the window is chosen so as to be able to collect a reliable
estimate of the network performance for the demand at the snapshot in question.
There are 100 replications of the discrete event simulation process at each traffic
snapshot. After the discrete event simulations the simulator advances to the next
snapshot and the discrete event simulations at the new snapshot is started. For
each discrete event, the processes of simulation described above are performed for
each active MS. For each snapshot, multiple discrete event simulations are run for
the active MSs in the simulation network. The duration of each event simulation is
600 million seconds (this could be changed). One hundred replications of the

discrete event simulations are made and the statistics on call lost rate and errors
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are computed from the results. 100 replications are chosen as this ensures a small

standard error of the statistics computed.
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Figure 3.2 The flowchart of simulation processes
3.3.3 Traffic Model

The voice call is by far the most popular and most commonly used service in
mobile network. In the multi-cell simulations, real time voice traffic is assumed for
all the mobile users. It has fixed bandwidth demand for the uplink and downlink
and its continuous characteristic can well represent the state of channel when
cooperative control is applied. The proposed optimization algorithms for
cooperative control did not depend on the traffic types, and the different services
have been investigated in the Chapter 7. The common model for a single voice

source uses an ON-OFF process [63], which also applied in this thesis. The traffic of
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each user is randomly generated using an ON/OFF model with the interval
between connection requests following a negative exponential distribution. The
formula used to generate samples from the exponential distribution is shown in
equation (3.1), which is obtained by inverting the cumulative probability

distribution.

Y = _71 ‘In(X) A2>0X € [0,1.0] (3.1)

where X is generated by sampling from the uniform distribution using a pseudo-
random number generator. A is the rate of call requests. Y is the time to the next

connection request.

The random number generator (RNG) algorithm used in the simulation was
developed by Jacob S. Rosenberg from the University of California, Berkeley. More
detail about this algorithm could be found in the book [64] and GUN project
website [65]. The RNG used is the random function from BSD UNIX systems [66].
This BSD RNG is a combined multiple recursive generator, which is used for the
cryptography of the BSD system [67]. The period if this BSD RNG is 16(32-1), which
is enough for the simulations, and the statistical features of it are also good for

Monte Carlo simulations [60].

The Mobile WiMAX simulator implements the RRM functions and captures the
dynamic end-to-end behaviour of the overall simulation network. The RRM
mechanisms are responsible for ensuring that a certain planned coverage for each
service and QoS of connection will be provided and keep the blocking as low as
specified. The traffic scenario is used to represent the traffic demand changing over
geographic location and time. The simulator creates a specific scenario for
evaluating capacity and coverage, and the cooperative control algorithms optimise

the radio resources usage for this specific scenario.

Different traffic scenarios can be used in the simulations. Each scenario is like a
story. Typically, in a scenario initially the traffic units are uniformly distributed all
over the network and the MSs start to move. Then hotspots are gradually formed
by selecting coordinates and making predefined number of users move to
approach these, also potentially moving, hot spot coordinates. According to the

user movement research in [68, 69], the locations of MSs in the hotspot area are in a
27



Chapter 3 Mobile WiMAX System Level Simulation for Cooperative Control

Poisson distribution relative the centre of the hotspots. The MSs not in the hotspot
area still uniformly distributed geographically. The formed hotspots usually move
in a linear pattern through the network. The scale of each hotspot is adjustable.
Generally 100 traffic snapshot files are generated for each scenario. The snapshot
files store the coordinates, the traffic type and the demand of each mobile user.
Each file is created by the scenario builder and describes the geographic
distribution of traffic units and hotspots of a scenario. Although the number of
traffic snapshots for each scenario could be more (or less), this only modifies the
length of simulation story. The interval between each scenario is usually notionally
60 seconds, so in total one scenario and hence simulation corresponds a 100-minute

long scene. However, a snapshot could be generated for e.g. every second.

The traffic scenario files are built using a tool developed by the author, called the
scenario builder. This was developed using the C++ language. A traffic scenario is
defined by the number of hotspot areas and the number of MSs in each hotspot
area. The location of a hotspot can be defined randomly or manually according to
the simulation requirements. When the random option is chosen, the (x,y)
coordinates are each sampled from the uniform distribution. The size of the
network can be specified either in terms of the total number of MSs or the number
of cells. Based on the input parameters of a scenario, the coordinates of all the MSs
in the simulation network are generated by the scenario builder. The speed of the
MSs is 30km/hour and the directions of movement are based on the location of the
hotspot area. All MSs are all moving and movement is such that MSs converge

onto the nearest hotspot area.

The typical behaviour of hotspots in the experiment to be described is shown in
Figure 3.3 (the red points represent the congested MSs): The sketch does not give
the exact activity times for hotspots. It is presented simply to give a better
understanding of the evolution of the simulation scenarios used. For example, at
the start traffic units are all uniformly distributed and they can form hotspots, then
the hotspots may move through the network area. Usually in the models built,
hotspots attract each other and intensify the traffic demand density of some cell
clusters. Traffic units not belonging to any hotspots will also move around in the
cells. Traffic units congregate in the hotspot areas while the traffic units in other

areas are still uniformly distributed.
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Figure 3.3 Typical hotspots activity

3.4 Mobile WiMAX Simulation and Simulation

validation

3.4.1 Mobile WiMAX Simulation

In the simulator, the simulation network deployment is specified in terms of BS
and RS placement. The effects of channel variations such as path loss and shadow
fading are incorporated into the analysis. The traditional hexagonal cellular model
is used as illustrated in Figure 3.4. In each cell, there is a BS in the centre and some
fixed relay stations near the cell boundary. BSs are directly connected to their

backbone network and fixed RSs are located within BS coverage.

29



Chapter 3 Mobile WiMAX System Level Simulation for Cooperative Control

Downlink

subchannel

Time

Figure 3.4 The network component topology and channel model of the simulator
Uplink and Downlink

As the initial release of Mobile WiMAX certification profiles only support the TDD
operation, the TDD duplex method is used in the simulated Mobile WiMAX. In the
case of TDD, the 802.16e standard divides transmission time into super frames and
each super frame can be divided into a downlink sub-frame and an uplink sub-
frame [41]. The uplink and downlink transmissions share the same frequency but
are separated in time. A downlink sub-frame starts with a preamble, which helps
MSs perform synchronization and channel estimation. The downlink scheduling is
simple because the only sender is a BS. The data packets are broadcast to all MSs
and a MS only picks up the packets destined for it. For the uplink, the BS
determines the number of time slots that each MS will be allowed to transmit in an

uplink sub-frame

However, when RSs are introduced, the normal frame structure could not be used.
There are several proposed frame structures in the multi-hop group [26], a simple
but sensible one is used as illustrated in Figure 3.4. If the MSs directly link to the
BS, the sub-channel and time slot usage are the same as for the normal cellular
network. When the MSs indirectly link to the BS by the RS relay, each time slot is
divided into two parts. One is for when the BS sends the data to the RS. Within a
given frequency channel and antenna sector, all RSs and MSs (directly connected
with BSs) receive the same transmission. The other time slot is for when the RS
relays the data to the MSs. For the uplink, the MSs and RSs share the uplink to the

BS on a demand basis.
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Abstract PHY and Channel Model

One of the biggest challenges in system level simulation is to develop a reliable
PHY abstraction method that can support intensive system level simulation. The
objective of the PHY abstraction method is to accurately predict link layer
performance with a computationally simple model, which is critical for system
level simulation. The PHY of Mobile WiMAX is based on the OFDMA or scalable
OFDMA (S-OFDMA) technology [1]. In the simulator, there is no implementation
of the OFDMA, only the essential principals and features of OFDMA are used in
the simulator. Following the key OFDMA orthogonality feature, perfect orthogonal
sub-channels are assumed and intra-cell interference is ignored. The inter-cell
interference is the main interference for the OFDMA system, which is calculated

based on [70].

Accurate description of wireless channels is also essential for the evaluation of
system performance. In the simulator, perfect channel modelling is assumed. A
perfect channel here means that if a mobile user’s connection request is accepted,
the small-scale behaviour of the system that is affected by instantaneous variations
in the channel is not considered. There will be no package or frame loss, no delay
will occur except the delay in the RS, and the signal attenuation is only caused by
the propagation effects. Only when the transmit power of a MS reaches its limit
(through uplink power control) or handover fails (as a result of target cell
congestion), will it lose its connection. Because of the simple assumption for the
PHY layer, the real time performance of the OFDM signals cannot be included in
the simulation model. Hence, this is all about the radio resource usage rather than

low level link management.
3.4.2 Simulator Implementation and Parameter Settings

This section presents the details of the Mobile WiMAX simulator and the
parameter settings used. Most of the simulator implementation is according to the
Mobile WiMAX standard [41], Mobile WiMAX white papers [1, 59] and the
documents contributed to IEEE 802.16's Relay Task Group [26] to make sure of an

accurate representation of Mobile WiMAX system.
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Connection admission control

Mobile WiMAX is a connection-oriented system, and the CAC mechanism deals
with the management of a new connection requests. In the proposed relay based
cellular network, the admission control module at BSs accepts or rejects the new
connection. The RSs only relays the connection request messages to the BS. Because
there are two types of links in the communication, the processes of requesting

connection and granting bandwidth are implemented separately.

When a MS wants to request a connection, it has two choices: one is to link directly
with BS, the other one is to link indirectly with the BS via the RS. The selection is
achieved by comparing the pilot signal strength. As the direct link with the BS is
like a traditional cellular network, the processing detail will not be described here
(more detail can be found in [41]). The process for the indirect link with BS via RS

is illustrated in the Figure 3.5.

If the RS has the bigger pilot signal strength, the MS will synchronize with the RS
and send the connection request message. The RS will not make any decision on
the request and simply relay the message to the BS that is serving it. The BS will
make the decision on the request according to the available radio resource and the
state of the MS. If the admission control module accepts the new connection, it will
notify the uplink packet scheduling component at the BS and provide the token
bucket parameters to the traffic policing module at the MS. The BS then broadcasts
the UL-MAP to all MSs and RSs in the downlink subframe. As radio resource
usage and connection is the focus of the system level simulation, perfect OFDMA
scheduling is assumed for the uplink and downlink to guarantee the QoS (more

information about the OFDMA scheduling can be found in [71] and [72]).

32



Chapter 3 Mobile WiMAX System Level Simulation for Cooperative Control

&

Synchronization
& wms <

Request connection

ﬁ Synchronization =

<
<

Request connection

v

A\ 4

BS __ Connection accept

4
2 _ Connection accept
&2 -

Bandwidth request

4

Bandwidth request

v

A 4

y

g FRS _ Grant bandwidth
Grant bandwidth

<«

Send data >

Relay data

Y

Figure 3.5 The message signalling for the two hop link

When a MS wants to establish a connection with a BS or RS, the CAC module
located at the BS determines whether the system accepts the new connection or not.
Before the decision, CAC will collect the state information of the system and
confirm that the new connection does not degrade the QoS of current connections
(this naturally depends on the business policy) and the system can provide the

QoS requirements of the new call. So, a connection is admitted if:

e There is enough bandwidth to accommodate the new connection while
also keeping enough reserved bandwidth for potential handover users.

e There is enough SNR to support the new connection setup
e The QoS of existing connections is maintained

Suppose there are j' MSs using the i‘" classes of service in the coverage of cell m
(including both BS and RSs served by the BS), the current radio resource usage for
Cell m could be calculated by:

]'i

I
Ciotal = Z z r(i,j) (3.2)
i=1

j=1
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where r(i,j) is the used bandwidth of the j™ MS for the i™" class of service, i is the
number of service classes. When a new connection comes, the following principle

should be held:

Ctotal,old + AC < Ctotal,Max
SNR}, > Mingyg,, Vj (3.3)
SNR}, > Min_SNRy,Vj

where Ciorq1014 i the current total of used bandwidth, AC is the bandwidth of the

new connection request and Ciy¢q; pax is the maximum bandwidth that the Cell m

can supply. SNR{;L and SNR{,L are the downlink and uplink SNR for the MS j,
Min_SNR_DL and Min_SNR_DL are the minimum required SNR for DL and UL

( using the lowest modulation and coding scheme).

Bandwidth Granting Scheme

In the IEEE 802.16 standards, regarding the granting of bandwidth requested, there
are two modes of operation: Grant per Connection mode (GPC) and Grant per
Subscriber station mode (GPSS) [42]. In the first mode, the BS grants bandwidth
explicitly to each connection. Only voice service is assumed for each MS in most of
the simulations, hence there is only one connection for each MS in this simulation.
So, it is feasible for the GPC granting mode to be used for MSs with a direct link to
the BS. In the second mode the bandwidth is granted to all the connections
belonging to the subscriber station. This mode is suitable when there are many
connections per terminal and allows more sophisticated reaction to QoS needs.
GPSS is used for RSs as this allows an RS to re-distribute bandwidth among its
connections, maintaining QoS and service-level agreements. A RS requests the BS
for bandwidth on behalf of all the MSs attached to it, and the BS grants 