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ABSTRACT

With the increased globalization and expansion of the markets worldwide, companies
have to struggle with increased competition. Therefore, organisations have begun to
offer advantages such as a personalisation of products to potential customers. Market
conditions and legal policies can make it challenging to predict whether those ad-
vantages can be realized. Project managers are often in the position of having to fulfil
these requirements; in continuously changing influencing factors that make tasks diffi-
cult to manage. These circumstances create complexity. Frequently, managers are una-
ware that complexity has created problems in a specific project. Often, the traditional
standards of project management no longer provide a sufficient support to managers of

complex projects.

This research investigates how current standards of project management address com-
plexity, and whether a supplement is necessary. Complexity strengtheners are investi-
gated. One standard Project Management Institute (PMI) is selected as an example to
analyze the influence of strengtheners on PM-processes. A funnel model is developed
based on these research findings. This is aimed to help managers in their daily practice
and support them in categorizing the complexity of their projects. Based on this model,
managers should be able to recognize the actual strengtheners of complexity and which
processes of their project are affected. Finally, a possible adaption of the standard is re-
searched. A proposition for a new comprehensive guide is designed to support manag-

ers carrying out complex projects.

The key managerial implication of this research is the development of a five-step model
for handling complexity in projects: forming, storming, norming, performing, and ad-
journing. Furthermore, the intent of this thesis is to make a valid contribution to the
management literature. For handling complexity the new funnel model should close the
gap between the recognition of complexity in a project and underlying causes. The new
five-step model thus provides project managers helpful guidelines for handling complex

projects.

This research applies a mixed method, consisting of a survey (quantitative method) and
focus interviews (qualitative method) with experts of project management (PMI) in
Germany. There are approximately 4.900 PMI certified project managers in Germany;
more than 170 participated in the survey (3.6%). This is considered sufficient to provide
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reliable results for this research. Further, three focus interviews deepen the knowledge
and validate the results of the survey: Complexity is an actual problem in project man-
agement. Existing standards are sufficient for project management, but complexity can-
not be standardized. This thesis proposes to help project managers to resolve project

complexity by providing guidelines for navigating through complex projects.
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1 INTRODUCTION OF THE RESEARCH

1.1 AIM OF THE RESEARCH
Project management (PM) means planning, controlling, and steering of a temporally lim-

ited endeavour (Jankulik, Kuhlang, & Pfiff, 2005; Lester, 2007).

Definitions in management literature tend to be polymorphic. Over the years, several
authors have simplified and clarified the definition of complexity. Complexity as such is
characterized by its features, rather than by a single definition: continuous - mo-
tion/momentum, increasing complexity/non-transparency, spontaneity of hierarchy,
adaption, a large amount of different elements, irreversible and tempered by given re-
strictions (Ehrlenspiel, 2009; Feess, 2013; Pruckner, 2005; Riedl, 2000; Schwarz, 2011;
Valle, 2000).

Complexity describes a system with two or more components or variables; it has many
interrelated parts or aspects (Ireland, 2007). Existing project management standards do
not sufficiently or adequately tend to address complexity and how to treat it (Remington

& Pollack, 2007). Many projects can fail due to complexity of a project (Koch, 2008).

This research was designed to develop a method to treat complexity in project manage-
ment. The Project Management Institute (PMI) standard was used as it is globally recog-
nized and accepted. How can the project managers better observe the complexity of pro-
jects? Are improvements possible? To respond to these questions, structured question-
naires and focus groups will be deployed, using certified specialists and professionals.

This investigation covers:

a) Selection of one project management standard as a basis.
This includes the selection of one project management standard on which
this research is based (for the purposes of this research treated as objective
criteria). This project management standard can be generalised as a syno-
nym for the most existing standards worldwide, because it was the first
created standard, on which other standards at least partly relay on. In part,
worldwide standards reference this standard. Findings from this standard
can be “reverse engineered” to other existing standards. The single pro-

cesses of standards were cross-compared.
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b)

d)

Identification of controllable or uncontrollable variables causing complexity
in managing projects.

An almost endless number of strengtheners for complexity are listed in the
literature. It was necessary to identify the specific strengtheners that are
relevant for project managers and those that are the most critical. The spe-
cific strengtheners that generate complexity in projects were investigated
and prioritised. According to the experts, project managers, in particular,
should be prepared to address, observe and evaluate those strengtheners.
Production of a diagram representing complexity in specific fields of indus-
try related to size and life cycle of projects.

A comprehensible and applicable model was developed with the intent of
supporting young and/or less experienced project managers with the task
of identifying processes for complexity in projects. However, this model al-
so has relevance for experienced project managers.

Approaches for addressing complexity in project management and possible
improvements for existing project management standards.

Different methods of visualising and handling complexity in the existing lit-
erature on complexity and in project management standards were investi-
gated. Research participants were questioned about their approaches in
practice. Project management standards were researched for their actual
impact on handling complex projects; those standards were then reviewed
to determine whether a modification is necessary to deal satisfactorily with

complex projects.

Based on the above, a modification of project management standards shall be offered.
This is done by developing a model that is similar to well-known models such as the se-

quences of development in small groups by Tuckman (Tuckman, 2001).

1.2 PHILOSOPHICAL VIEWPOINT
Quantitative principles strongly influenced this research design (Giddings, 2006). The

researcher applied a mixed method approach. The survey represents the quantitative
portion and the qualitative data was obtained via the focus group. Over time, the re-
searcher developed a positivistic stance. The factual knowledge thus not based on a sin-
gle observation, but was communicated and shared with others and supported by evi-

dence. Research questions were tested by a careful analysis of the measures (Neumann,
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2000). The philosophical viewpoint positivism assumes independence, values freedom,
operationalisation, generalisation, and reductionism (Easterby-Smith, Thorpe, & Jack-

son, 2012).

The literature review presented the causes for failed projects, which defined the criteria
for this investigation. Research begins with a hypothesis that will be verified or invali-
dated based on the analysis of observations and phenomena (Easterby-Smith et al,,
2012). According to Popper knowledge “can never be proven or fully justified, they can
only be refuted” (Popper, 2002). So, the reasoning can be refuted if only one instance of
negative evidence exists. The reasoning states only the evidence collected. Therefore,
the explanations must meet two conditions: First, no logical contradictions are allowed;
second, the explanations must be consistent with the observed facts that result from

surveys and focus group interviews (Neumann, 2000).

1.3 PROCEDURE OF THE RESEARCH
The phases of the literature review, the mixed case research (survey and interview), and

the conclusion of this thesis are shown in Figure 1.
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Figure 1: Phases for execution of thesis (developed by author)

In phase I, the target and motivation of the research and the management and complexi-
ty fields were defined; standards and methods were described by a review of the exist-
ing literature. Phase II, the one of the described project management standards and one
method to control complexity were selected, suitable to the aim of this thesis. In phase

III the survey and focus group interviews were performed for investigating optimal
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handling of complexity in project management. Finally in phase IV the conclusion of the

analysis and the next steps were stated.

1.4 ETHICS IN RESEARCH
This research relied on the results of a quantitative survey and qualitative focus group

interviews. All research participants were informed about the potential risks regarding
the usage of their data (Silverman, 2009). The questionnaires were administered anon-
ymously and participation was voluntary. Focus group interviews were conducted after
a relationship of trust was established with the participants. Uncertainty about the pro-
cess was addressed during a feedback session and solved mutually between the re-
searcher and the participants. The names of interview participants were kept confiden-

tial (Simons, 2012).

Survey and interview data were stored electronically and notes were deleted after the
end of the research degree. No data resulting from the surveys and interviews were used
without the prior permission of participants. Security of all data was assured and pub-

lished anonymously with the research findings (McNiff & Whitehead, 2011b).

The participants received no financial or other form of support.

1.5 BIAS AND LIMITATIONS OF THE RESEARCH
The first potential bias in this thesis could be the researcher’s Project Management Insti-

tute (PMI) membership and an assumed preference for this organisation. The credibility
of the PMI standard is demonstrated by its use worldwide; which is measured by PMI
membership and quantity of certifications. PMI complies with universally accepted
norms that are available in a variety of countries in many languages. The researcher’s
long standing relationship with this organisation affected this thesis in hopefully posi-
tive manner based on a familiarity of the standard structure. The design of the question-
naire and interview was based on the PMI standard. All major existing official standards
for project management worldwide and their process were previously analyzed to en-

sure a common understanding of project management.

The researcher’s experience as a consultant in project management, which included
managing projects on the verge of failure, could influence the interpretation of the re-
sults. This limitation was reduced by the survey being constructed on the basis of an
extensive literature review in project management and complexity. Only the participant
responses to the survey were used. Mind-set of the participants during the survey was
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not influenced. Data were stored electronically. Interviews were structured on the find-
ings of the survey. Graphs of survey findings are always shown together with the ques-
tions for the interviews. These are documented in the interview guide. Open discussions
between the interviewees were audio recorded and then extracted from the transcrip-
tion. In the analysis, the findings of the survey, the interviews and the literature were

compared; the researcher’s opinions and statements are clearly defined.

Second, the investigation could be biased because it is performed in a locally limited ar-
ea (Germany) with one selected project management standard as a basis. This might
impact the generalizability of the findings. But the selected standard was compared in its
processes with other internationally accepted standards. Those standards are derived
from a similar foundation and differ only in detail. Therefore, a “reverse engineering” to

other standards should be given.

Surveys and interviews were performed predominantly with certified project managers.
However, non-certified project managers were included (only eight participants out of
96). This fact could lead to different interpretations, but is seen as a marginal effect.
These eight non certified participants are only a minority, but still experienced in man-
aging projects. Further research was limited to Germany, possible that culture and val-
ues subconsciously influence the interpretation of results. In non-western cultures (dif-
fering from German culture) such as the Middle East or Asia, the interpretation of ques-
tions, the reflection and discussion of the survey and in the focus groups might lead to a
minimal variation in the findings. But the selected standard (PMI) is worldwide used. It
is therefore a cross-cultural standard, respecting cultural differences. Further globalisa-
tion leads to a unification of key issues in project management. This limitation to one
standard and the focus on a localized area was necessary for a proposal of sufficient

handling complexity.

Third, the survey was published primarily on the Internet, distributed via a link on a
public PMI platform only in Germany, and via email; therefore, it was universally acces-
sible. Theoretically, non-members of PMI and project managers from any other place in
the world could participate if they chose. However, the decision to use a PMI platform
based in Germany and conducted in the German language made participation of non-
PMI members and strangers unlikely. The wide distribution of the survey also allowed
Project Management Professional (PMP) certified individuals to examine the results of

the survey and to give feedback about whether those results were applicable. The evalu-
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ation of the survey was performed only with complete fulfilled questionnaires. 176
questionnaires were returned from out of approximately 4.900 certified PMI members
in Germany (Lehmann, 2014), 96 were completed and sufficient for the research. This
return rate of 3.6%, and respectively 1.99% of the basic population (certified members
of PMI in Germany) could be although considered as acceptable for the purposes of this
research. But all members of the basic population were contacted online and had the
chance to participate in the survey. Participation was up to contacted participants itself.
A pre-selection was performed, only fully completed questionnaires were used for re-
search purposes. Questions were formulated to be neutral and were not influenced by
the researcher’s biases. Questions were formulated in a standardized way; therefore the
answers were not impacted directly by the researcher. The findings were analyzed by

statistical software and are reproducible.

Fourth, the Focus Group Interviews (FGI) were recorded via a mobile device. This al-
lowed the researcher to focus more on the questions and the answers of the participants
during the interviews. Afterward, these records were transcribed. Even using a high
quality external microphone, white noise could be heard on the recording because the
FGIs took place in partially open and public areas. Therefore, the answers were some-
times hard to understand. Three FGIs were performed in Germany. In the author’s view,
this was a satisfactory sample because in each case no less than eight interviewees par-

ticipated.
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2 LITERATURE REVIEW

The research questions were formulated after completing a literature review of how
management and complexity were treated in the past and how they are currently han-
dled. The corresponding findings in the literature were cited. The literature review was
generated according the rules of the Cochrane handbook (Higgins & Green, 2008), which

is generally used in scientific research.

Published theses, dissertations, and journals were cited. The Cochrane handbook is
known for its focus on improved decision making by preparing, maintaining, promoting,
and the accessibility of systematic reviews of evidence which underpins them (Higgins &

Green, 2008).
The focus is on three factors:

— Identifying current knowledge in managing projects focusing on a PM standard.

— Identifying the gap and the characteristics and symptoms of the problem (Van de
Ven, 2007) - in this case in managing complexity.

— Examine how complexity is treated using the existing methods and procedures,

which might be integrated later into the modified PM standard.

With this systematic review according to the principles of the Cochrane handbook, a
representative selection of studies was gathered that prevented a bias of the basic data.

Furthermore, an attempt was made to consider all the necessary and relevant studies.

The processes for performing the literature review as a basis for research is listed in the

following seven steps (Gough, Oliver, & Thomas, 2012):

Initiation

Review questions and methodology
Search strategy

Description study and characteristics
Quality relevance and assessment

Synthesis

N o ks wNh e

Using results
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The logical structure of the literature review was divided into management and com-

plexity.

First, the field of management with its subfields of multi project management (MPM),
project portfolio management (PPM), programme management (PgM), and project man-
agement (PM) was described. After defining all the subfields and setting up a compari-
son of the different project management standards, the standard that is used most
commonly worldwide and satisfied the most requirements of the other standards was

selected.

The second field was complexity. What do we mean when we talk about complexity in-
side a project, and how does the former affect the later? How can complexity be defined,
illustrated, and made understandable? Different methods for handling and reducing

complexity were discussed.

Keywords were listed in a mind map for the topic of project management and complexi-
ty management. Using these keywords, different online databases such as Emerald and

Ebsco were searched, as well as those of PM organisations.

In addition to the research performed using databases, the researcher attended several
lectures on complexity and management in order to gain more knowledge and to learn
new approaches of managing complex projects. Subsequently, discussions ensued with

specialists about the specific topics of this thesis.

During the course of this research, two books were published that address handling
complex projects. These were the only books found that directly speak to the issues of
the integration of project management and complexity. These books were considered as
relevant for the review because they represent the first approach that tries to support
project managers in complex projects. They were analyzed in detail, but were found to

follow an approach other than the one used in this thesis.

A book edited by Hass, Managing Complex Projects: A New Model, includes some contra-
dictions. Gary Gingrich (as cited in Hass, 2009) stated: “... science of complexity, howev-
er, does not yield answers, at least not in the sense that we have typically sought to de-

scribe our world and predict its events since the beginning of the Scientific Revolution.
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What it does yield is a new way of thinking about the world...” This statement supports

the concept that it is not possible to standardize the concept of complexity.

Hass (2009) believes that the traditional PM standard is still valid and effective. The
strengtheners for complexity from Haas are: organisational/ commercial change; risk,
external constraints and dependencies; requirements volatility; problem/ solution clari-

ty; flexibility; urgency, etc. (Hass, 2009).
Hass (2009) suggested the following three steps for managing complexity:

(1) Selection of right project manager
(2) Selection of the right project cycles
(3) Selection of the right management style

The ability of a project manager to handle complex projects is also based on his or her:
level of experience, degree of knowledge, skill set, and leadership skills. For Hass (2009),
the quality of leadership is related to soft skills like leadership, culture, being human,
understanding staff needs, negotiation skills and political savvy, which are integrated

with the experience and seniority of project managers.

Furthermore, she suggests selecting the right project cycle. These cycles depend on the
level of complexity. However, it can be difficult to be objective when selecting the ap-
propriate project cycle (see Figure 2). The level of complexity in a given project is a sub-
jective measurement, and is based on an individual’s perception and the specific con-
straints of a project. The different project cycles should be used as a guide for how to
manoeuvre through complex projects. Factors that impact complexity include: the num-
ber of contractors involved, project requirements, potential risks, and the duration of a
project. Categorization is not possible because the attitude towards complexity varies

for each individual project manager.

The first level concerns independent projects that follow a linear model. At this level,
traditional project management standards can be applied. The second level relates to
moderately complex projects that follow the linear model with the modification of small
regular iteration loops within the project cycle (Hass, 2009). The third level should be
applied to highly complex projects. The listed “eXtreme model” is based primarily on the
approach of situational flexibility and the experience of the project managers (Hass,

2009).
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Appropriate project cycles for independent projects
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Figure 2: Project cycles by Hass (source: derived from Hass (2009))

Hass assigned the models mentioned above to different types of exemplary projects (de-
tailed in Appendix I - Approaches of handling different types of complex projects): large,
long-duration projects; large dispersed, culturally diverse teams; highly, innovative, ur-
gent projects; ambiguous business problems, opportunities and solutions; poorly under-
stood, volatile requirements; highly-visible strategic projects; large scale change initia-
tives, and significant dependencies and external constraints. These projects are not in-
dustry specific and cannot be applied in general. Nor do they indicate where to focus in

projects on possible complexity strengtheners/ vulnerable processes.

Hass’s approach is an amendment where participants requested specific tools and

methods for their projects how to overcome complexity.

In February 2014, PMI published Navigating Complexity - A Practice Guide (Project Man-
agement Institute, 2014).

This guide does not provide any tools for handling complexity, nor does it link to the
current PMI Project Management Body of Knowledge (PMBoK V5). Therefore, the aim of
this guide is not to improve the project management standard and does not relate to any

processes mentioned in the PMBoK. The guide concentrates on stimulating critical
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thinking about complex projects and indicates where to focus on emergent problems.
This guide provides an assessment that is easy for managers to use. Scenarios and valu-
able practices are generated from the results of that assessment, and actions are rec-
ommended for reducing complexity. However, the assessment does not provide a cate-
gorization for the complexity of a project. The goal is to provide the manager with tools

that will provoke reflection.

The practice guide Navigating Complexity is not linked with the existing standard and
does not categorize complexity. This was also recommended in the focus groups and in

the survey.

This issue raises the following questions: How can a user know that the given examples
are pertinent to a specific project? Is it possible to apply the assessment to all existing
projects in all industries? Does a limited project budget render the assessment inappli-

cable? These questions could elicit answers that might be difficult to analyze.

The basis for this guide Navigating Complexity is related to leadership, project manage-
ment techniques, and strategic/ business management. The project management stand-
ards of PMI can still be viewed as fundamentally valid. Although the strategic/ business
management is not part of this research; it can be viewed as valuable experience for pro-
ject managers, but can be seen also as experience by the project manager. With experi-

ence, project managers gain skills in leadership and strategic management.
The guide provides the following recommendations for handling complexity:

— Prior project approval by risk assessment, reference as class forecasting and ex-
ternal audits

— Project manager and the project team must be matched to the project

— Understanding of the nature of the project must be given; experienced, qualified
team and leadership/ business skills are required

— Expert opinions and recommendations should be heeded

— Integration has to be managed effectively

— Focus should be set on change management

— Resilient mind-set has to be encouraged

— Oversimplification must be avoided

— Attention should be given to details because they could influence major changes
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— Reflective thinking has to be encouraged

The practice guide Navigating Complexity speaks to the theoretical and general influ-
ences of complexity. The PMI guide is related more to influence the behaviour of humans

and systems.

Both Haas (2009) and PMI (2014) recommend the necessity for soft skills and an as-
sessment to support the selection of the right scenarios/ methods for definition of the
next action (Hass, 2009; Project Management Institute, 2014). Also this thesis not only
identifies specific strengtheners that generate complexity in a project, it describes the
handling of complexity concerning soft skills, methods and systems. This procedure is
situated in the middle of handling complex projects. Before the project manager selects
the right method and defines the action, he/ she and the project team must recognize
the complexity of the project and identify the processes inside the project that are af-

fected by complexity.

For handling complexity concerning soft skills, methods and systems, the stages of the
Tuckman model constructing a team seems also suitable solving complex projects.
Tuckman developed a model which describes the stages of group development. He de-

scribes five stages how a group is developed as follows (Tuckman, 1984):

[.  Forming - Initiating the team
[I.  Storming - Competition of various ideas for consideration
III.  Norming - Establishing rules, methods, behaviour, values and tools
IV.  Performing - Channelling the group energy into the task by interpersonal struc-
ture and flexible/ functional roles

V.  Adjourning - Dissembling the team as task is completed

The similarity between his approach forming teams and managing complexity is that
both cannot be predicted nor will be repeated in a similar way. The merit of Tuckman’s
model is the flexibility of developing teams, similar to managing complexity. Even when
Tuckman has described his model as linear, other describe it as more cyclic (Bales,
1965). Single stages overlap and the closure of a stage cannot be precisely defined. Simi-

lar characteristics exist for handling complexity.

For handling the rarely unpredictable complexity is created in a cyclic way according to

the Tuckman model.
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Literature Conclusion

Existing literature on handling complex projects speaks to the individual manager, the
styles of management, and project handling. In addition, the focus is on assessing com-
plex projects and providing scenarios that relate directly to specific projects. However,
no link was found to existing project management standards. During the course of the
extensive literature review, the researcher was unable to find work that defined how
complexity could be manifested and where complexity could arise in projects. The re-
view did not yield work that focused on the validity of using the current standards of
project management to handle complex projects. Furthermore, a comprehensive view of
handling complex projects that relates directly to this research was not uncovered in the
existing literature. Therefore, the literature addressing complexity and project manage-

ment was investigated.
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3 MOTIVATION FOR THE RESEARCH

In 1959, the Harvard Business Review published the first known article about project
management; The Project Manager, by Paul O. Gaddis (Gaddis, 1959). He described the
role of a project manager and the type of a recommended training for managing projects

(Ireland & Cleland, 2006).

Traditional project management was established in the 1960’s in the Department of De-
fence of the United States of America and NASA (T. Mayer, Wald, & Gleich, 2008). A vari-
ety of standards were developed based on the examination of concluded difficult pro-
jects. Therefore, a wide variety of different project management methods and standards
are currently used worldwide. The current needs of project management are not served
by the inconsistency of those standards (T. Mayer et al., 2008). “If we fish for absolutes
in the seas of uncertainty, all we watch are doubts” (Hock, 1999, p. 225). Linearity as it
has been used to date is not a viable solution for a handling complex projects, which im-

plies that traditional PM is not correct for handling complex projects.

Project managers must accept that not everything can be controlled in project manage-
ment. A fallacy of traditional project management is that a manager can always under-
stand, predict, and control an environment. The concept of individual empowerment

needs to be transformed in project management (L. Crawford, 2013).

Today, managers frequently express surprise when projects do not turn out as planned.
Since Gaddis’ 1959 article was published, project management has been the subject of
many books and conferences. However, the estimated failure rate of all projects is above

30% and in sum 75% are not successful (M. Frank, Sadeh, & Ashkenasi, 2011).

The Chaos Report of the Standish Group (2010) stated that almost 75% of all projects
fail because they do not achieve their objectives. This is a continuing development as
shown by a comparison of recent statistics that refer to earlier chaos reports of the
Standish Group (Holmes, 2001; King, 2005; Maylor, Vidgen, & Carver, 2008; The
Standish Group, 2001).

A major reason for this development has been ascribed to complexity. It has been sug-

gested that this is caused by increasing globalization, internationalization, and virtual-
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ization of projects (Scheiter, Scheel, & Klink, 2007), which has occured as a result of the
growing dynamic nature of worldwide markets and heterogeneity of customers (Friedli,
Werani, Thaler, Stieneker, & Kickuth, 2006). Complex projects are defined by having an

interdependent relationship with users, technology, context etc. (Hass, 2009).

In Figure 3, the number of failed projects that has increased continuously since 2002.
However, challenged projects and projects that have not been completed on time or
within budget have decreased. Over 65% of all projects fail or are less than completely
successful. Forecasts show that a turnaround is not in sight, due to the increasing diffi-

culty and complexity of projects. It can be assumed that this trend will continue.

2002 - 2008 project resolution
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Figure 3: 2002 - 2008 project resolution (source: The Standish Group - Chaos Report (2009))

These poor results could be caused by a variety of factors that originate with manage-
ment. Managers might not be able to recognize early warning signs and the associated
risks. Additionally, there might be a lack of understanding of complexity and the rela-
tionships of involved personnel (T. Williams, Klakegg, Walker, Andersen, & Magnussen,

2012).

This was confirmed by the Project Management Office (PMO) maturity study of the Uni-
versity of Erlangen-Nuernberg in 2009. This study was performed in large and small
businesses in Germany and confirmed that 63.3% of all projects fail due to complexity
(Amberg, Prinz, Sandrina-Arndt, & Thomas, 2009). Furthermore, the reports of PMI

stated that “research, which is consistent with other studies, shows that fewer than two-
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thirds of projects meet their goals and business intent and about 17% fail outright. Suc-

cess rates have fallen consistently since 2008 (Project Management Institute, 2013).

Other studies forecasted challenges that would arise in project management over the
coming decade. According to the 2011 IBM survey: “The essential CIO” stated that 3,018
managers (57%) expect a strong increase in complexity and changes within projects till
2017. Also in the Gartner survey of PMO leaders, 30% expect that the most significant
change is requested for leadership of complex initiatives driving specific goals (Swan-
son, 2012). A survey of managers noted that one of the biggest challenges in contempo-
rary business practice is the management of complexity, which is the result of a growing
global network in economics, politics, and logistics (von der Eichen, Stahl, Odenthal, &

Vollrath, 2005).

Examples from different industries can therefore be listed which challenged/ failed in

past (Flyvbjerg, 2014; Hass & Lindbergh, 2010) :

— Suez Canal construction EG 2> overrun by 1900%
— Sydney Opera House construction AU > overrun by 1600%
— Monteral Olympics sport CA > overrun by 1300%
— Concorde Supersonic aeronautic FR/UK-> overrun by 1100%
— Furka Base Tunnel construction CH > overrun by 300%
— Boston Big Dig Artery construction UsS > overrun by 220%
— Copenhagen Metro transportation DK = overrun by 150%
— Shinkansen Joetsu transportation JP -> overrun by 100%
— Bangkok Metro transportation TH - overrun by 70%

— Mexico City Metroline transportation MX - overrun by 60%

— Acquisitioned R&D defence usS -> overrun by ~42%
— Mars mission NASA aeronautic [UN) > overrun by 30%

This trend correlates to the revolution in information technology (IT) that occurred over
the past several decades. Systems that were originally closed are now intertwined with
others, which increases the complexity. For example, companies face more competition
because customers use the Internet to search for and compare businesses that sell simi-
lar products and services (Sargut & Gunther McGrath, 2011). Because the IT revolution
altered the business world by providing faster, cheaper and smarter solutions, business
processes became more complex. In order to survive in a quickly changing environment,
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companies created alliances, consortia, partnerships with suppliers, customers, key po-
litical groups, competitors, and regulatory entities (Hass, 2007; Thamhain, 2013). The
level of ambiguity in projects increases as more people or organisations become in-
volved and as different technologies are introduced by these mergers (Thamhain, 2013).
Often it is not possible to predict the outcome of complex systems. While relationships
can be identified in complex systems, planning is less reliable because a specific behav-
iour that occurred in the past may not occur in the future (Sargut & Gunther McGrath,

2011).

Hirschman stated that projects, such as those listed above, and megaprojects in general
would not have been initiated if cost overruns could have been predicted (Flyvbjerg,
2014). To prevent those obstacles, this thesis shall provide an approach to identify pos-
sible complexity traps in the field of project management before they occur. A variety of
factors can create complexity: internal aspects are behavioural and dynamic complexity;
external aspects occur via stakeholder or interfaces to existing systems (T. Williams et
al,, 2012).

With increased complexity, projects benefit from complex system thinking (Remington
& Pollack, 2007). Traditional project management methods are based on hierarchical
lines of authority, centralized control, or repetitive jobs methods (Widemann, 1990). It
should be understood that the traditional PM approach is plan-based, linear, and relies
on the breakdown of a problem. Uncertainty and complexity are not included in the tra-

ditional approach (Swanson, 2012).

Over the past several years, one method that companies have used to reduce complexity
is by creating platforms or building block systems for Research and Development (R&D)
(T. Mayer et al., 2008). Complex projects compel team members to be open-minded and
think about new possible solutions, which stimulates creativity, knowledge, curiosity,
and promotes networking. Project management is rarely seen as a field of science; ra-
ther, it is viewed as a discipline that requires a specific set of practical skills. Project
management is widely seen as adaptable to every class of business and type of project
(T. Mayer et al., 2008). This attitude must be examined and transformed because current
levels of knowledge are insufficient to achieve a satisfactory degree of success in today’s
projects. Management is the key for handling complexity (Baecker, 1997; Schueller,

1994; Schwaninger, 1989; Schwaninger & Koerner, 2001) and necessary for large com-
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plex projects or undertakings to ensure success (Harrison & Lock, 2004).

Project managers need to be prepared for twenty-first century projects, which necessi-
tate more aggressive time schedules and inflexible budgets. Furthermore, the require-
ments of contemporary projects are often ambiguous and poorly understood (Hass,
2009). To increase the successful completion of projects, both the management of pro-
jects and the complexity must be investigated. Relationships must be identified and pro-
posals should be formulated that would enable better management of complex projects

moving forward

Motivation conclusion

The traditional belief is that everything can be controlled and predicted in a project and
its environment (L. Crawford, 2013). However, increased globalization, and virtualiza-
tion of projects causes a correlative rise in complexity and mirrors the dynamic nature
of the markets (Scheiter et al.,, 2007). Both practical and academic studies have con-
firmed that the key problem facing project managers is the inability to recognize com-
plexity and its early warning signs (T. Williams et al., 2012). This leads to projects with
unsatisfactory results. Currently many companies try to control complexity by using a
module structure on products; however, it is also necessary to prepare project managers

for the unique demands of twenty-first century projects (Hass, 2009).
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4 MANAGEMENT

This chapter starts with an introduction to management and its history, definition, and
necessary skills. It is further divided into the different levels of management. Different
hierarchies in managing projects are explained: multi project management, programme
management, and project management. Here the motivation, method, target, and results

are described for project management.

That section demonstrates the link between project management and management in
general, and will show the similarity in the division of hierarchal levels in each entity.
The special types of a managerial form have their origin in management as based on The

Principles of Scientific Management by Frederick Taylor.

Based on the focus on project management in this research, the worldwide existing

standards are compared and the most appropriate standard is selected.

4.1 MANAGEMENT — WHAT IS IT?

4.1.1 HISTORY OF MANAGEMENT
In 1911, Frederick Taylor introduced the term management in organisations and pub-

lished the pioneering work, The Principles of Scientific Management. In his book, Taylor
described the scientific basis of optimization in management, work and organisations.
The intent of his work was to promote wide-reaching prosperity and to provide solu-

tions for social issues (Taylor, 1967).

Management can be differentiated into “industrial management” and “social manage-
ment.” The aim of “industrial management” was to utilize human, capital, and material
resources in the most efficient way, and was based on hierarchies. Industrial manage-
ment also handles machines for production, which lowered costs and increased profits
(Weatherly, 2009). Henry Ford exemplified this type of management when he intro-
duced the assembly line in his car factory (1913). The same approach was followed by
Henri Fayol and Mary Parker Follett. These early managers avoided categorizing human
beings on the same level as material and capital. At the time, the management was con-
sidered to have greatest impact on a company by forecasting, commanding, coordina-

tion, planning, organizing, and controlling. Mary Parker Follett stated that management
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is the art of getting things done by people (Barrett, 2003; Golden Pryor & Taneja, 2006).

As the industrial style of management expanded into the social environment, the human
being became a subject of greater focus (Mayo & Proske, 1949). In the 1930’s, investiga-
tions at the Hawthorne factory showed that work performance depends on objective
restrictions, such as industrial restrictions, and also on human and social restrictions,
the “Hawthorne effect” (Mayo & Proske, 1949). Society moved from an industrial era to a
service-orientated era. Competition started to speed up with faster growing markets,
internationalization, and the faster development of new products. With the development
of “social management,” the human being was no longer treated as a resource like ma-
chinery. Humans were established as being central to an organisation. Fair treatment
was considered as a right, and considerations were given to an employee’s private and
social life. Daily work life became characterized by co-operative planning, acting, and

reciprocal influence (Weatherly, 2009).

The management field was divided into branches such as: human resource management,
operations management, strategic management, marketing/ sales management, finan-
cial management, and information technology management. These six branches of man-
agement combine planning, organizing, staffing, directing, controlling, and motivation of
their employees. Today, this approach to management is still being used within organi-

sations.

4.1.2 DEFINITION AND SKILLS OF MANAGEMENT
Management has its semantic roots in the Latin phrase manum agere, which means

“guiding with the hand” (Waite & Hawker, 2009). Malik (2007) supported this defini-
tion and Weatherly’s “social management”: Malik argued that management is much
more than guiding. The management of an organisation must be concerned with com-
munication and should assess and include an individual’s talents and skills in its devel-

opment (Malik, 2007).

Employees represent assets to an organisation. The knowledge and experience of each
individual can be harnessed to improve the entire organisation (Malik, 2007). Managers
deal with the structural conditions within an organisation and determine clear targets,
instructions, and key performance indices (KPIs). They also know the importance of mo-

tivating and coordinating people and must avoid the continuance of failures.
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Management cannot be reduced to a single aspect, such as guiding employees or busi-
ness administration. Management is dynamic and diverse in denotation and practice
(Brudney, O'Toole, & Rainey, 2008; Malik, 2007; T. Mayer et al., 2008). Therefore, man-
agers tend not to be specialists, but skilled in many areas. Unlike specialists, effective
managers need to have an understanding of a multitude of functions; for example, the
design and development of complex and productive social systems. In order to maintain
an effective working relationship with specialists, managers need to maintain a working

knowledge of an individual’s area of expertise (Malik, 2007).

Today, effective managers are expected to have a resilient personality, social compe-
tence, method competence, and project expertise. The manager shapes an organisation
and provides the guidelines of communication with personnel (T. Mayer et al., 2008).
Malik illustrated management in his model of “St. Gallen.” His recommendations for
management competencies are closely related to those of Mayer. The internal tasks of
management include: defining targets; choosing measures and instruments (for strate-
gy); sustaining culture with responsibility, guidance, and knowledge (for culture); and
maintaining structure with processes and consistency (for structure). Externally, these
virtues are surrounded and influenced by the environment of the organisation, its cul-
ture/ politics, and its governance (Malik, 2007). The lists suggested by Mayer and Malik
are similar and are best used in combination with each other because Malik does not
mention basic knowledge and Mayer omits the external influencing factors and the stra-
tegic aspect. A combined graph is shown in Figure 4, where all virtues of modern man-

agement and their different influencing factors are integrated.
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Figure 4: Management virtues and their influencing parameters (developed by author)

In an organisation, management influences and shapes the internal atmosphere or cul-
ture, and the governance of the external environment. Alternative management is influ-
enced by its environment externally and internally by the employees. In Malik’s (2007)
“St. Gallen” management model, communication between employees and management is

required in order to avoid misunderstandings and to improve teamwork (Malik, 2007).

4.1.3 MODES OF MANAGEMENT
Different modes of management exist: entrepreneur, adaptive, and planned (Wirtz,

2010). The target of the entrepreneurial mode is growth. Because decisions are made in
an unstructured way, they can be risky but proactive for small business. One advantage
of the entrepreneurial mode is a high degree of flexibility, which is appreciated by inves-

tors and allows for a high level of adaptability (Wirtz, 2010).

The adaptive mode of management is based on a willingness to adjust strategy. The

adaptive mode of management does not include a defined vision or specific guidelines
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for decision making. Managers aim to achieve a consensus with all stakeholders. Reac-
tive decisions are not linked together; the strategy and decisions can be formulated step-
by-step and quickly adapted to the requirements of stakeholders. All in all, this mode is

characterized by a short-term orientation (Wirtz, 2010).

The third mode of management is the planning mode. The target here is to achieve max-
imum efficiency by realizing large scale effects. The planning mode of management is
based on several prerequisites, including: clearly defined and stated targets that are
linked together across the entire organisation, a stable situation for the organisation,
and proactive and reactive decision making that is based on an analytical method and

long-term planning. This situation is mostly seen in big business (Wirtz, 2010).

To handle large businesses, the three modes are often mixed. They can be linked to dif-
ferent stages of development (Wirtz, 2010):

1. Growth: entrepreneurial mode

2. Implementation:  adaptive mode

3. Degeneration: planning mode

Different constellations of power inside a business use different decision-making pro-
cesses; therefore, they adopt different modes. The entrepreneurial mode of management
can be illustrated by the following example: the head of a research and development
department might have linked some personal interests to certain risky decisions (Afuah,
2003). Production operates in a planning mode intended to realize growth by using
scale effects, whereas marketing operates in an adaptive mode because the stakeholders
have a strong influence on short-term adaptation (Wirtz, 2010). Another example of the
adaptive mode is the implementation of the electronic stabilization program (ESP) sys-
tem in the Mercedes Benz A Class, after the vehicle failed to pass the Elk Test. The car
did not keep the lane stability at a speed of 50 km/h and 80 km/h. Afterwards Mercedes

started a campaign promoting the vehicle as the safest compact car in the world.

4.1.4 LEVELS OF MANAGEMENT
The three modes of management described before are practised at three management

levels. Kleiman (2009) divided them into top-level management, middle-level manage-
ment and first-level management. Brudney et al. (2008) and Moore (1995) distinguished

between three management directions: outward management, upward management and
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downward management.

The first, outward management defines domains of autonomy and space where an or-
ganisation can operate in the field of its political environment. This corresponds to
Kleiman's (2009) top-level management. The second, upward management connects the
downward management to outward management by networking and preparing data
such as KPIs and other variables. Thus, the upward management level is equivalent to
Kleiman’s (2009) middle-level management. The third, downward management repre-
sents the cooperation of employees with no management function who plan the organi-
sation’s work. It involves the institutional environment and the company’s culture. Table
1 shows a synopsis of the three management levels in nomenclature and content accord-
ing to Kleiman (2009), Brudney (2008), and Moore (1995). In terms of the significance
of decisions, the top-level management represents strategic management, the middle-
level management represents short-term strategic or tactical management, and the first-
level management represents operative management. In large organisations, manage-

ment levels can be made more complex by the addition of levels or staff units.

Definition by Kleiman Brudney (2005)/

challenge
Level (2009) Moore (1995) g

Managers normally belong to the Board of directors, Vice President, CEO etc. They are
mainly responsible for controlling of all internal departments which is a system of own
component strategy like financial strategy, technological strategy, market strategy, sales
strategy etc. and developing strategic goals which needs to be unison with the internal
and external political environment of the organization.

top-level outward

Strategic
management management

General managers, branch managers, department managers, program manager, portfolio
manager are members of the mid- level/ upward management section. They execute the
organization's plans in conformance with the companies’ policies. For demonstrating the

gap between the strategic level and the operative level, they define and discuss the
middle-level upward information and policies from the top management and break them down to managerial
management management pieces. It is important that they inspire and provide guidance to the operative level
management. In instrumentation for guidance and inspiring are reward systems
supporting the cooperative behavior and group level performance indicators. The tactical
level is the execution instrument for the strategic level and is therefore functional and
ideal for implementing the chosen strategy within the organization.

Tactical

On operative level we will find supervisors, section officers and foreman and project
managers. By focusing more on controlling and direction on management functions, they
define together with the employees single work packages which are than assigned to
them. It is a guiding and supervising task on a day by day activity. It is important for
. employees that the priorities are not changed arbitrarily, otherwise babel and resistance

. first-level downward . L . .

Operative could come up. On the other side the planning in the operative level is not allowed to be

management management . X . . . .
too static as failures would spread out rapidly. It must be a well-tuned mixture in planning

of flexibility and static. Besides this they make recommendations, suggestions and
communicate as a megaphone of the employees to the next level above - the operative
manager officiate as an "image builder" considering that they are the only ones who can
build up the communication between higher management and employees.

Table 1: Management levels: nomenclature and content (based on Kleiman, 2009; Brudney, 2008;
Moore, 1995)
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4.1.5 SUMMARY OF MANAGEMENT THEORIES AND PRINCIPLES
In conclusion, since the beginning of the twentieth century, management styles have

changed dramatically. However, management is still based on approved qualities and is
affected by its environment. A changing environment leads to the increased complexity
of projects. Consequently, the management methods described above are not adequate
for handling complex projects. Complex projects require multi-project management. The
main goal of this work is to show the handling of complexity within a project. The next
step is to define multi-project management more precisely beginning with portfolio pro-
ject management as top level or strategic, down to project management as first level

management or operative.

4.2 MULTI-PROJECT MANAGEMENT (MPM) - STRATEGIC AND OPERATIONAL
APPROACH

4.2.1 DEFINITION OF MPM

The term is composed: “multi” means more than one or many; “project” - is a defined
enterprise with a definite beginning and end; “management” means guiding. Therefore,
multi-project management can be defined as the act of guiding many onetime enterpris-
es with a definite beginning and end. According to Hugh Ryan from Anderson Consult-
ing, guiding and controlling of all projects in a company has acquired an increasing im-
portance in recent years. MPM is a critical issue for competing in today’s economy
(Dinsmore & Cabanis-Brewin, 2011; Pennypacker & Dye, 2002). In practice, MPM is
normally conducted by a project management office (PMO) (T. Mayer et al., 2008; Pen-
nypacker & Dye, 2002). MPM guarantees an efficient and effective management by
providing direct or indirect support for all projects. Indirect support consists of the pro-
fessionalization of project management by creating a project landscape where the suc-
cess factors such as roles, structures, processes, methods, communication models and
systems, and incentive systems are clearly defined (T. Mayer et al., 2008). The PMI de-
fined the PMO in the following terms: “An organisational body or entity assigned various
responsibilities related to the centralized and coordinated management of those pro-
jects under its domain” (Stackpole et al., 2008). A major advantage of a PMO is central-
ized coordination, which fosters increased performance from the projects because the
project leader, line manager, and the PMO are communicating on the same level (T.
Mayer et al., 2008). In general, specialized engineers should not belong to the PMO be-
cause their focus is on the specific details or internal structure of a project. The overview

of the project must be kept in focus in order to perform efficient decision making in are-
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as such as the prioritization of resources.

4.2.2 CONTENT AND REQUIREMENTS OF MPM
MPM is divided on a hierarchical basis into project portfolio management, programme

management, and project management. MPM operates between the strategic level or
portfolio management, which is responsible for an adequate project portfolio; and the
operative level or project management, which is responsible for an economic realisation
of projects. Figure 5 shows the hierarchy of MPM with an increasing strategic influence
from PM up to PPM. This figure was confirmed by Lester’s (2007) work. He mentioned
that the PPM is similar to programme management (PgM), except that the projects with-
in a portfolio are not necessarily be linked to each other. In large organisations a PPM is
responsible for several programmes, whereas in smaller companies a PPM can directly
control a number of projects (Lester, 2007). Verzu (2008) confirmed this model and
mentioned the environmental influences on MPM that emerge from technologies, peo-
ple, processes, and the organisation. Dinsmore (2011) described the operating tasks
slightly differently, stating that the MPM/ PMO operates on three different stages; there-
fore, it has different types of PMO’s. The highest level is arranged next to top-level man-
agement as an organisation of its own, which is shown by Mayer as portfolio manage-
ment. The middle level is installed as a Business Unit project office for supporting a
Business Unit’s projects, which is shown in Figure 5 as programme management. In
Dinsmore’s (2011) view, the lowest level of MPM/ PMO is the project control office. This
office is directly involved in daily project business. It is equivalent to Mayer’s Project
Management level. Mayer even mentions this level on a further lower level of subpro-
jects (Dinsmore & Cabanis-Brewin, 2011; T. Mayer et al., 2008). In appendix III a possi-
ble link between project portfolio management (PPM), programme management (PgM)

and project management (PM) is shown.
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Project Management (PM)

Figure 5: Multi Project Management (MPM) setup hierarchy (developed by author)

Each field of MPM has its own governance (Miiller, Martinsuo, & Blomquist, 2008). The
strategic level in PPM has more involvement in sharing resources and the organisation’s
strategic goals. PgM is more concerned with the common objectives for single projects

(Miiller et al., 2008).

But on each level of MPM, the tool, method and process kit remains the same as a con-
sulting and service tool for project, line and top managers. Mayer argued that, if the
MPM or PMO is to perform its consulting and service role effectively, its functions must

include the following (T. Mayer et al., 2008):

administrative function (handbooks, documentation and support of project plan-
ning)

— control function (control of milestones, risk management and rapid alert system)
— coordinating function (coordinating portfolio, resource and scheduling manage-
ment by using synergetic effects)

— optimising function (performing standardisation, knowledge management and
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PM methods training/ coaching)

PPM is described as one way to realise MPM (Dinsmore & Cabanis-Brewin, 2011). In
addition, Figure 6 shows a summary of all core competences and tasks for an MPM.
The MPM includes a complete bundle of tasks. Core competences are the optimiza-
tion of: project portfolio, development of professional competence and leadership
skills, resource planning and definition of processes, and methods and standards.
The methodology, processes and methods, of MPM/ PMO is similar to PM (Penny-
packer & Dye, 2002): MPM manages a bundle of projects that harmonize and support
projects of various departments (T. Mayer et al., 2008).

Ressource — |— Optimisation
lannin Rare resource q Defining validation of project
P 9 planning o_n_ly by_ F\I{i‘:ﬁsggjceiﬂaegzg?s Priorisation of criteria (costs_, utlining synergetic portfo]Iio
PMO ->avoiding pit on a regular basis projects chedule, cycle time, effects
falls resources)
temgggelzl'ogu(gport Definition of rules Eelectingfond
in préject el e Optimizing of the comparison of Definition of
; 9 project portfolio vrojects according to  stopping projects
documentation ressources t o e B
(control) argets and benefi
DESLEIICHTE Gif Overview on all
Target Relssoqrce ‘ professional srojects by reports
management planning MPM competence and and review gates
leadership skills
- N Definition of Performing Understanding/
Cr%r:r:gugﬁa;ﬂn S%\:ﬁ:leersf: et':t'e processes, methods instructions and acceptance for
9 9 and standards training project selection
L ®
Definition o [— Development
Qualification of f f B 1
of processes, Risk Reporting Data project leader with ¢\ o e ainin o of proressiona
methods management management management necessary P 9 competence
and rerEeEE and leadership
standards skills

Figure 6: Core competences and tasks of MPM/ PMO (summated by author)

MPM/ PMO competences and tasks are on a higher management level than the compe-
tences and tasks of PM. MPM/ PMO is involved in different tasks and competences in a
widely spread field in a matrix organisation. It is complicated by interwoven duties and
responsibilities. Not every stakeholder’s interest will be achieved all of the time within a
MPM/ PMO environment. For instance, customer projects might not be started immedi-
ately if resources are not available or cannot be shared with other projects. Other pro-
jects might have a higher prioritization and deserve more attention from management
(Dinsmore & Cabanis-Brewin, 2011). MPM/ PMO typically operate in a relationship that
lies between friendship and enmity. For governance of top management, MPM/ PMO
must bring transparency into the project landscape, (e.g. by producing decision papers).
This can be measured by the level of quality of data and their presentation as provided
by project management. On the other hand, for project managers, MPM/ PMO offers
methods, instruments, and support for creating a project management culture. This is

done only at a consulting level. Work effectiveness can be measured by the satisfaction
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of the project side (T. Mayer et al.,, 2008).

Maintaining the authority of MPM/ PMO is essential because it operates in a large arena.
In the American Management Association Handbook (AMA), Dinsmore and Cabanis-
Brewin (2011) specified that the executive board should support MPM/ PMO and that
direct involvement is necessary for understanding. T. Mayer et al. (2008) asserted that
the support is also necessary from the Chief Project Officer (CPO), who is the director of
the PMO and ensures a high level of competence of the PMO. While the executive board
will not always be directly engaged in MPM/ PMQO, it can assist PMO positively in other

ways.

In addition to the common direct support of the executive board, a clear distinction be-
tween PM and MPM/ PMO is an indispensable prerequisite. The MPM/ PMO team needs
to have the relevant and appropriate qualifications. They must define which projects are
supported by the MPM/ PMO, and whether to include all of them or only selected ones.
Project launch should be realized successfully and approached from the bottom-up to

guarantee the suitability of daily use.

It has been shown that the MPM encompasses the entirety of managing portfolios, pro-
grammes, and projects. For this research, the specific tasks and competences of project

management will be explained. PPM and PgM are explained in the appendix.

4.2.3 PROJECT MANAGEMENT (PM) - OPERATIONAL APPROACH
Definition of PM

PM is the lowest level of MPM and has the least strategic influence (see Figure 5).

PM is composed of the words “project” and “management.” The connotation and denota-
tion of these terms have been defined differently by a variety of authors and organisa-
tions. Figure 7 shows the definition of project and management and the composition of
both by various authors (Aichele, 2006; Brandon, 2006; Cleland & Gareis, 2006; Dobiéy,
Koplin, & Mach, 2004; Hedeman & Seegers, 2009; Jankulik et al., 2005; Kerzner, 2009;
Koehler, 2006; Lester, 2007; Litke, 2007; Pfetzing & Rohde, 2009; Sanghera, 2007;
Stackpole et al,, 2008; Verzuh, 2008; Weatherly, 2009).
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Definition Management

Management exists by planning, tracking, guiding and controlling. It orientates on agreed,
confirmed targets by a careful use of resources (Weatherly, 2009).

Further definitions of management are described in the chapter management.
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Figure 7: Definition of project management (developed by author)

All definitions of PM have been summarized above and include: planning, controlling,
steering, and the organisation of a limited time endeavour, which creates a unique prod-

uct. Differences can exist in other aspects. In projects these are for example: funding lim-
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its and justification of ROI (return on invest); in management for example: the delega-

tion of tasks and the required skKills, tools and techniques for PM.

Motivation of implementing a PM

Today many international companies require approved standards for projects as pub-
lished by associations like International Project Management Association (IPMA), PM],
Project and Programme Management for Enterprise Innovation (P2M) etc. (Ireland &
Cleland, 2006). The motivation to implement PM can be triggered by several factors
such as complexity, avoiding problems and risks, uniting stakeholder, efficiency, imple-
mentation of new or changed processes, products or services, and survival in the econ-

omy.

Complexity can be the motivation for implementing PM, particularly with projects that
have frequently changing requirements and/ or operate with company-wide teams. In-
novation in projects can also raise complexity (Wendler, 2009). PM is necessary for
complex assignments because complexity raises uncertainty, risks, and requires multi-

disciplinary efforts (Hamilton, 2004).

An explicit purpose for projects must be defined in order to avoid problems and risks;
this is best achieved by PM (Hamilton, 2004). Problems in projects often occur because
of a lack of customer involvement, poor coordination, inadequate communication, insuf-
ficient planning, a lack of a progress, and substandard quality control. Those mistakes in
project management can result in unclear direction, project delay, unavailable resources,

budget overruns, and poor quality (Bentley, 2010).

The problems mentioned above can lead to a total collapse of the project (Weatherly,

2009), which can be avoided or decreased by the implementation of PM (Bentley, 2010).

Another motivation to implement PM is caused by a need to increase efficiency. PM en-
sures the economical use of resources, delivering the predetermined benefits and prod-
ucts; it achieves a greater efficiency with fewer risks and less uncertainty (Ireland & Cle-

land, 2006).

PM is also a necessity for economic survival. A rapid change that occurs under controlled
situations creates a future demand that can be easily handled by a PM. Competent man-
agement detects the need for newer, better practices, and techniques for executing the

work. Therefore, PM is synonymous for driving force that enables a faster, quicker, and
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cheaper way to achieve goals and to survive in the global economy and network. Organi-
sations can remain competitive and improve continuously by using modern PM methods

(Ireland & Cleland, 2006).

The development of new products, changes in products or alterations to organisational
processes and services provide further justification and motivation for PM. No simple
rule exists for when to implement a PM. Planning and execution must be adapted to

change situations (Ireland & Cleland, 2006).

Finally, PM should guarantee the unity of the stakeholders of a project. All stakeholders
of a project must have the same objective and should not establish individual empires.

PM prevents this and compels alliance (Hedeman & Seegers, 2009).

Method of PM

Before PM can be initiated, the project and its targets must be announced and communi-
cated by the management. All involved people have to recognize that PM supports a pro-
ject (Masing & Pfeifer, 2007). Therefore, greater stakeholder involvement is necessary.
When PM is properly implemented in the organisation, project resources are used effi-

ciently and the strategic target is realized (Ireland & Cleland, 2006).

PM is established in an existing organisation. The organisation strongly forms and influ-
ences the planning, directing, controlling, coordination, motivation, teambuilding, wel-
fare, administration, and communication of the project (Harrison & Lock, 2004). Differ-
ent possibilities of organisation are available. PM can exist in a functional, matrix,
and/or projectised organisation. Table 2 describes those classifications in detail and
presents different views from several authors who agree that PM is suitable for organi-

sations in those categories.
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Possible organisations for PM

°

2

i3]

03

,3_9 Comment
PMI v' v/ v Sub-partition matrix into: weak, balanced, strong
Harrison/ Lock v v/ v/ Sub-partition matrixinto: functional, balanced, projectised
Verzuh v vV v
Sanghera v vV Vv
Kernzer v' v v Sub-partition matrixinto: weak, balanced, strong
Lock v' v v Sub-partition matrixinto: weak, balanced, strong
Lester v vV v
Lidtke v v v
Hamilton v v v

Table 2: Organisations for PM (developed by author)

The functional organisation is a model that has a well-defined hierarchy. The project
team reports directly to the functional manager, such as the leader of a division (Figure
8). Very little administrative staff is necessary to handle the project. The division is
based on labour and an individual’s position is determined by their technical compe-
tence. Its procedures depend on the work situation and the rules define the rights and

duties of personnel. Each division is independent (Hamilton, 2004; Sanghera, 2007;
Stackpole et al., 2008).
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Colored boxes represent staff involved in project activities

Figure 8: Functional project organisation (Source: A Guide to the Project Management Body of
Knowledge, 2008)

The most common structure for projects is the matrix organisation. It can be displayed
in three different variations (Harrison & Lock, 2004; Kerzner, 2009; Stackpole et al,,
2008): the weak, balanced and strong matrix organisation. All three variations are out-

lined in Figure 9.
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Figure 9: Forms of matrix organisation (source: A Guide to the Project Management Body of
Knowledge, 2008)

A matrix organisation integrates individuals, groups, and divisions across boundaries
into a unit. Therefore, it is flexible and appropriate for linking together many divisions
and companies on large-scale projects. It creates its own identity, which is necessary to
manage the project by developing the team, dealing with conflicts, arranging communi-
cation, coordination, and handling information (Harrison & Lock, 2004). This type of
organisation needs a project manager; however, the project manager is not assigned full
authority over the project and its funding by the matrix (Stackpole et al., 2008). He or

she must share the competencies with a functional manager (Litke, 2007).

A matrix organisation also has disadvantages. Potential confrontations about priorities
can occur between the managers or other companies. Because authority is divided be-
tween the project manager and the functional manager, a gap can occur in the leader-
ship of a project (Ireland & Cleland, 2006). Balancing the objectives of the project versus
the aims of the functional divisions can also cause difficulties in all management levels
(Hamilton, 2004). This affects the teams and impacts the loyalties of individuals from

both parties. Communication must be given great consideration, particularly when dif-
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ferent departments are located far apart from each other. In matrix organisation, more
time must invested to ensure a balance of power between the different parties (Lester,
2007). These advantages and disadvantages emerge with varied intensity depending on
whether the matrix organisation is categorized as weak, balanced, or strong. The weak
matrix focuses more on the functional concept, whereas the strong form of matrix or-
ganisation is more orientated on the project organisation as discussed in the following

section.

The PM in projectised organisation is the strongest form of management. The team
works full time on the project and the manager has full authority over the team (Sanghe-
ra, 2007). Therefore, the team is often brought together at one place for the duration of
the project. Reports are directed to the project manager, who acts independently for the
most part (Stackpole et al., 2008). Short lines of communication provide more success.
Short lines of communication are also caused by the simple and flexible structure of the
project organisation. Problems only might occur in projectised organisations when PM
runs isolated with other projects; then synergies cannot be used as efficiently as in a
matrix organisation. This is critical in high technology areas (Hamilton, 2004). Figure 10

gives an example for a projectised organisation.

Chief Executive

Project .
Officer

coordination

T

Project
Manager

Project Project
Manager Manager

l
|
|

Staff Staff Staff

Staff Staff Staff

\
|
|
Staff J Staff Staff

- . -

I
\I

Coloured boxes represent staff involved in project activities

Figure 10: Projectised project organisation (source: A Guide to the Project Management Body of
Knowledge, 2008)
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Influences and forms of PM in different organisations are shown in the PMI table below
(Table 3). Depending on the organisational form, the authority of the project manager

increases from low (functional), middle (matrix) to high (projectised) (Verzuh, 2008).

Organisation/ | Matrix
Project  structure | BT (8 a[ 4E | Projectised
characteristics | weak | | balanced | | strong
Project manager R . . i
oject a‘ agers Little or none Limited Low to moderate Moderate to high A eless
authority total
Res.sou.r(_:e Little or none Limited Low to moderate Moderate to high R e
availability total
Who controls the Functional Functional . . .
. Mixed Project manager Project manager
projectbudget manager manager
Prolectr:;:nagers Part-time Part-time Full-time Full-time Full-time
Prole.ct-mana}gement Part-time Part-time Part-time Full-time Full-time
administrative staff

Table 3: Organisational influences on projects (source: A Guide to the Project Management Body of
Knowledge, 2008)

Verzuh (2008) described the selection of the appropriate PM as a competitive advantage
for an organisation. The following key aspects determine the selection of PM (Verzuh,

2008):

— Authority given to the project manager.

— Communication, crossing organisational boundaries and keeping all stakeholders
informed.

— Priorities competing for limited quantities of resources like funding, equipment,
and people.

— Focus, the attention of a project by people and how much time they spend on it.

— Chain of command, giving the authority to people and having a short reaction

time for decisions on problems.

Every PM needs a steering committee, which assesses the aims and results of a project,
supports it with resources, and eliminates disruptive factors. The project team is more
engaged in the development of the project, the process of the project, and the manage-

ment of business processes (Masing & Pfeifer, 2007).

The project progresses in distinct phases that are combined into the “project life cycle”

(PLC). This starts with the initial phase, which is also termed as the initiating phase, the
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concept phase, the definition phase, or the ramp-up phase. It follows the organizing and
preparing phase, which can also be termed planning or developing. The executing phase
follows and includes the designing, purchasing, and fulfilment of a project. The PLC ends
with the closing phase in which the delivery and termination of the project outcome is
performed. The terminology used to describe the phases varies slightly depending on
the author. Those differences are shown in Figure 11 (Cagle, 2004; Ireland & Cleland,
2006; Kanabar & Warburton, 2008; Kerzner, 2009; Lock, 2007; T. Mayer et al., 2008;
Pfetzing & Rohde, 2009; Sanghera, 2007; Stackpole et al., 2008; Verzuh, 2008). Each
phase of PLC is added to by deliverables and tasks. Deliverable in the first phase is a pro-
ject charter; in the second phase, a project management plan; in the third phase, the final

product; and in the fourth phase, the archiving of project documentation.

'y
I. Phase Il. Phase 1ll: Phase IV. Phase Authors
Starting Organising/ Preparing . ~Bxécating | < ~< Closing Stackpole et al.
. < (2008)
/ N Pfetzing/
— ) ’ - - N
g Start Planning Ex;éutlon/ Steering/ Motivation \\Closure Rohde (2009)
o 7
= L ) Vi . Cagle
Initiating Planning , Execution C)Qseout
%D // \ (2004)
= \ Sanghera
. , . .
H‘_E Define Plan , Executing Clom{lg (2007)
= Vi
n ) . v Ireland/
o3 Concept Planning , Execution Termlnat‘lon Cleland (2006)
Q 7 \ Kernzer
o Initiatin Plannin Execution Closurel
O & 8 0 \ (2009)
I .
- - o . ) Completioh/ Lock
Definition ’Plapmng Designing/ Purchasing/ Fulfilment Handover. (2007)
Conceive |-~ - \ Harrison/ Lock
projeet” Develop Execute Close \\ (2004)
-
= AN

Time

k Project carter
P Business Case

* Project management plan
¢ Define milestones,

* Accepted deliverables
* Procure materials

* Archived project documents
« train functional personnel

b Test feasibilit
b identify
project team
 Develop basic
budget/sched

activities, risks, quality,
change etc.

* Determine budget

e Implement schedule

* Design system

* Build and test tooling

* Produce system/ product
« Verify performance

* Modify if necessary

* Solve problems and risks

* Transfer responsibility

* Release resources

* Reassign project and team
« Create lessons learned

« Create final project

documentation
* Gain acceptance from
customer or sponsor

* Perform Kick-off
* Obtain approval for
production

ule * Control and monitor execution, schedule,

budget, quality, risks

Deliverables & tasks

== == = costand staffing line

Figure 11: Project life cycle with its phases, deliverables and tasks (developed by author)

Project life cycles depend on product or service to be delivered. The standard PLC is
shown in Figure 11. Phases of PLC are often sub-partitioned into “knowledge groups” for

improved handling. Many authors include the following in knowledge groups: communi-
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cation, scope, cost, time, risk, quality, procurement, human resources, and integration

(Cleland & Gareis, 2006; Hamilton, 2004; Sanghera, 2007; Stackpole et al., 2008).

In the single phases of PLC, distinct work packages are described. These tell the stake-
holders what they have to work out in detail, what resources they have to use, the avail-
able budget, the timeframe, and the next work package (Ireland & Cleland, 2006). Stake-
holders are people involved in the project. It might be a single person such as an engi-
neer or customer, or it can be a whole department or organisation. Figure 12 shows
stakeholder parties, individuals or groups, that influence and form the project (Kanabar

& Warburton, 2008; Pfetzing & Rohde, 2009; Verzuh, 2008).

The project Departments like
management team and Quiality, Engineering,
Ist project manager Logistics, Project
Management, etc.

Steering Committee,
releasing phases and
making decisions about
the project

Customer, requiring the product

Representatives of Advocates/ Opponents,
external organisations defending the project/
with environmental, organisation and also
political social etc. representing interests from
interests external parties

Business architect
analyst for under-
standing require-

ments and document
them

Project Sponsor,
releasing the project

Figure 12: Stakeholder of a project (developed by author)

Special skills and competencies are required for project managers to manage the project
successfully (Brandon, 2006; Cagle, 2004; Hamilton, 2004; Kerzner, 2009; Litke, 2007).

These are summated in Figure 13.
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Self- Conflict
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Administrative

Judicious Skills
(e.g. staffing)
Integrator for Assertiveness
people
Problem Open minded
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Figure 13: Skills and competencies for project managers (summated by author)

The worldwide standards that exist for using PM. Main PM standards are:

— PMI (Project Management Institute)

— CMMI (Capability Maturity Model Integration)

— PRINCEZ2 (Project IN Controlled Environments)

— P2M (Project and Programme Management for Enterprise Innovation)

— ICB3.0 (International Competence Baseline)

— AIPM/ NCSPM (Australian Institute of Project Management/ National Competen-

cy Standard for Project Management)

— SAQA/ PMSGB (South African Qualification Authority/ Project management

Standards Generating Body)

Further details about these standards are given in the appendix. They are partly based

on the three existing international norms for project management: DIN (Deutsches Insti-
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tut fiir Normung) 69901, ISO (International Standard Organisation) 21500 and BS (Brit-

ish Standard) 6079. A full explanation of those norms is given in the appendix.

Target of PM

The target of project management is to control and balance the six factors: scope, quali-
ty, schedule, budget, risks, and resources for the successful performance of the project.
In the literature these factors are identified as shown in Figure 14. The problem of man-
aging is to respect all these factors equally. For example, reducing the timeframe for
completion can negatively influence the factors quality and scope; however, it might
have a positive impact on resources and budget. All cited authors emphasize three fac-
tors: schedule, budget, and scope or alternatively, quality. These combined factors are
known as the “magical triangle.” (Aichele, 2006; Cleland & Gareis, 2006; Dobiéy et al.,
2004; Harrison & Lock, 2004; Kerzner, 2009; Lester, 2007; Litke, 2007; Lock, 2007; T.
Mayer et al., 2008; Stackpole et al., 2008; Verzuh, 2008). Only PMI states the above-

mentioned six factors, which are known as the magical hexagon (Stackpole et al., 2010).
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Target of PM is to balance:

Scope

Resources Quality

Risk Schedule

Target of PMis to balance all
six factors from the hexagon
for realising a successful
project

Target of PM is to balance:

]
Magical hexagon E EJ; g
§ -,_-% é Comment

Stackpole (2008) v v v v v vV
Harrison& Lock (2004) v/ v v
Verzuh (2008) v v v
Cleland& Gareis (2006) v v v v
Dobiéy et al. (2004) v v v
Kernzer (2009) v vVVv v
Lock (2007) v v v v vV Derived from Banes (1980)
Lester (2007) v vy v
Aichele (2006) Vv v v
Litke (2007) 77177

Mayer et al. (2008) v v v v

1) Described as performance 2) described as safety 3) described as functionality

Figure 14: Balancing the magical hexagon (developed by author)

The ability to balance these factors is founded on experience. PM must operate proac-

tively, not reactively. The latter is acceptable only in unexpected events or accidents
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(Bentley, 2010). For this purpose, management must know the targets and borders of
the project, which should be openly and directly communicated to stakeholders
(Jankulik et al., 2005; Pfetzing & Rohde, 2009). PM’s target is also affected by soft factors
like guiding and motivating the team in the actual situation and adequate planning
(Pfetzing & Rohde, 2009). Lester (2007) suggested the following criteria to support the
target of balance (Lester, 2007):

— Clear objectives are stated at the beginning

— Support by top-management and sponsor are given
— Tight financial control

— Comprehensive quality control procedures

— Good contractual documentation

— Good client relationship

— Well internal and external communication

The target of PM should be the satisfaction of the stakeholders, but should also provide

support for actions that benefit an organisation (Brandon, 2006).

Measurement of PM efforts

Measurement shows whether a project was successful and if the stakeholders and spon-
sors expectations were met. One of the first methods for measurement was developed in
1978, and is called “site man-hours and costs” SMAC (Lester, 2007). This instrument
gauges the number of production hours and the costs that were generated in a given
project. Another measurement for PM efforts is a baseline. Specific targets in the past
are defined and compared to actual performance. Baselines check cost, schedule, and
scope, which are used to determine whether the project proceeded as planned (Sanghe-
ra, 2007). For measurement in a project Lester (2007) established KPIs, which can be

defined as milestones, requirements, economic figures, etc. (Lester, 2007).

In addition, Lock (2007) introduced milestone trend analysis (MTA) in which single
milestones are checked and the actual milestone dates are compared with the original
target dates. A divergence in MTA can easily show if the target has been met or not

(Lock, 2007).

Another method used to measure successful PM efforts is earned value management

(EVM). EVM is defined by the cost performance indicator (CPI) and the schedule per-
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formance indicator (SPI). In Figure 15 the setup of the formulas of the EVM are de-
scribed (Brandon, 2006; Lester, 2007; Lock, 2007; Sanghera, 2007; Stackpole et al,,
2008).

EVM — EARNED VALUE MANAGEMENT

CV  =EV-AC » by

SV =EV-PV Original A BAC
CPl = EV/AC spending plan

SPI =EV/PV

VAC =BAC-EAC

TPCI = (BAC-EV)/ (BAC—AC) Actual AC A

EAC =BAC/CPI spending plan

EAC = AC+ (BAC—EV)
—>planning the future

EAC =AC + (BAC/ cumulated CPI) ETC
- Still to perform Forecast A EAC
A Today
AC = actual costs SV = schedule variance BAC = Budget at completion
CV = cost variance VAR = variance at completion ETC = estimate to complete
EV = earned value CPI = cost performance indicator TCPI = complete performance index
PV = planed value SPI = schedule performance indicator EAC = estimate at completion

Figure 15: Description of EVM (developed by author)

In addition to measurement that is calculated with hard data, Brandon (2006) intro-
duced satisfaction factors. These are not always hard measurements, and are more fre-
quently soft measurement factors. They are normally arranged in fixed intervals and
typically assessed when the phases end. Satisfaction is not only measured in stakehold-
ers, but also for customers. It influences the decision to go, kill, or hold a project. (Bran-

don, 2006)

Result of PM

Effective PM results in a successful project. Users of PM are guided and are informed as
to what they can expect to do and what the result will be. The standards of PM should be
reproducible to ensure that they can be applied to different projects. A good PM results
in (Bentley, 2010):

— Less time or performing the project in at least the estimated time
— No overrun of costs

— Delivery of the exactly requested product

— Product of adequate and confirmed quality

— Transparency at all stages and actual status known by management
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Additionally, PM should account for the expectations of the customers (Verzuh, 2008). In
Verzuh'’s (2008) view, because the customer is the final judge of a project, customer sat-
isfaction represents success even where the schedule and/ or budget have not been exe-
cuted as planned. PM has to provide the customer with realistic expectations and follow
through with those during the course of the whole project (Verzuh, 2008). A good PM
results in transforming resources into a product/ service for the customer and minimiz-
es the effects and after-effects of setbacks. Everything is done in a planned and coordi-
nated way (Cleland & Gareis, 2006). PM minimizes the effects of disasters by using po-
tential trade-offs of a project and by being aware of when objectives can no longer be

met or the execution is impossible (Kerzner, 2009).

Excursus on the maturity models

Maturity models benchmarking PMs capability for an organisation. They push the devel-
opment of target-orientated PM (Pennypacker & Grant, 2003). Maturity models origi-
nated in software development and are intended to evaluate the execution of processes
(Cooke-Davies, 2007). A clear definition for maturity models is nowhere stated, only a
description for usage and a rough structure of the setup (K. Crawford, 2002; Kerzner,
2001). Further details for the rough structure are described in Appendix VIII - Project
management method “capability maturity model integration” (CMMI). The maturity
model in the appendix is one of the most well-known models in the world and is often
the basis for other models worldwide (Cooke-Davies, 2007; Paulk, Curtis, Chrissis, &

Weber, 1993).
The benefits of a maturity model as stated by Cooke-Davies (2007) as follows:

— Understanding the necessary processes for successful project management

— Specific improvement on project management processes to get the next level of
the maturity model

— Self-evaluation of one’s capabilities and processes as related to project manage-
ment

— Implementation of project management processes across project portfolios and

programmes over the whole organisation

An evaluation of the processes helps to identify their strengths and weaknesses, and
lends insight to improve them. As an outcome, maturity models are the basis for bench-
marks (Cooke-Davies, 2007; Judgev & Thomas, 2002). Ibbes, Reginato, and Kwak (2007)
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identified an increased value of time and cost savings at higher stages of the maturity
level. This represents a first step of investing into improving processes, which provide
benefits in the future. Additional possibilities for cost savings emerge at a higher level,
which will amortise the investment and continue the improvement of processes (Ibbes,

Reginato, & Kwak, 2007). This is also a target of the maturity model.

Project management: Conclusion

Project management is the planning, delegating, controlling, steering, and organisation
of a project intended to achieve a result positioned within agreed criteria, cost, time, and
performance. Organisations are motivated to implement PM because they expect to in-
crease the efficiency and decrease the risks of a project; simultaneously, PM binds dif-
ferent stakeholders together. This enables an improved capacity to survive in the global
economy. PM is implemented in an existing organisation by a functional, matrix, or pro-
jectised orientation. The project itself is orientated on a PLC with the four phases of ini-
tiating, planning, executing, and closing. Knowledge groups represent the structure of
the project, which is managed by a project manager with special characteristics and
competences. The overall target of a project is to balance the magic hexagon using the
factors of scope, quality, schedule, budget, resources, and risks. The successful perform-
ing of those tasks results in the satisfaction of sponsors and stakeholders involved with
the performing and benefiting organisation. The success of PM can be measured by hard
facts like KPIs, MTA and EVM; it can also be measured by soft facts like the satisfaction of

the customer and the sponsor. The standards of PM are replicable methods.

4.2.4 SUMMARY OF MULTI PROJECT MANAGEMENT
The basis of MPM is the same as the original definition of management. Like manage-

ment, MPM is also subdivided into three levels but is based on projects. In the field of
management, the divisions are: top-level management (strategic), middle-level man-
agement (tactical), and first-level management (operative). The same level is valid for
MPM: top-level management represents the strategic approach of PPM, middle-level
management represents PgM, and first-level management represents PM. All three lev-
els depend on and profit from the competences of MPM: resource planning, optimization
of projects, definition of processes, procedures, and the development of professional

competences.

PPM (see Appendix II - Project Portfolio Management (PPM) - strategic approach) con-

sists of programmes and projects that must not directly be linked together. It manages
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multiple programs and provides a synergy across all managed projects (Leonard & Swa-

nepoel, 2010; Levine, 2005; Maizlish & Handler, 2005).

PgM (see Appendix III - Programme Management (PgM) - bonding strategic with opera-
tional) is situated at the mid-level of the MPM pyramid and manages a bundle of pro-
jects. These projects can each may have a different approach. For example, a project
might: relate to one specific objective, have a consolidated approach, have one final cus-

tomer, or have a cooperative objective.

PM is the planning, delegating, controlling, steering, and organisation of a project that is
designed to achieve the result within agreed criteria, cost, time, and performance. PM
organizes the process using the PLC to continually control the success. PM represents

methods that apply to different projects.

4.3 COMPARISON OF PROJECT MANAGEMENT STANDARDS
As already mentioned, management is the key for handling difficult, complex projects.

There are different levels of project management, and standards vary globally. Project
management skills are not used in the same way everywhere (Stackpole et al., 2008).
Agile project managements such as scrum will not be discussed in this thesis because
those methods do not include the traditional role of project manager. Furthermore, no
standardized certification program exists for those methods. They cannot be viewed as
representing a PM standard, rather they signify a complementary method for traditional

PM (Lehmann, Mikulaschek, & Oestereich, 2013).

Four main certificates exist worldwide: Association for the Advancement of Cost Engi-
neering (AACE), AIPM, IPMA, PMI (Giammalvo et al., 2005). However, after an examina-
tion of these programmes, AACE focuses more on financial topics and will not be consid-
ered here. Here PM standards, often used in the field of industry, were taken into ac-
count: AIPM, IPMA, PMI, PMSGB by the SAQA, Prince2 by the office of government com-
merce (OGC), CMMI by the Software Engineering Institute (SEI), and Project and Pro-
gramme Management for enterprise innovation (P2M) by the Project Management As-
sociation of Japan (PMA). The model for levelling the maturity like CMMI is included. As
a close link from the maturity model CMMI to project management standards is given,
CMMI is also listed in the table for comparison of PM standards worldwide, but many

processes from CMMI cannot be linked to PM standards.
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PM standards, which are described in detail in the appendix, were selected and com-
pared. The criteria used were based on the following key factors: membership volume
worldwide distribution and completeness of the process steps. The key facts of each
standard are illustrated in Table 4. The PM standards listed have an international ac-
cepted certification programme and relate to an ISO norm. The oldest standards have
been in existence for more than 40 years. Their published handbooks are offered in dif-
ferent languages and are practiced in many countries worldwide. The newer standards
are distributed less and are primarily based on the older PM standards; they frequently

require further development.

ar PMP cMMI Prince2 P2M ICB3.0 NCSPM PMSGB
Fact (PMI) (SEI) (0GC) (JPMF) (IPMA) (AIPM) (SAQA)
USA USA UK

Country of
Japan Switzerland Australia South Africa
origin
Bank of Continental AG, IBM, SUN, Xerox, Disney, Boeing, Thales,
Example of America, Booz || ABB, Deloitte, || ThyssenKrupp, Microsoft, IBM, || Arup, Aurecon,
associated Allen Hamilton, || NASA, US AIF, Deutsche Post, || PME Group Ltd. || Intel, Ericson, JACOBS, BAE n.a
companies PWC, U.S. DoD, Lockheed, British Telecom, Citigroup, Systems, AXA
IBM, Lokheed, ..|| Thales, EADS,... Fraport AG, ... SIEMENS, ... Australia, ...
[ EEEzgitse es es es es es es es
certification Y v Y Y Y Y Y
Certification
>520.000 >4.000 270.000 2.500 >170.000 3.800 1.200
owner/ world
Practisin
actising >200 13 70 n.a. >60 1 1
countries
Arabic, Chinese,
English, French, Chinese, .
. . Chinese,
German, Italian, Danish, Dutch, .
Japanese English, French English Danish, Dutch,
Languages P ! English ersn, ! EIsn, English, French, English English
Korean, German, Japanese R
. German, Polish,
Portuguese, Norwegian, Spanish
Russian, Polish, Spanish P
Spanish
Year of . 1969 1997 1984 2002 1965 1976 1997
foundation
1SO 9001
1ISO 10006 1SO 10006
Standards 1SO 21500 :28 2882 ::8 gggg 1ISO 10006 DIN 699011SO 1SO 21500 1SO 21500
ANSI 99-001 21500
IEEE1490-2003

Table 4: Comparison of facts on PM standards (developed by author)

The processes of the standards were examined to determine how comprehensive the
content was by thorough analysis and comparison (see Appendix VII - Comparison of

processes from worldwide project management standards).

The variance in practice of the process steps and the characteristics of specific PM

standards are described in the following:
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PMI PMBoK 4th edition

CMMI

Data management is not covered, the possibility to track requirements is not
mentioned

Business Case is only recognized at the beginning

Tailoring of criteria and guidelines are mentioned once at the beginning of the
project

PMI states that a project is always established on the existing structure and not

defined in a new manner

As it is a maturity model and not a real PM standard, it does not cover the crea-
tion of a project charter at the beginning of a project

A closing phase is not mentioned

CMMI is focused on products that are integrated inside the company. Therefore
clear conceivability and preparation for interfaces exist - CMMI mentions specific
processes for a product

A focus on operational process performance, which is primarily covered in other

standards by baselines

Prince?2

P2M

70

[s a product based planning, the product is the central point

Great focus on business case that is checked on a regular basis, at the end of each
phase at the latest

Stakeholder expectations are not mentioned because it is focused on the product
No mention of procurement, data management, and process improvement

Strong involvement of management because management plans ad-hoc instruc-

tions and must release each phase

Procurement is not mentioned as a part of PM
No mention of data management

Human resource development is not considered



ICB3.0

— Does not cover processes for technical solutions of the product
— Strong focus on behavioural competence and contextual competence (integration

into management, organisation, health, environment, and legal)
AIPM/NCSPM

— Parallels can be seen to PMI in its origin

— No mention of the process for technical solutions of products
PMSGB/ SAQA

— Standards consist of fundamental, core, and elective components

— Mentions Africa specific problems like handling of HIV infected people

— PM certification is established on different levels and prerequisites are necessary
(previous certification levels)

— Origins of PMI can be seen

In conclusion, Table 19 (see Appendix VII - Comparison of processes from worldwide
project management standards) shows that worldwide, the processes of the frequently
used standards do not differ greatly. All initial listed phases (initiating, planning, execut-
ing, monitoring/ controlling and closing) are handled by the standards listed above. The
older standards (PMI, ICB3.0) list more process steps for the single phases. The newer
standards (PMGSB, NCSPM and P2M) are less detailed and refer more to the older
standards. Product specific validation and process steps are mentioned more in the

CMMI and Prince2 standard because they include product based planning.

4.4 SELECTION OF A PROJECT MANAGEMENT STANDARD
For selecting the most appropriate standard for this research, the criteria from Table 4

were used: example of associated companies, international accepted certification, mem-
berships worldwide, practising countries, availability of different languages, and compli-

ance with official norms.

PMI standard was selected. It is associated in a variety of highly successful companies
and shows a close relationship to practical application. Their certification is accepted
worldwide. Furthermore, it is used the most worldwide and has more than 520,000 cer-

tified members in over 200 countries (Lehmann et al., 2013). Providing the standards in
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more than ten languages increases the international use of the approach. The content of
The PMI standard has been in existence for longer than 40 years. This standard covers
most of the aspects included in the other standards, and based on its history provides
the most practical experience. For these reasons PMI standard appears suitable for re-

searching management in complex projects.

Investigations were performed within the PMI group of Germany. Here the IPMA stand-
ard ICB3.0 is used more with over 30,000 certified people vs. >9,700 people certified in
PMI standard PMP (Project Management Professional). However, from a global view,
PMIs standard PMP is used more than the ICB3.0 (Lehmann et al., 2013). This thesis will
focus on a specific geographical area because a worldwide survey would be difficult to

execute and very time consuming.

A comparison conducted by the Global Alliance for Project Performance Standards
(GAPPS) resulted in another rating of PM standards. However, the credibility of the re-

port is highly questionable because the organisation created the criteria for the study.
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5 COMPLEXITY

The introduction of this chapter defines the term and theory of complexity. The origin of
complexity with its strengtheners and root causes are described. Different forms and its
impacts to the value chain are shown. The visualization and the management of com-
plexity by controlling, reduction or elimination follow. Finally, the degree of complexity

and resulting costs are measured.

5.1 COMPLEXITY DEFINITION
Complexity is derived from the Latin root complexus, which means entwined or twisted

together. Ireland (2007) interpreted complexity as system with two and more compo-

nents or variables.

The detection of complexity depends of the observer’s standpoint. Therefore, the esti-
mation of complexity is subjective and different for each observer (Fliickinger & Rauter-

berg, 1995).

Therefore, no common agreed upon definition exists for complexity. Edmonds (1998)
stated: “property of a language expression makes it difficult to formulate an overall be-
haviour of complexity, even when given almost complete information about atomic
components and their inter-relations” (Edmonds, 1998, p. 6). Language here includes
diagrams, atomic components, and irreducible signs in chosen language of representa-
tions. It corresponds to undefined functions, signs, predicates, and constants in a formal
logic (Edmonds, 1998). This definition of complexity is actually quite complicated Alisch,
Winter, and Arentzen (2004) provided a more comprehensible definition: Complexity is
the characteristic of a system whose overall behaviour cannot be described and ex-
plained, even not when all information of single components and their behaviour is

available (Alisch, Winter, & Arentzen, 2004).

In the literature, authors relate complexity to different fields as illustrated by the follow-

ing definitions:

Computational Complexity, Kolmogrov Complexity and Bennetts Logical Depth - they refer
to information technology and are not further explained here (Edmonds, 1998).
Lofgrens Interpretation and Descriptive Complexity - refer to the process of description

and interpretation. The interpretation process is the translation from the description to
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the system and the descriptive process is the other way around (Lofgren, 1973). Kauff-

mans (1993b) Number of Conflicting Constraints — is more concerned with order than

with complexity. He defines complexity as number of conflicting constraints.

Complexity is described generally in theory, but there is no explicit definition. Defini-

tions in the literature are polymorphic. Complexity is characterized by the features: con-

tinuous motion/ momentum, increasing complexity/ non-transparency, spontaneity of

hierarchy, adaption, large amount of different elements, irreversible and considering
given restrictions (Ehrlenspiel, 2009; Feess, 2013; Pruckner, 2005; Riedl, 2000;
Schwarz, 2011; Valle, 2000). This is summarized in Table 5.
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Table 5: Characteristics of complexity (summarized from Valle, 2004; Riedl, 2000; Prucker, 2005;
Ehrlenspiel, 2009; Schwarz, 2011 and Feess, 2013)

5.2 THEORY

Theories describe and explain the different phenomena of complexity.

5.2.1 SYSTEM THEORY

The system theory developed in different disciplines, and many of the principles are in-

distinguishable.
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Gyorgyi, 1964). To explain this, Bertalanffy (1969) defined the targets of the system the-

ory:

— Support for more integration in different disciplines

— Exact theories and science beyond physics

— Development of integrative science and system theoretic world view
— Simplification and abstraction of an explanatory model

— Support of scientific teaching and creation of scientific generalists

Several authors have demonstrated that while system theory originated in the earliest
scientific disciplines, it continues to be a significant part of the modern sciences includ-
ing: biology, chemistry, psychology, engineering and economics. Those fields influenced
system theory. Two significant paradigm changes in the theory are discussed (Pulm,
2004): First, the cybernetic order moves from externally controlled and monitored to a
self-controlled encircled system emerging from the environment. Appropriate methods
can influence the system and also imply the potential to control the system. The second
cybernetic order changes the system to a reflexive and self-referential one. It is self-
developed and sustained by the environment. Externally it is not controllable and re-
sults or events are not predictable - but an intervention is possible. Checkland and
Scholes (1999) described cybernetics by a controllable “hard system” and non-
controllable “soft system” (Checkland & Scholes, 1999, p. A9).

System theory develops continuously. Different theories have been derived from it. Simi-
larities between system theory and the following complexity theory are hard to define.
System theory appears earlier in the timeline than complexity theory; however, the
management of complexity in practice is the target of both (Van Gigch, 1987; Vemuri,
1978). In system theory, complex systems are generally described by their characteriz-
ing features. The complexity of a system escalates with the addition of more elements or
with an increase in the relationships of elements (Milling, 1981). System theory can con-

sist of different complex systems.

According to Pleitgen, Saupe, and Jiirgens (1992), chaos theory is also a sub category of

system theory, which will be discussed further in this thesis.

5.2.2 COMPLEXITY THEORY
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Complexity theory describes neither a linear, nor a back coupling relationship between
elements of a system. The system illustrates an asymmetric structure that is partially
non controllable. Furthermore, elements can be irreducible. The reaction of the system
is difficult to predict (Casti, 1986; Flood, 1987). Therefore, complex systems must be
controlled in a decentralized manner. A manipulation of variables is destined to fail and

could lead to a breakdown of the system (Johns, 2008).

Grossmann (1992) and Purle (2003) defined the following characteristics of complex

systems:

— Large amount of elements that are related

— Non-linear with internal and external back couplings

— Lapse of time can change

— Possibility to change to many different statuses in a certain time
— Relying on the past, but not analytically definable

— Definable and measurable by variety

Complexity theory leads to a system that requires a minimum quantity of resources to
be managed. If the quantity of available resources falls below that minimum, then diffi-
culties cannot be solved. In advance the system predicts that success might not appear,

but its results can still influence practical applications (Wegener, 2003).

Complexity theory stands between order and chaos theory. Order theory moves in regu-
lar relationships (Mittelstrass, 1984). Kauffmann (1993a) argued that complexity ap-
pears as a transition phase between order and chaos. He also spoke of a controlled/

proper complexity.

5.2.3 CHAOS THEORY
Complexity can evolve into chaos. Chaos theory is a subcategory of the system theory
that reveals internal instabilities and can result in a loss of organisation; however, it can

also lead to reorganisation as a “module of organisation” (Peitgen, Saupe, & Jiirgens,

1992).

There are many possible definitions of chaos. However there is no general agreement in
the scientific community what characterizes a chaotic system (Devaney, 1992; Fradkov

& Pogromsky, 2008).
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Chaos theory arose from research conducted in academic fields that include the life sci-
ences, physical sciences, and mathematics (Cooke-Davies, Cicmil, Crawford, & Richard-

son, 2007).

According to Kellert (1993) and Bedford (1998), chaos theory is a qualitative study of a
deterministic nonlinear dynamic system with unstable aperiodic behaviour (Bedford,
1998; Kellert, 1993). Valle (2000) described the following characteristics of a chaotic
system: it is dynamic (changes over the time) and behaves in an aperiodic and unstable
manner (not repeating itself). Although it is a complex system, it can contain simple
causes. In chaotic systems the element of nonlinearity results in the fact that inputs and
outputs are not proportional and the principle of additivity is non conforming. The de-
terministic character of chaotic systems means that chaotic behaviour is not random
despite their instability and aperiodicity (Valle, 2000). Similar characteristics were
found by Beyerchen (1992), Kellert (1993), and Williams (1998) (Beyerchen, 1992; Kel-
lert, 1993; G. Williams, 1998). Nonlinearity, sensitivity, and aperiodicity were also con-
firmed by Namrata (2011) and ]. Zimmermann (2010). Valle (2000) concluded that
these characteristics lead to an unpredictable system, but only where the output of the
system is used as an input for the next (Valle, 2000). Probst (1987) added to those de-

scriptions: chaotic systems do not behave randomly (Probst, 1987).

The problem of a chaotic system is unpredictability. In order to calculate the future be-
haviour of a system, all parameters must be known with infinite accuracy. This is almost
impossible. Defined predictions are possible for only a limited time period (Wernd],

2009).

Chaos theory gained recognition with the introduction of the “butterfly effect”. This was
presented in 1979 by Edward Lorenz in a paper published by the American Association
for the Advancement of Science. He described how minute changes could influence non-
linear systems in an unpredictable way (Cooke-Davies et al., 2007). The “Lorenz Attrac-
tor” is a graphic illustration of this concept that is visually similar to the image of a but-
terfly. The image reveals the intricate structure that is hidden within a disorderly stream
of data. In 3D space a point is fixed by three variables. Changing the system, this point
represents the motion and continuous changing variables. It is a system whose trajecto-

ry cannot exactly be repeated and never intersects with itself (Gleick, 2011).
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Can a flap of a butterfly influence the weather on the other side of the earth? Paradoxi-
cally, in the long-term, weather is not predictable; however, it should be possible to ex-

plain its behaviour or at least to understand it (Cooke-Davies et al., 2007).

5.2.4 SUMMARY OF THEORIES
All three described theories are linked. Complexity and chaos theory are derived from

system theory with an increasing grade on difficulty. With reference to Snowden’s
(2005) “cynefin”, framework the three theories are summarized and illustrated in Figure

16 (Snowden, 2005).

THEORY: CHAOS THEORY

Od Characteristics:

—Non linear and dynamic system

—Unstable, a-periodic behavior

—Input and output is not proportional Knowledge is impos-

- Ending up in unpredictability Sib,le and so!ution is
gained by acting

THEORY: COMPLEXITY THEORY

Characteristics:
o E — Large amount of elements with relationship Requirements:
— —Non linear, with int./ext. Back couplings . . .
o . Managing a min. Knowledge is not
= | —Lapseoftime canchange of resources known and solution
8 — Possibility to change to many different status in a SToll is developed by ex-
certain time 0 less - periencing
. . . problem is not
— Relying on the past but not analytical definable selvl

— Definable and measurable by variety

THEORY: SYSTEM THEORY (developed by different disciplines with identical principles)
-> continious development and improvement
r | Target: Coverage: Simple to understand
] . L L and manage  as
a (1) Support for more integration in different disciplines Self controlled know-how exists or
% (2) Exacttheories and science beyond physics is known where to be
(3) Development of integrative science and system theoretic world view andBel gained
(4) Simplification and abstraction of an explanatory model referential > Solutions are pre-
(5) Support the scientific teaching and creation of scientific generalists system defined

Figure 16: Differences of System-/ Complexity- and Chaos-Theory (summarized by author)

The figure above shows order or system theory and includes Snowden’s (2005) ap-
proaches of simple and complicated. People first observe a situation, than start to cate-

gorize or analyze it before responding.

Complexity or complexity theory can only be understood after the problem is solved.
Therefore, situations are first investigated and/ or tested, and then analyzed and re-

sponded to.
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Chaos theory states that a chaotic situation is not manageable because it is unstable and
a-periodic. Snowden (2005) asserted that people generally act first, and then analyze a

given situation.

5.3 PARADOX ON COMPLEXITY
Paradox is derived from the Greek words para - against and doxa - doctrine, and means

an unsolvable situations (Duden, 1996). A paradoxical situation is characterized by the
occurrence of contrary events. According to Howard (2010), the concept of paradox in-
dicates that world should be viewed as black and white, not black or white. Today, the
paradox has been increased by the growing amount of available information that cannot
be confirmed. This phenomenon leads to a rise in complexity. Therefore, in the commer-

cial environment, constant management of paradox is necessary (Howard, 2010).

In relation to complexity, Bandte (2007) mentioned two paradoxes: information and
term. Complexity that results from the paradox of information is caused from a lack of
information. To control a system, complete information is necessary and requires the
constant collecting and handling of information, which is almost impossible, (Bandte,
2007; Kirchhof & Specht, 2003; Malik, 2003). Complexity caused by the paradox of term
occurs because humans have a limited ability to absorb and handle information (Dorner,
1998). The paradox can be only solved by the connectivity of single elements to the sys-

tem, not by syntheses to a cohesive whole (Luhmann, 2002).

5.4 ORIGIN OF COMPLEXITY

5.4.1 ROOT CAUSE
Complexity can originate from the internal side (endogenous) and/ or the external side

(exogenous). Endogenous factors can include the increasing variance of products; cus-
tomer demands are considered exogenous aspects (Datar, Kekre, Mukhopadhyay, &

Srinivasan, 1993; Schuh, 2005a).

Complexity arises from a multitude of targets that require attention as requested by a
system with its different plans (processes) and signals (influences, e.g. environment).
Everything is related to each other and reacts with each other (Fliickinger & Rauterberg,
1995; Frese, 1987; Richter, 2008). Back coupling, nonlinearity, accumulation, and delays

generate complexity in a system (Grosser, 2011).

Free trade facilitates the exchange of goods, people, knowledge, and capital (Maznevski,

Steger, & Amann, 2007). The expansion of free trade has the potential to grow further.
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As free trade escalates, complexity will increase because of growing external and inter-
nal requirements; companies react to environmental influences by implementing chang-

es in the organisation, product, or process (Schuh, 2005a).

U. Lindemann, Braun, and Maurer (2009) categorized the root cause for complexity into

the following sections:

— Market (external) with demands for multi-functional products, globalization/
competition, norms, customer diversity and competitors.

— Product (internal/ external) with demands for variant diversity, decreasing batch
sizes, component interfaces, make or buy parts and functionalities.

— Process (internal) with increased linkage of processes, iterations, concurrent en-
gineering, multi-disciplinarity and development time.

— Organisational (internal/ external) with involved parties, organisational re-

quirements, employee fluctuation, employee size and organisational structure.

The majority of the root causes listed above have been confirmed by Krause, Franke, and
Gausemeier (2007). Other roots for complexity are: technologies and changes in politics
and society (Franke, Hesselbach, Huch, & Firchau, 2002; Krause, Franke, & Gausemeier,

2007). Those aspects are not shown in Figure 17.
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Figure 17: Internal and external root causes for complexity (adapted from Lindemann, Braun &
Maurer, 2009)

The internal and external root causes for complexity influence today’s projects. Exter-
nally, market demands impact projects because in a globalized market customers
change their requirements as market demands change. Internally, project and company
processes change constantly, which reduces development time because product lifetime
is shortened and information technology is accelerated. Internal and external influences
in a product or an organisation affect the product/ project such as the interfaces or
make/ buy-part decision and change the structure of organisation. All of these factors

can cause complexity when the original planning of a project is changed.

5.4.2 COMPLEXITY STRENGTHENER
Complexity strengtheners are mainly powered by cross-linking, change and diversity.

When all three characteristics are combined, and possess a high ratio in particular; they
create a highly complex system (Klaus & Buhr, 1975; Schuh, 2005a). If the dynamic is
low in a given project, the project will be minimally complicated. When the dynamic is
high, projects become highly complex. This concept is independent from diversity and

only partly related to cross-linking (see Figure 18).
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Figure 18: Main dimensions of complexity strengthener (developed by author)

In his Phalinza model, Schwarz (2011) outlined the following components of complexity:
various elements in different constellations, strongly cross-linked with an intensive
communication, highly self-dynamic. This model demonstrates the difficulty of predict-

ing the next step in a given project or task (Schwarz, 2011).

The Phalinza model is more or less abstract. However, several authors and experts have

addressed the main strengtheners of complexity in tangible situations:

— Size of project or organisation by people and assets

— Internal and external interfaces for system, companies, environment and projects

— Customer requirements as well as country specifics, functions and individualiza-
tion

— Market dynamics

— Organisational changes

— Amount of cooperation with stakeholders and other companies

— Technical/ product diversity

— Communication/ decision process and use of information
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— Laws, norms, and regulations

The literature offers an almost endless number of strengthners for complexity as men-
tioned earlier. In Table 6, all strengtheners are broadly listed, and sorted according to
their occurrence (Bohne, 1998; Chronéer & Bergquist, 2012; Faller & Kracht, 2006;
Franke et al.,, 2002; Hass, 2007; Hass & Lindbergh, 2010; Ireland, 2007; Kersten, Lam-
mers, & Skirde, 2012; Klaus & Buhr, 1975; Koch, 2008; Krause et al., 2007; Leybourne,
Kanabar, & Warburton, 2010; U. Lindemann, Braun, & Maurer, 2009; Losch, 2001; T.
Mayer et al., 2008; Maznevski et al., 2007; C. Meyer, 2007; Schuh, 2005a; Ward, 2005).

Authors/ experts 4
8
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Complexity strengthener S & ¢ 5 = 8§ &£ £ 2 a8 8% = £ &S
Size of project/ organisation (people/ assets) v v v v v v v v v v
Interface internal/ external for parts, companies, environment and projects v v v v v v v v v
Customer requirements (country specifics/ functions and individualisation) v v v v v v v v
Market dynamics (competitors) => flexibility v v v v v v v
Organisational changes v v v v v v v
Amount of stakeholder/ cooperation with companies v v v v v v v
Technical-/ product diversity v v v Y v v v
Communication/ decision process/ information use v v v v v v v
Laws/ norms/ regulatories v v v v v v v
Changes in time/ schedule (time to market) v v v v v v
Internationality/ countries/ facilities v v v v v
Cultural diversity v v v v v
Process/ methods changes v v v v v
New/ diverse technologies v v v v v v
Political changes v v v v v v
Innovation in product/ organisation v v v v v
Globalisation/ market opening v v v v 4
In-house production depth/ production processes v 4 v
Economical changes (crises) v v v
Data storage/ -distribution/ -organisation/ -care v v v
New materials v v v
Economical KPIs and diversity v v
Demographical change/ change of consumer structure v v
Diversity of changes v v
Time limited actuality v
Virtuell techniques v
Incompatible systems/ tools v
Partitionment of work/ competency/ responsibility 4

Table 6: Complexity strengtheners from the literature (developed by author)

With the IT revolution and intertwined systems, access to information is enhanced and
frequently actualized (Sargut & Gunther McGrath, 2011), which increases the dynamic
nature of markets. Companies must be flexible and establish their projects with a global

perspective. The trend is to speed up the implementation of all available data (Scheiter
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et al, 2007). Project managers that operate in the international arena should be pre-

pared to deal with the complexity strengtheners that are listed in the literature.

5.4.3 IDENTIFYING COMPLEXITY
In order to identify complexity, the elements of the system need to be monitored, differ-

entiated, described, evaluated, and correlated to each other. Several monitoring stand-
ards and tests provide unique perspectives. They focus on specific elements, reactions or
topics. Furthermore, they still solve the complexity by possible observations (H. Linde-

mann, 2008).

Enlargement of the observation perspective promotes the recognition of complexity.
Here variables outside of the system must be taken into account like the environment

(H. Lindemann, 2008).
The following questions are helpful to identify complex systems (H. Lindemann, 2008):

— Is there another possibility of being?
— The perception of the system by others?
— Are there any other possibilities and which might emerge?

— Who or what could support the solution?

In summary, the recognition of complexity depends on a variety on perspectives and
also by the exchange of the perceptions or the “twisting of perspectives” (H. Lindemann,

2008).

5.5 FORMS AND IMPACTS OF COMPLEXITY
Complexity is manifested in different forms and impacts a system in a variety of ways.

5.5.1 FORMS OF COMPLEXITY
The researcher analyzed the forms of complexity in the work of fifteen authors (Blockus,

2010; Bosch-Rekveldt, Hermanides, Mooi, Bakker, & Verbraeck, 2010; Bozarth, Warsing,
Flynn, & Flynn, 2009; Christen, 1996; Fleig, 2009; Grosser, 2011; Hanisch, 2011;
Heidegger & Weerda, 2008; Johns, 2008; Maurer, 2007; McKinley, 1987; Schweiger,
2005; von der Eichen & Stahl, 2003; Weber, 2005; Zolin, 2010).

42 forms of complexity were identified. These forms are arranged into the following
groups: environmental, time related, technical, organisational, production, process,
technology, and market. Those groups are then divided into the subcategories of objec-

tive/ subjective view and internal/ external view. This is summarized in Figure 19.
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Figure 19: Forms of internal/ external and objective/ subjective complexity (developed by author)

5.5.2 IMPACTS OF COMPLEXITY

In the 1990s, the behaviour of 29 organisations was investigated over a ten-year period.

The products offered rose up to 130%, the variants increased by approximately 420%.

The lifecycle was shortened by about 80%, and the delivery time decreased by approxi-

mately 90% (Schuh, 2005a; Wildemann, 1991). This caused a surge in complexity. To

avoid negative effects and impacts it is necessary to manage complexity.

The impacts of complexity have been pointed out by several authors: Denk (2007),
Franke (1998), Franke et al. (2002), Hanisch (2011), Kaiser (1995), Rathnow (1993),

and Schweiger (2005). These impacts are best explained along an organisation’s value

chain with its process steps of research & development, purchasing, production, sales,

service/ recycling, and overall processes such as planning and accounting (see Figure

20) (Denk, 2007; Franke, 1998; Franke e

t al, 2002; Hanisch, 2011; Kaiser, 1995;

Rathnow, 1993; Schweiger, 2005). Costs incurred in one department can potentially af-

fect a different department by causing a time

delay (Blockus, 2010).
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Figure 20: Possible impacts in the value chain (as summarized from Franke et al., 2002)

During all phases of a project, whether a phase focuses on the development or on the
span of a product, complexity can influence the project and cause negative impacts in
different areas. Management needs to be able to counteract those effects in different ar-

eas including: time, costs, scope, risk, communication, and procurement.

5.6 MANAGEMENT OF COMPLEXITY
Management has become more complex due to accelerated development cycles, the con-

tinuous growth of globalization, and the emergence of new markets (H. Frank &
Schmidts, 2007). Many companies have a difficult time competing in emergent markets
and rather than implementing new measures to improve performance, they copy devel-
opments from other organisations. Managing complexity helps to avoid copying
(Maurer, 2007; Wildemann, Ann, Broy, Glinthner, & Lindemann, 2007). In a complex
system, single development cycles of modules are isolated and must be managed. In the
future, this process will be performed more frequently due to a rise in system-oriented
thinking (Krumm & Rennekamp, 2011). Modules are later consolidated and introduced
in an overall structure and network (H. Frank & Schmidts, 2007). Figure 21 shows ex-

amples in the automobile industry - movement towards module, platform in general.
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Figure 21: Example for increasing modules in overall systems and its synergy (source:
Volkswagen)

Increasing customer demands turn mass production from a low complexity enterprise
into to high complexity enterprise (Maurer, 2007). Brandes (2002) used a statement
made to congress by a representative of Stafford Beer to illustrate that principle. We
have learned to break down information into small bits. Systemic thinking is not popu-
lar. Since 200 years science also works according that scheme. Also managers think in
reduced, simplified terms; with fatal outcomes for the companies. If fractioned skills of
employees are estimated, essential information and know-how is lost. Systemic man-
agement reckons the overall structure and relations in an organisation (Brandes, 2002).
The ability to manage instead reducing complexity is a real advantage. That particular
core competence, which is the basis for the further development of new products, is dif-
ficult to copy (Maurer, 2007). However, the notion that complexity can be controlled in
entirety is false (Weyer & Schulz-Schaeffler, 2009). According to Schuh (2005a), it is bet-
ter to reduce “over-complexity” and to manage “rest-complexity”. Complexity manage-
ment relates to exogenous (external, market demands) and endogenous (internal, to
comply with demands) interfaces (Schuh, 2005a; Wildemann, 1998). This division is

necessary because the human ability to understand the totality of complexity is limited

(Christen, 1996).

Complexity in a project can be planned like any other function or process. This results in
a planning of an uncertainty that will occur in the future (Curlee & Gordon, 2011;

Titcomb, 1998). Planning for complexity is often difficult and leads to changes. Continu-
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ous and pre-emptive planning is suggested as solution to manage complexity (Curlee &

Gordon, 2011; O’'Toole, 1996).

In the following, the methods of handling of complexity are described, including: inter-

dependencies, visualizations, reductions, and measuring methods.

5.6.1 VISUALIZATION OF COMPLEXITY

Visualisation enables a better understanding of complexity. However, a poorly designed
visualization can lead to ambiguity and incorrectness if a complex system is poorly and
inaccurately presented, not outlined in the correct diagram, or if key features/ processes
are omitted, such as explanatory icons or symbols (Flood & Carson, 1993). Three rules

designed to avoid those traps are developed (Checkland, 1979):

1. Define the type of diagram that is appropriate to the system and the situation.

2. State clearly the entities and relations within the diagram and which elements
are portrayed by specified symbols.

3. Provide a legend, so that others who will read the diagram are able to interpret it

in the same way.

In the following, the different visualisation methods for complexity are listed. These are
oriented to variations of handling complexity: understand, reduce, and manage. For
completeness, only a descriptive method is mentioned. Table 7 shows the visualisation

methods that are all explained in more detail in the appendices.

‘ VISUALISATION METHODS FOR COMPLEXITY |
— Mapping — Graph theory — Balanced Score Card (BSC)
— Mindmap — Network (arrow) diagrams like ||— Data structural matrix (DSM)

— Rich picture method ;iﬁi;ﬁ?&ﬂ?}?ﬁ?&pﬁﬁgﬂ) — Component, people, activity
_ Scenarioanalysis (VNM) and parameter based DSM
~ Fuzzy Logic — GANTT/ PERT/ CPM - (D[fhmi)" Mapping Matrix

- Portfolio —  Multiple Domain Matrix

- Mapping (MDM)

— Conceptmap — Portfolio
— Fuzzy Logic

Table 7: Overview visualization methods for understanding, reducing, and managing complexity
(developed by author)
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5.6.2 HANDLING COMPLEXITY
Managing complexity can be described as the attempt to decouple external from internal

variety (e.g. products, projects etc.). Complexity can unlock many new possibilities, but it
can also be very costly (Hofer, 2001). It permits flexibility in a certain level of process
structures, which can be specified when the environment changes and results in a com-
petitive advantage (Maurer, 2007; Puhl, 1999). A target of the majority of organisations
is to to align complexity with the requirements of environment (Purle, 2003). According
to Schuh (2005b), optimal complexity is gained when internal complexity equals exter-
nal complexity. An imbalance must be adjusted (Schuh, 2005b). Therefore, the ability to
control, adjust, and steer complexity is equivalent to the successful management of it
(Malik, 2007). Successful handling requires a wide view of the performance of the sys-

tem and its principles (Malik, 2003).

The handling of complexity is a continuous process that identifies unexpected develop-
ments in every phase of a process. To maintain continuity, complexity management
should be set up within the strategic management division. Here the products must be
defined and standardized for a correct setup of variants (Blockus, 2010; Franke et al.,
2002). On operational level, particularly for projects, the following factors are necessary:
target definition, component strategies, limitations, early documentation, build-up of
system suppliers, limitation in parts, robust planning, and prioritization (Franke et al.,

2002).

Schuh (2005b) conducted survey of several organisations and found that if the following

conditions are in place, a company is better able to handle complexity:

— Clear definition of customers and their requirements. This means a mix of big and
small customers and standard products that have the potential to be adapted to
customer specific needs

— Strategic planning of a product’s variety and its lifecycle; although variants will
increase with a mostly regular strategic planning

— Transparency of process costs and impact on the value chain; process costs will
influence the offer proposals

— Active handling of complexity in organisation belongs to the daily tasks of opera-

tive management
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Although maintaining simplicity is effective in some fields, it can also be precondition for
crises and collapse. According Malik (2007), it is better to cope with complexity as it re-
sults in a better perception of the environment. However, this technique should not be
limited to financial indicators because they are too reductive. Prosperity and values
would not be generated and instability could be caused (Malik, 2007). This principle is
also stated by the natural law in cybernetics: the law of requisite cybernetics or Ashby’s

Law. This concept states that only variety can destroy variety (Ashby, 1956).

The limitation of human knowledge also impacts the prediction of events and the identi-
fication of significant influences (Malik, 2003). Therefore, change should be managed in
small steps, and those steps should be thought through and acted upon in a systematic
manner (Maurer, 2007). Handling complexity requires an awareness of different per-
spectives, cognition of relationships, strengths and speed, effective intervention when
required, and perseverance in uncertainty, and being prepared for surprises (Richter,
2008). Individuals need to be able to think in complex terms, to engage in open commu-
nication, and to cope handling of complexity needs thinking in own complex processes,
free communication, and to retain composure when coping with unpredictability and
paradoxical outcomes (Cooke-Davies et al.,, 2007). A pre-condition for handling complex-
ity is the clear definition of roles, responsibilities, targets, and communication like in
project management (Johns, 2008). The quality of the outcome on handling complexity
depends on resources and a precise data analysis that is performed when the require-
ments are defined (Maurer, 2007). Hereafter, the performance variance must be kept in
mind. During all proceedings, the optimal internal value chain should be attended to for
an ideal structure in market orientation, product mix, value creation, and organisation

(Schuh, 2005b).

The ability to handle complexity can be adversely impacted by a lack of coordination and
interaction between different departments within an organisation. This can lead to can-
nibalization in departments, markets, resources and products. Communication can pre-
vent that situation (Schuh, 2005b). This and the assimilation of information support the
handling of complexity (Hoole, 2006; Schrader, 2009). Grosser (2011) addressed the
necessity of permanent communication and suggested the following tactics to maintain
it: investing in relationships, storytelling, providing hard facts, and giving feedback
(Grosser, 2011; Schaub, 1996). The feedback communication culture is also confirmed

by others (Blockus, 2010; Erdi, 2008; Norman, 2011). In a control loop, this provides
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new information and data that begins a new process for controlling chaos and complexi-
ty (Erdi, 2008). Leybourne, Kanabar, and Warburton (2010), expanded this aspect by
defining the specific communication processes: plan, skills, and groups. The authors di-
vided factors into groups using the typical communication channel formula, which im-

plies a simplification (Leybourne et al., 2010). This is shown in Figure 22.

3 ? 2 Vv &
- -
n(n-1) _ Communication [ |
2 - channels
20 people 20 people in 4 subgroups
% = 190 channels 5‘2‘” + 4x( 4‘;’“ ): 46 channels

Figure 22: Communication formula (source: derived from Leybourne et al., 2010)

There are three various ways to handle complexity. These are controlling, reducing, and
eliminating (George & Wilson, 2004; Kersten et al., 2012; Sander, 2007; Schoeller, 2009;
Schuh, 2005b; Schweiger, 2005). These handling methods are valid for the product and
process level (Sander, 2007).

Controlling complexity

The control of complexity first requires acceptance, then norms and guidelines can be
implemented. In general, decisions are made primarily on the strategic level (Sander,

2007; Schoeller, 2009).

Controlling complexity occurs in steps: incremental planning that uses lessons learned
from former projects, a rolling wave planning, and different multiple estimating meth-
ods like a Work Breakdown Structure (WBS). These are controlled by gate reviews on a
regular basis. These steps are already well known in management, but are not widely
applied to controlling complexity (Hass, 2007). In a survey of organisations in the distri-
bution business, Kersten et al. (2012) analysed the methods used to control complexity.
Those are used for controlling, and they are also used to reduce complexity. They found
the following methods were the most often used: reporting from electronic systems,
meeting structures with a defined target, time limitations, efficient process management,

and adapting processes to customers’ needs. Further methods for controlling complexity
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were: ABC Analysis, best-practice workshops, bottleneck analysis, defined interfaces,
benefit analysis, standardization, analysis on value creating, target definition and busi-
ness intelligence. Business intelligence concentrates all necessary data on a central serv-
er (Kersten et al., 2012). Other special methods in the field of distribution will not be

discussed in this thesis.

Malik (2003) established an approach for managing that is also valid for controlling
complexity. He made a distinction between constructivistic-technomorph and systemic-
evolutionary managing. Managing complexity in the constructivistic-technomorph way
means to create a distinctive arrangement by a planned human act. Managing complexi-
ty in the systemic-evolutionary way also creates an arrangement by human act but in a

spontaneous, self-generating mode (Malik, 2003).

Using this approach, methods for controlling complex situations were categorized.
These methods describe process steps for controlling complex situations that are cate-

gorised by arrangement and problem solving.

Methods of arrangement are mainly dominated by a heuristic process (Stiittgen, 2003),
the theory of creating order (Malik, 2003), and a steered order or taxis (Malik, 2003).
The single process steps or restrictions of these three approaches of arrangement are
shown in Table 8. Here the “heuristic process” and the “theory of creating order” have
similarities in the beginning. Both start from a simple perspective. They continuously
control the simple situations and repeat that process until those situations become sta-
ble. After the initial step, the approaches diverge. The “heuristic process” moves forward
by continually adding new small steps, and then this is repeated till the steps are stable.
The “theory of creating order” defines rules for gaining flexibility and order in complex
situations. Contrary to these methods, the “steered order” has an intuitive approach.
Nothing is planned, and actions are decided upon intuitively. Malik compares this ap-
proach with a soccer team; however, general valid rules are still followed. In summary,

each method possesses fundamental requirements to control complexity.
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HEURISTIC PROCESS THEORY OF CREATING ORDER STEERED ORDER (TAXIS)

PR \ Res \ Res
Ocess "RCrioy ey
1. Performsimple steps — Same approach for complex and simple — Intentional steered order
first situations — Differentiation into self coordinated
2. Learnto control simple — Knowing a small part of a system gives the system (e.g. soccer team in a
steps without problems possibility to know the total system game) and coordinated system

(e.g. ships complement) which is

3. Implement a new level — Order can be created in more or less big v build upin a hi hical
above the simple steps systems and therefore its expectations mostly butidup n a hierarchicalway

4. Don’tchange the simple | |— Regularity is necessary for survival B _System reacts intentional on
steps influences from an external system

— Order can be obvious or planned
5. Assureunproblematic

— Defined rules for elementsin a system
work of the new level

which can move freely inside the system
6. Repeatad finitum accordingtothe rules

— Complexity of obvious order can never in-
crease complexity of the planning instance

— Spontaneous order has ahigherlevel on
knowledgeinfluencing the order

— Spontaneous orderisonly realisable by
reconstruction (e.g. crystals)

— Order is created by know-how of the
evolutional process

— Code of conducts are created by depending
on elements and individuals

— Order listening to one elementare limited >
complexity increase when rules are more
general

Table 8: Theoretical methods for handling complexity - arrangement (developed by author)

Handling can be defined by six different methods/ conditions designed to solve the

problem of complexity:

— Vesters sensitivity model requires describing the system, identifying influencing
factors, proofing the relevance, questioning interactions, defining the internal
roles and checking the networking/ back coupling (Fisch & Beck, 2004; Hetzler,
2010; Vester, 2000)

— Analytical reductive handling is based on questioning the side effects (what can
be gained and influenced) and how can it be realised (Malik, 2003)

— Constructivist handling enables rational decisions for problem solutions by target
definition, develops a problem solving process and analysis alternatives/ stable
evaluation criteria (Malik, 2003)

— The evolutionary method is based on making decisions with cognitive knowledge
(too less information available) and closes gaps without knowing it (Malik, 2003)

— Cognitive mechanism employs the principles of reality consideration, simplifica-

tion, abstraction, and implication to handle complexity (Malik, 2003)
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— The situation awareness model is founded on environment awareness, workload,

and available tools. The actual situation is observed and projected into the future

(Endsley, 1995; Hetzler, 2010).

Those methods are summarized in Table 9 and Table 10. These six methods/ conditions

foster handling complexity by distinct instructions like process steps or defined condi-

tions on how to proceed. If applied, they actively deal with the current problem: com-

plexity.

The GAMMA and the Heraklit methods are similar in approach to Vesters sensitivity

model. Both are discussed by Fisch and Beck (2004). An alternative problem analysis

form Flood and Carson (1993) will not be discussed further because it bypasses com-

plexity, rather than controlling or reducing it.

Ss
1. System description:
Where are the problems?, What can
we do againstit?, Whatis linked to
it?, What are the limitations?, What
are the restrictions? and Who is
againstit?

2. ldentification of influencing
factors:
Identify intersection, describe the
system roughly, documentation of
variables

3. Proofing system relevance:
Physical-, dynamical criteria,
Environment (involved people/
resources etc) and system
relationships

4. Questioning interactions:
Impact of variables inside the system
(impact matrix) to theirunder-, over-
proportion

5. Defining roles inside the system:
definition along their activity or
passivity

6. Overall relationship

Outlining the network and back
coupling effects inside the system

PROCE

COND’TIQN

Which results can be expected by
the system?

Which side effects are caused?

What can be gained with this
approach and what not?

Whatcan be influenced?

How can the impact be realised on
the system?

Vesters sensitivity model analytical reductive

Co,
NDm0~
— Coreldeabased on rational
decision

— Strongly based on mathematical
guantitative approach

— Methodtries to identify principles,
technigues and methods to make
rational decisions

— Constructivistmethod can not be
realised in reality -> better decision
than evolutionary method

— Developingrational prob. solutions

1. Definetarget systems and priority
scales

2. Problemsolving processis a target-
necessity-definition process

3. Intensive analysis of all
alternatives and its competences

4. Sufficientoperationable/ stable
evaluation criteria

- Mistakes in Method

Respecting know-how limitations, open
mindseton all complex problems, inse-
perably link to facts, incomplete infor-
mation, overrated evaluation criteria

Table 9: Theoretical methods for handling complexity - steered problem I (summarised by author)
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evolutionary Cognitive mechanism (human) situation awareness,model

coND’ﬁoN

— Developed by the evolutional
process

— Too big complexity causes
uncertainty and no decision (too
lessinfo for rational decision)

— Tooless info > decision is based
on cognitive information closing
gaps withoutknowing it

Characteristics

1. Consider limited amount of
alternatives

2. Considerlimited amount of
important decisions

3. Decision making often by marginal
and often incremental differences
of alternatives

4. Interactions between target and

Co
NDIT’ON

Inferential principle:

The human brain generates

conclusions by creating pattern

which mustnotbe completed

Consistence principle:
Conclusions fromthe inferential
principle which are notlogical and
conflicting are eliminated

Reality principle:

Close relationship to the environment
where the development of the
cognitive function is developed in
accordance with the environment

Simplicity principle:
Simplification of complex situations
without objective reasons ->
selective recording and handling of
information

PRocR. |

ROCESS

— Depending on factors like
workload, available tools, complexity
of situation etc.

Steps

1. Notice of environment
Notice of dynamic, condition and
status of elementsin the
environment

2. Understanding of actual situation
Synthesis of firststep >
understanding of overall situation by
developing pattern —less important
elements are notallowed to be not
noticed

3. Projection into the future
Elements and its dynamic (stepl)
and relevance in total system (step2)
are known and will be used for future

— Stability principle: projections

alternatives ' )
. Cognitive structures remain stable by o
5. Permanentreconstruction of data themselves [ :
6. Sequential analysis and — Abstractive principle: L=
evaluation of problem

Each phenomenonin the human e
mind follows the same rules like all
other spontaneous order

7. Analysis and evaluation shall solve
the problem

8. Social fragmentation of process Source: Endsly (1995)

Table 10: Theoretical methods for handling complexity - steered problem II (summarized by au-
thor)

Reduction of complexity

The reduction of complexity is made possible by the standardization of products. This
occurs by modularization, optimizing assembly processes, scale effects, or the reduction
of product/ part variants. Standard products are focused, but fulfil the maximum of
market demands and decrease costs (Schoeller, 2009). The characteristics and ad-
vantages of standard products are as follows: the optimization of products and process-
es, a focus on core competences, limited part varieties, an improvement of the supply
chain, the reduction of quality problems, and decreased cost (Bick & Drexl-Wittbecker,
2008). The “tearing approach” or the elimination of the worst products from the portfo-
lio was mentioned as an additional benefit of standard products (Grimm, 2009; Maurer,
2007). Generally, model kits, modules or platforms exist for reducing complexity (Ab-
delkafi, 2008; Bick & Drexl-Wittbecker, 2008; Englen, 2006; Franke et al., 2002; Marti,
2007; Pahl & Beitz, 2007; Pine, 1993; Ulrich & Tung, 1991). Also, a definition of variants
later in the process can still help to reduce complexity (Abdelkafi, 2008; Firchau, 2003;
Maune, 2002; Rapp, 1999).
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In order to reduce external complexity, it is important to be certain that internal com-

plexity is within stable limits.(Marti, 2007).

In theory, the reduction of complexity is executed by shielding, sub-systems, standardi-

zation, and structuring.

“Shielding”, changes can be adopted till a certain level or milestone. Than a freeze
will appear and change can no longer be implemented (Geckler, 1997)

— “Sub-systems” by modularization, platform building in products helps to identify
potential new synergies, reduce costs, and also increases the lifecycle time, as
modules and platforms are uncoupled from development cycles. Additionally,
mass production with individualization by customers is still possible (George &
Wilson, 2004; Hofer, 2001; Krumm & Rennekamp, 2011; Maurer, 2007). To
Maurer (2007) variant management is only partially adoptable for processes

— “Standardization” results in a possible decentralization of processes (globally),
enabling a team to work together for a specific project or sub-project (Grosser,
2011; Schaub, 1996). A constraint is the grading and competence of team mem-
bers for realizing the project (Johns, 2008). This method to reduce complexity is
also suitable for components and interfaces resulting in a minimization of inter-
faces (Kersten et al., 2012; Maurer, 2007).

— “Structuring” with lists, signs, labels, and the observation and replication of best

practices (Norman, 2011).
In practice, the following methods are used to reduce complexity.

Common part use: similar parts including components, processes, know-how, and people
are used in more than one product (Bick & Drexl-Wittbecker, 2008; Marti, 2007; Maune,
2002).

Model kits: Maune (2002) described a method of standardization that employs model
kits. These can be combined in different ways to create numerous variants (Bick &
Drexl-Wittbecker, 2008; Franke et al, 2002). The product structure itself does not
change, only the overall system. Model kits require an exact definition of interfaces (Eng-
len, 2006). Pahl and Beitz (2007) distinguished four different types of model kits: basic
kits, that fulfil basic functions; support Kkits, for the realization of connections; special
kits, not existing in all products with additional functions; and adoption kits, adoption to

other systems or requirements (Pahl & Beitz, 2007).
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Modules: similar to model Kkits, but typically more complex in their setup (Bick & Drexl-
Wittbecker, 2008; Marti, 2007). Those modules cannot be changed because they have
standardized interfaces, but they can be positioned at different locations within a com-
plex system such as a platform. (Englen, 2006; Franke et al., 2002). Modules are defined
in an early planning phase and an actualisation can be done by refreshing only the mod-

ule (Englen, 2006).

Platforms: in platforms, the product architecture is divided into standardized parts and
custom modules (Marti, 2007). Here other authors differ. For them it is not a standalone
system. Platforms operate as a basis on which variants can be created by adding mod-
ules. So the platform strongly influences the final system (Bick & Drexl-Wittbecker,
2008; Englen, 2006).

Abdelkafi (2008) also discussed common part use, product modularity, and platforms.
However, he did not limit the reduction of complexity to the product level. This process
is expanded to include the reduction of complexity in processes (process commonality,

process modularity and process platforms (Abdelkafi, 2008).

Elimination of complexity

Management typically implements elimination in an early phase to avoid complexity,
which usually results in the simplification of the product (Sander, 2007), which can im-
pact the ability to compete in global markets (Malik, 2007). Schoeller (2009) did not ad-
dress elimination; he described a hybrid method between the control and reduction of

complexity. This will not be discussed further in this thesis.

5.7 MEASUREMENT AND COSTS OF COMPLEXITY
The impact of complexity was discussed in 5.5.2. In this section, the measurement, costs,

and benefits of complexity management are described.

Variety is the measurement index for complexity. Variety is the amount of possible dif-
ferentiable status of a system. Combinatorics justifies the variety (Malik, 1998). The
measurement of complexity is primarily subjective and partially dependent on the
viewpoint of the observer (Fliickinger & Rauterberg, 1995). No confirmed and proven
index exists for measuring complexity. In general, it depends on the observer and his or

her attitude towards the system.
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A hard fact-based measuring could be controlled by KPIs. Forster lists different KPIs

which combined identify complex systems (Forster, 2003):

— Amount of part numbers

— New part numbers for new developed systems

— Development time/ -costs/ -changes

— Production time/ -costs/ -changes

— Procurement time/ -costs/ -changes

— Amount of order positions and the number of supplier
— Offered products in worldwide markets

— PM effort for new products

Authors have investigated the measurement of complexity, but no tangible solution was
found. The same is valid for costs. Management of complexity will improve the return on
invest (ROI), or return on sales (ROS), or earnings before interest and tax (EBIT) (Bick &
Drexl-Wittbecker, 2008). A survey in 2007 by the A.T. Kearney group confirmed that the
active management of complexity improves the EBIT by 3-5%; therefore, a transparency
must be given by the complete value chain (Scheiter et al., 2007). In order for complexity
management to succeed, it must be continually applied and examined for an extended

period of time to show tangible results (Scheiter et al., 2007).

Costs are identified in a variety of fields, ranging from direct costs to opportunity costs.
They have been identified and summarized below in the Table 11 (Sander, 2007; Schuh,
2005a).
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Costs of complexity

Direct complexity costs Opportunity costs of complexity

Permanent

— Research and development
of additional parts

Customer care services — Effects through
cannibalisation

Quality assurance activities

— New characteristics of
variants (material, colour,
forms, functions...)

— Variant specific stock

Trainings

Administration and care of
documentation

— New tools for manufacturing

— Additional acceptance tests

Table 11: Costs of complexity (source: Schuh, 2005a)

5.8 SUMMARY OF COMPLEXITY
In the management literature, no common agreement exists for defining how complexity

can be identified. But most authors agree that complexity consists of restrictions like a
continuous motion/ momentum and the increase of non-transparency. The theory of
complexity describes a relationship of the elements, but those can change due to varying
statuses and are nonlinear due to back couplings that can exist internally and/or exter-
nally. Managing complexity succeeds being open minded and being ready to change the
course as the situation demands it without a predefined concept. With such restrictions,
complexity could be described by using a balloon as an illustrative example. Imagining
that a balloon is stretched onto one side, some elements might change their structure
more strongly than others. The behaviour of each element will change, when the balloon

is stretched into a different direction.

A difference exists between complicated and complex. Complexity differs because the
internal dynamic is high. Diversity and crosslinking make a system complicated, but they
do not impact complexity to the same degree as a dynamic (Figure 18). An appropriate
analogy is the construction of a home. An architect who is building a home for the first
time might find the process complex due to the need to coordinate all of the different
internal/external interfaces, addressing customer requirements, and attempting to by-
pass a potential dynamic. With the construction of the second home, the architect knows
how to handle and react to specific strengtheners of complexity and the possible upcom-

ing dynamic. It is possible to predict the dynamic to a certain level.
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The impact of complexity is not measurable or tangible for management. Costs caused
by complexity can only be measured indirectly. Success is realized when managing com-
plexity reduces costs. General methods used for handling complexity are reduction and

control. Elimination is rarely used because it endangers the success of the product.
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6 RESEARCH QUESTION AND OBJECTIVES

Connection of project management and complexity

The lack of literature related to handling complex projects made it necessary to investi-
gate the field of project management and complexity separately. Project management
standards have been in place for over 40 years. When those standards were established,
project managers did not have the support of computers and the world was not globally
connected through the Internet, as it is today. In the past, projects had different re-
quirements and impacts and the standards were based on those requirements. Projects
were based more on the internal or immediate environment, and lacked a global per-

spective. They were focused on internal, less on external influences.

The challenges of a globally connected world are often named complex. The literature
shows that the absence of knowledge about the strengtheners of complexity causes con-
fusion for management and generates complex projects. In the literature, complexity is
discussed from a general perspective, and is not focused on project management. Also,
different methods of handling complexity are referred to, such as the ability to react to,

specific situations where no standard might be applicable.

How can complexity which is not standardisable fit into a standardisable approach like

project management? It is necessary to investigate both.

Today projects are more ambiguous and challenging as projects during the last century.
Different key-factors like time to market, turnover has to be considered and force pro-
jects to become more efficient. A consequence is the more efficient use of existing re-

sources and a shortening of the duration by a parallelization of tasks.

Since the introduction of project management, knowledge in project management fur-
ther developed. Also other technical scientific areas, for example IT, machinery, materi-
als etc. further developed. These might affect the project. Existing available knowledge
needs to be combined and applied in the project. This is the task of management. The
challenge for the management is to keep the knowledge in the project up to date with

the newest innovations. This process never stops and is in a continuous motion.
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For example the development of an aircraft wing is chosen. In the beginning of the 20t
century the wing was simple curved and constructed by wood. Streaming influencing
flaps were principally developed; varying geometrical shapes were primary discovered.
Today, the wing is a complex part of an aircraft. It has a specific aerodynamically opti-
mized form. Different materials are used like plastics, aluminium, carbon etc. to reduce
weight and increase the stability. Additionally further different handling procedures are
necessary to apply them all together. That causes increasing complexity of projects and

products.

These different scientific knowledge need to be brought together. This is the task of
management. Current project management methodology might not fully satisfy the cur-

rent requirements. Are current standards considering complexity sufficiently?

Top-target of project management is the predictability of the project results and a most-
ly reliable reproducibility of projects. Increasing complexity hinders a reliable planning
of projects. Management must actually consider continuously knowledge and status of
complexity. For success, management should be checked and if necessary supplemented

by additional instruments to identify and overcome complexity.

This research is performed with the intent of combining non standardisable complexity

with standardised project management in order to arrive at a workable option.
Research questions/ objective

The literature shows that the management of projects in the past were performed in a
much more simple manner than those performed today. Today’s projects are developed
in a more difficult environment and are influenced more by quickly changing factors.
Those factors of change were examined in the literature that addressed complexity. Fur-

thermore, the origin, impact, and management of complexity were investigated.

It is now essential to investigate how complex projects can be handled adequately. Is
traditional project management still adequate for complex projects? Does a combination
of managing complexity and an actual project management standard exist? If there is no
practical combination, can be an alternative solution be proposed to manoeuvre more
securely through complex projects? The impacts and negative aspects in handling com-

plex projects need to be described to provide an awareness of complex projects. For the
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future the new challenges in projects for project managers, especially young inexperi-

enced project managers need to be shown.

Basic rules were created to enable project managers to recognize how complexity could

affect their projects. Indicators of complexity are outlined and also specific management

styles to manoeuvre through this situation. In a final step, the possible adaption of exist-

ing project management was investigated.

The literature review led to five fields of research. The research questions were at-

tempted to be answered by using a survey and focus group interviews with experts in

project management.

Research field A

Question:

Justification:

Target:

Research field B
Question:

Justification:

How does complexity (theory) influence the execution of project

management (PM)?

Only two books deal in detail with managing complexity in projects
so far, and project managers often discuss complexity in projects.
This research demonstrates in defined projects (participant’s pro-
jects) where and in which form complexity appears. The guide for

the demonstration is one selected project management standard.

To examine participant’s cognition of the influence of complexity
theory on the appearance, treatment, and visualisation of the most
appropriate project management standard (selected on its mem-

bership criteria, availability, norms and distribution of use).

What are the complexity ‘strengtheners’ in project management?

The literature addressing complexity lists an almost endless num-
ber of complexity strengtheners. However, the link to project man-
agement was not found. Veteran project managers have the ability
to estimate those strengtheners via their experience. Novice project
managers might become trapped due to a lack of experience; typi-
cally they rely on the veteran project managers to confirm the
strengtheners of complexity.
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Target:

Research field C
Question:

Justification:

Target:

Research field D

Question:

Justification:
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To link project management with complexity and finally provide
handling options, participants questioned in complexity ‘strength-
eners’ in project management (from the literature) and evaluated in

practice with experts.

How does project management deal with complexity?

Assignment of single strengtheners of complexity to different pro-
cesses in the selected PM standard. This outlines the vulnerability
of each process inside the PM standard. Further the degree of com-
plexity (low, middle, high) has not been developed so far. This is
generated in form of a cluster. For this the selected PM standard,
the identified strengtheners for complexity, ranking of participants

projects and field of industry are used.

To connect and demonstrate complexity and project management
in a model. The non-predictability of complexity with its strength-
eners is regulated in defined processes of project management.
With the model, developed by the evaluated input from partici-
pants, project managers are able to locate the complexity in a pro-
ject and to estimate the influence on project processes. Also the
possible effect of complexity on currently non-affected processes
can be predicted. This provides a more predictable handling in

managing complex projects.

What is the scope for possible modifications in the chosen PM

standard for managing complexity?

Confirmation of existing methods for managing complexity inside
the actual PM standard and identification of new methods for man-
aging complexity in projects for a possible enlargement of existing
PM standards. These newly identified methods are likely emerge

from the management literature of complexity together with cur-



rently applied methods by project managers in their projects that

are not listed in the PM standard nor in literature for complexity.

Target: To generate an account of the methods for the treatment of com-
plexity in the chosen PM standard and to explain their application

in practice.

Research field E

Question: Are there additional methods to those mentioned in the chosen PM
standard for the management of complexity?

Justification: The statements in existing literature disagree as to whether the
current PM standards need to be adopted or not. PM experts have
expressed their viewpoint of whether an adoption of current stand-
ards is suitable or not. The proposed outcome has a range from no
modification up to a full reworked PM standard.

Target: To create a more manageable framework for the treatment of com-

plexity in the chosen PM standard through modification.

In this thesis, the findings from project management and complexity are combined and
investigated. This synthesis was accomplished using both qualitative and quantitative
research. Therefore, strengtheners for complexity were reviewed in order to discover
where and how they might impact single project process steps and the management of
those steps. Different approaches of managing are discussed for handling complex pro-
jects as well as methods for visualization. Several methods already exist in the stand-
ards, such as: WBS, checklists, stakeholder analysis etc. Other methods should be con-
sidered as necessary additions, such as: moderating techniques, like 6-3-5, and data
structural matrices (DSM). From this perspective, experts in the field are working to
synthesize the general overview of complexity and the specific linear view of project
management standards. That strategy is intended to develop a new viewpoint for man-
agers handling complex projects. This new viewpoint for handling complex projects is
focused on aligning with existing models like the Tuckman model, to which the current
literature on handling complex projects can already be partly related. Results of Tuck-

man'’s five stages of developing a team are in a same manor unpredictable like the han-
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dling of complex projects. Each time a team is set up; it will develop differently as hu-
mans are always acting different. So also a complex project behaves. The approach of
Tuckman’s model is described linear, but in real it is applied cyclic. Phases cannot be
distinctively be defined. Therefore the Tuckman model could serve as a basis for han-

dling complex projects.
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7 RESEARCH METHODOLOGY

7.1 RATIONALE FOR MIXED CASE RESEARCH
As mentioned in Chapter 3, today more than two-thirds of all projects do not meet their

targets, which results in financial distress for organisations. The researcher’s motivation
to proceed with this thesis was to generate a change in this unsatisfactory situation.
First, the actual state of managing complex projects needed to be investigated. Based on
the results of that research, potential improvements on handling complex projects

emerged.

The research focuses on the identification of complexity strengtheners that appear in
different processes of current projects. The intent is to examine the influence of com-
plexity in project management and to investigate where complexity can affect the execu-
tion of project management. Based on the findings, a model will be developed to assist
project managers to identify traps of complexity in a project. Additionally, the existing
standards were analyzed to determine whether they are effective for handling complex
projects. Where those standards were lacking, the missing components were identified.
A recommendation will be made for incorporating those. As a contribution to practice,
the missing elements will be examined and a proposal will be made to integrate them

into the PM standard.

A survey with project management experts was chosen as the most suitable approach
for determining the current status. This survey was performed with certified PMI mem-
bers. The PMI standard was selected because it is the most widely used globally and

meets several norms accepted worldwide (see Table 4).

Academic investigations most often use action research, case research, ethnographic
research or grounded theory (Wabwoba & Ikoha, 2011). Recently, interest has grown in
using a mixed method design. The mixed method design supports increased validity,
confidence, and the credibility of results (Easterby-Smith et al.,, 2012). From the philo-
sophical standpoint of a positivist, the mixed method is ideal and continues to dominate

positivist theory and research (Giddings, 2006).

7.2 MIXED CASE RESEARCH
This study uses the mixed method approach - operationalized through case research

using a survey (quantitative method) and focus groups (qualitative method). Quantita-
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tive principles strongly influenced the research design (Giddings, 2006). The qualitative
approach provided further an in-depth knowledge and validated the results from the

survey.

7.2.1 QUANTITATIVE RESEARCH: SURVEY
A survey includes theoretically based and systematically designed questions presented

in a questionnaire that justifies the theoretical findings (Porst, 2011)

At the beginning of the development of the questionnaire, the medium for collecting data
was defined. Two styles are possible: interviewer administrated interview and self-
completed interview. Interview administrated interviews are usually face-to-face inter-
views, telephone interviews, or computer assisted personal interviews. Paper-based
questionnaires and web-based questionnaires are categorized as self-completed inter-

views (Brace, 2008).

In general, interviews administered by the interviewer have a common disadvantage:
they can be affected by the interviewer’s biases, which can directly influence the inter-
viewee. In the face-to-face interview, the interviewer’s presentation can also add bias to
the interview. An advantage of direct interviews is that the interviewer is able to present
stimulus material that can encourage both the interviewer and interviewee to ask more
complex questions on the topic. The evaluation of face-to-face interviews is more time
consuming because audio taped or handwritten notes are used. In the second method,
the telephone interview given prompts might be unclear to the interviewee and further
explanation may be necessary. However, it is not possible to present any kind of stimu-
lus material that could support the interviewee within the interview. An advantage of
the telephone interview is that the interview can be kept mostly anonymous. During the
evaluation of the telephone interview, it is almost impossible to identify specific given
statements by interviewee. This is especially valid for a large number of interviews. The
last method listed by Brace (2008) for interviewer-administered interviews is the com-
puter assisted personal interview. Randomized response lists could evolve into more
complex techniques that can be applied, but questions would be pre-coded and prompt-
ed. Also, the interviewer does not have to prepare as intensively for the interview be-

cause the instructions are given by the computer.

In self-completed interviews there is no direct contact between interviewer and inter-

viewee. This non-direct participation is a general advantage. Different scales in the self-
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completed interview may elicit different response patterns and evaluation, can hardly
be influenced. The interviewer has no influence on the how long it will take for the in-
terviewee to complete the interview; however, an approximate completion time should
be determined during the development of the questionnaire. Because spontaneous ques-
tions are not possible, the questionnaire can be monotonous and interviewees might not
complete the survey. These advantages and disadvantages are valid for both types of
questionnaires: paper-based and web-based. In web-based questionnaires it is not pos-
sible to integrate any stimuli like touch or smell; however, graphic illustrations can be

provided, such as: images, messages, or graphs.

Advantages and disadvantages of these different media are described by Brace (2008)

and summarized in Figure 23.

interviewer administrated interview self completion
FACE to FACE PAPER QUESTIONNAIRES
advantage disadvantage advantage disadvantage
—Ability to show stimulus material —Self-presentation bias —Time to consider answers —Not possible to stop respondents
. . . - . . and no influence ontime
—More complex questions can be —Selection bias —Descriptive material for evaluation )
asked . . like pictures, graphs, products etc consumption
—Third party bias ’ ! :

—Ability to show response cards —No spontaneous questions

TELEPHONE INTERVIEW WEB BASED QUESTIONNAIRES
advantage disadvantage advantage disadvantage
—Relative anonymity can reduce —Use of prompts can be difficult —Allowing visual images/ messages | |—Poor completion of open
bias e . . . Lo questions (verbatim)
—Difficult to show stimulus material —Effective for sensitive issues

—Not possible to touch, smell

—Scales may elicit different S
stimuli

response patterns

COMPUTERASSISTED PERSONAL INTERVIEWING

advantage disadvantage
—Pre-coded prompted questions —More calculation and randomised
—Less worries about layout (less response lists led to complex
techniques

interviewer instructions)

—Direct participation of respondent

Figure 23: Media for collecting data (summarized by author from Brace (2008))

In this research, a web-based questionnaire was chosen and completed independently
by the participant. It seemed to be the most appropriate choice for this thesis because it
eliminated the potential impact of interviewer bias. Also, the anonymity of participants
assured that sensitive issues could be addressed, such as the budget for an individual’s
project. Scales used inside the questions allowed for eliciting different qualitative and
quantitative response patterns. Data provided by the participants were recorded auto-
matically by the server that was used for the web-based questionnaire. Afterward, this
information is easily transferred to statistical software for evaluation. The web-based

questionnaire made it easy to reach easily project managers from PMI all over Germany
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without extensive and costly travel. Participants were not under pressure to complete
the questionnaire, which allowed for calm and balanced responses. The choice to use
open questions or half-opened questions was based on the need to gather the most pre-

cise data possible.

7.2.1.1 Developing the questionnaire of the survey
The questionnaire of the survey was designed according to “Asking questions” (Brad-

burn, Sudman, & Wansink, 2004), “Questionnaire design” (Brace, 2008), “Der
Fragebogen” (Raab-Steiner, 2010), and “Design, evaluation, and analysis of question-

naires for survey research” (Saris & Gallhofer, 2007).

The researcher found no common recommendation for where the acknowledgement for
data protection should be placed in the survey (Porst, 2011; Raab-Steiner, 2010). There-
fore, the acknowledgement was placed in the glossary on the first page, together with
the information about handling and usage of participants’ data. This covered the permis-
sion to use data gathered for this research, and protected participants against the mis-
use of their data. Participants answered the questionnaire after reading and agreeing to

the acknowledgement.

Questions were kept short, but an explanation to the specific question was always given.
Questions were stated mostly in a closed or half-opened (multiple-choice) form. Open
questions were avoided for an easier evaluation. To exclude an interpretation by partic-

ipants, scales were verbalized whether they were even or uneven.

To assure the validity of the questions, four maxims were followed during the develop-

ment of the questionnaire (Grice, 1975; Porst, 2011):

— QUALITY - telling the truth, not mentioning statements that are deemed false and
cannot be proven

— MANNER - being specific within the question, avoiding ambiguous, complex for-
mulations and confusing expressions

— QUANTITY - providing only the relevant information to the participant that is
necessary for answering

— RELATION - assuring that the contribution is relevant for the research target

110



The questionnaire was arranged into five different sections centred on the field of com-
plexity and management as presented in this thesis. The PMBoK 4t edition was the basis

for the design.
“Seniority and work experience in project management”

The questionnaire began with simple questions to elicit attention and to prevent inaccu-
rate answers. Participants were first queried to reflect about their expert experience.
The target of this section was to gain an indication of the seniority and the experience of

the interviewees.

The following questions were intended to reach this target. The number of the question

correlates to the number as it appeared on the questionnaire.

(1) Areyou a credential holder of the PMP (PMI)?

(2) Since when do you hold the PMP (PMI) certification?

(3) Do you hold other certifications for project management except PMP (PMI)?

(4) How many years do you work in project management?

(5) How many people work in your project team?

(6) How many sub-projects has your project?

(7) Which field of industry is your project placed in?

(8) Whatis the total value (internal/ external) of your project in ‘000 €?

(9) How would you categorize the size of your project? (small, medium, large,
major)

(10) How do you estimate the quality of your project according to the PMI

knowledge areas and final success?

With consideration to the motivation and anonymity, the participants were always able
to leave out answers. For sensitive questions like question 8, asking the project’s budget,

a special note was provided that allowed the participant not to answer.

The field of industries in the questionnaire were defined according to the German Minis-
try of Statistics (Statistisches Bundesamt, 2008). Terms specific to the PMI standard are

easily understood by certified PMI members in Germany.

Influence of complexity in projects
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In the second part of the questionnaire, participants were confronted with complexity
for the first time. The level of difficulty was designed to increase slowly. First, the
strengtheners of complexity in projects were addressed, which was intended to familiar-
ize the participants with the concept. This question is designed to answer the research
field B about strengtheners for complexity appearing in project management. After be-
ing provided with background information about existing complexity strengtheners,

participants were asked to estimate the complexity of their own projects.
The following questions focused on those issues:

(11) Which of the following strengtheners (multiplier) for complexity affect your
project? Mark your top five items.
(12) How would you rank your project concerning complexity? (1=low and 5

=high)

The questions were semi-structured using multiple-choice. Strengtheners identified in
the literature review were listed as possible answers. Participants had to select by min-

imum zero and maximum five. All five available answers were relevant.

The participants were asked to rank the complexity of their projects using a numerical

interval scale. This provided results defined by a single number.
Handling and management of complex projects

The third part addressed the handling and management of complex projects by partici-
pants. It required the maximum attention of the participants. There they were able to
state how they manage complexity in their projects. Depending on the answer of the
multiple-choice question, filter questions appeared. To avoid confusion, participants
were informed that the filter question was optional and generated by the previous an-

swer. Only one possible answer could be given to each question.
The following questions were intended to achieve this target:

(13) How do you manage complexity?
(14) How do you control complexity? By....
(15) How do you reduce complexity? By...

As a result of this question, the exact method of handling complexity should be identi-
fied: not at all, elimination, control and/ or reduce. Possible methods for controlling
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complexity were investigated by the literature review. To provide further information to
participants and prevent misunderstanding or demotivation, short explanations for each
possible answer were given to each participant. The same was done for the management

of complexity by reduction.
Categorization of the complex projects

To generate further motivation and concentration by participants, they were again con-
fronted with familiar terminology in project management. They had to identify the most
and least vulnerable processes in their project. It was the aim to deflect from these ques-
tion together with already answered questions (specific field of industry, complexity
strengtheners and value of project in ‘000 €) a model to categorise projects concerning
complexity and easily identify their specific strengtheners. Such a new model is the ob-

jective of the research field C.
The following questions were intended to reach this target:

(16) Name the processes vulnerable to complexity in your project. Mark the 10
most vulnerable processes (PMI standard).
(17) Name the processes vulnerable to complexity in your project. Mark the 10

least vulnerable processes (PMI standard).

Here participants had to assign a rating to most and ten least vulnerable processes using
ten as the maximum and using zero as the minimum. So non-meaningful responses did
not arise. The offered processes of the PMI standard are familiar to participants because

they are certified members of PMI.

To avoid similar answers on vulnerable processes, the processes were not arranged ac-
cording to the PMI process table where the participant might always choose the first
one. This bias “order effects” is avoided by displaying the possible answers by the ran-

dom listing of all processes (Brace, 2008).
Handling complexity in the actual PMI standard

The last section in the questionnaire addressed the topic of complexity in PMI standard,
although it is not specifically mentioned in that standard. The target was to identify
whether the standard of PMI is still sufficient to manage complex projects or if a modifi-

cation is needed. For this portion, participants were asked to propose changes to the
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current standard. First, an easy question was asked regarding whether on not the PMI
standard is still satisfactory. Filter questions were then applied, as noted in the original
question. When question 18 was answered with “no,” questions 19 and 20 were hidden.
Question 19 and 20 was intended to prompt proposals from participants to manage
complexity. Then they directed to the question of whether a separate chapter for dealing
with complexity is needed. Finally, the tools and methods to handle complexity, as found
in the literature, were offered as selections that could be integrated into the PMI stand-
ard (question 22). With the outcome of this section of the survey the research objectives
of the fields D and E shall be answered, identifying the satisfactory handling of complex
projects with current PM standards or whether an adaptation is necessary in methodol-

ogy and methods.
The following questions were intended to reach this target:

(18) Does the actual PMI standard satisfactorily describe complexity?

(19) Which tools/ methods in the actual PMBoK guide would you suggest to man-
age complexity?

(20) Which other tools/ methods do you recommend for managing complexity?

(21) Would you prefer a separate chapter for managing complexity in PM stand-
ards?

(22) Which method would you implement in the PM standard to handle complexi-
ty?

Finally, participants could state their opinion about the questionnaire in an open ques-
tion. To gain information about the efficacy of the survey, the participants were asked
for explanatory notes about the structure, set-up, understanding and handling of the

questionnaire (Porst, 2011).

The online questionnaire is shown in Appendix XXVII - Questionnaire for online survey

of PMI members in Germany.

Its ‘understandability’ and completion time were examined in pilot-tests with senior

project management consultants (see 7.2.1.4).

7.2.1.2 Survey participants
All participants in the survey were members of the Project Management Institute (PMI).

Therefore, the ability to contact possible participants was provided by the institute.
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Chapter 4.4 shows that the PMI standard is used most worldwide. The survey was per-

formed exclusively for project managers in Germany.

The data acquisition in this investigation focused on certified members of PMI. This was
the main criterion for the selection of participants and ensured a high standard of quali-

ty in the answers.

Participants were informed that participation is voluntary and anonymous. If desired,

the results of the survey could be provided to participants (Raab-Steiner, 2010).

7.2.1.3 Data collection by the survey
Data for the survey were acquired online. Answers to questions could not be controlled.

The link to the questionnaire was distributed by the PMI chapters in Germany to their
members. The questionnaire was available online for a period of three months from the
end of September 2013 until the end of November 2013. During this time, this topic was
presented by the researcher at different PMI meetings in Munich, Stuttgart, Heidelberg/
Mannheim, Diisseldorf. Furthermore, the survey was announced in the newsletters of
PMI chapters and the link online posted on PMI web community pages in Germany via
the business platform XING and LinkedIn. This was necessary to inform as many PMI
members in Germany about the ongoing survey, and to motivate them to participate in
the online survey. In order to alert participants from other countries, a statement was
given at the beginning of the questionnaire that only German certified PMI members
should participate. The survey involved approximately 4,900 certified project managers

in Germany (Lehmann, 2014). A feedback rate of 1-10% was expected.

Closed questions, half-opened questions, and ranking scales provided data in practice of
handling the PMI standard and complexity. Data were first numerically coded and inves-
tigated to assure completeness. Incomplete questionnaires were rejected. Coded data
were imported to a statistic analyzing tool. The Statistical Package for the Social Science
(SPSS) was used because it was the most appropriate software for this research. All nec-
essary statistical analyzing methods were provided as freeware from the university. A
consistently numerical coding of the questions was checked in the SPSS data table. Then
they were analyzed using descriptive and analytic methods. The questions and the find-

ings of the survey are described in detail in chapter 8.1.

7.2.1.4 Pilot-test - survey
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Before the survey started, a pilot-test with a small group of project management experts

was performed. The pilot-test was intended to identify possible obstacles.

Experts in project management tested the questions with regard to content, time dura-
tion, technical aspects, and rules for correctly formulating questions (Bradburn & Sud-
man, 1979; Holm, 1986; H. Mayer, 2004; Porst, 2011; Schnell, Hill, & Esser, 1999; Sud-
man, Bradburn, & Schwarz, 1996):

- Clear wording understood in the same way by participants
- Avoiding long and complex questions

- Avoiding hypothetical questions

- Avoiding negated and doubled stimuli

- Avoiding assumptions and suggestive questions

- Avoiding questions which require specific information

- Using a definite temporary basis

- Using a clear non overlapping answer possibilities

- Context of question should not refer to the answer

- Definition of unclear terms

The pilot was performed in late August 2013 predominantly with people from the re-
searcher’s place of employment. Those individuals are experts working as project man-
agement consultants. They have a minimum of three years’ experience in the specific
business and are well versed in the PMI standard. The pilot provided direction making

and integrating improvements into the final questionnaire.

Understanding of the questionnaire - typing errors and grammar failures appeared in
several of questions and answers. Here single consonants omitted, question marks
missed, or words were selected that cannot be translated into English like “enabler” in-
stead of “strengtheners”. These were corrected before distribution. Non-existent words
were replaced and questions were modified concerning precise terms for the answering

option.

Technical aspects - Most participants had no technical problems in handling the online
questionnaire. Question 16 and 17 invite participants to select up to ten relevant valid
processes. When a participant selected none, the online survey was halted. The manda-

tory option was removed in the setting for these questions.
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Time duration - all participants of the pilot-test completed the survey in approximately
30 minutes, which seemed to be a reasonable timeframe. Therefore, a reduction of ques-

tions was unnecessary.

Helpful hints for the arrangement of the questions were received, so that the setup was
rearranged in order to support the logical way of thinking. In particular, significant in-
formation was received regarding the ten most vulnerable obstacles concerning com-

plexity in project management and for the ten least vulnerable blocks.

Answer options were randomly changed in the questionnaire. The option of a randomly
outlined answer helps to combat a habitual scoring. This randomly changed order for
answers was applied to questions that addressed topics that the participants would be
very familiar with such as questions 16 and 17 for the most and least vulnerable pro-
cesses concerning complexity, or question 19 that asked about the tools and methods for

managing complexity inside the PMI standard.

The results of the pilot-test optimized the questionnaire. Questions were coherent and
technical implementation was well done. Experts received an overall understanding of
the research topic. The research questions and goals were viewed as more understand-

able after the modification (Appendix XXVI - Results pilot-test: online survey)

7.2.2 QUALITATIVE RESEARCH: INTERVIEW
The Interview is a qualitative research method that is intended to understand the world

from a subject’s point of view (Kvale & Brinkmann, 2009). The researcher learns about
the experience and attitude of the interviewee and the interviewee is made familiar with

the topic of research and interview (Kvale & Brinkmann, 2009).

In the narrative interview the context of experience is most important. In the guided
interview, open questions are prepared and can be freely answered by the interviewee

(H. Mayer, 2004). The guided interview was applied in this thesis.

Prepared questions in the guided interview helped the interviewer to avoid overlooking
important topics (Flick, 1999; Friebertshauser, 1997). Furthermore, a guided interview
assures comparability between different interviews. Interviewees will discuss similar
questions and this helps the researcher to evaluate the results of the questionnaires

(Meuser & Nagel, 2002; Nohl, 2009).
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When selecting the scope for interviews, the number of single interviews must be con-
sidered because evaluation and transcription is time consuming. Resources are the pri-
mary limiting factor for a large number of interviews (Helfferich, 2011). In general, the
sample should be representative and allow a statistical interference to the universe, but

a reduced mapping of the universe is possible (Kromrey, 1995).

The research interview is established in seven phases (Kvale & Brinkmann, 2009): the-
matizing, designing, interviewing, transcribing, analysis, verifying, and reporting. H.
Mayer (2004) recommended at least three phases: development of the guideline, per-
forming the interview, and evaluation. Kvale and Brinkmann (2009) and H. Mayer
(2004) have strong similarities in their explanation for executing research interviews. In
“thematising,” the research question the why, what, and how is considered. “Designing”
explains how to perform the interview. It provides an overview of the entire investiga-
tion before starting the interview: subjects, time, resources, improving the quality, spi-
ralling backwards for understanding, and focusing the endpoint (Kvale & Brinkmann,
2009). H. Mayer (2004) discussed similar topics relative to the development of a guide-
line. The third phase of Kvale and Brinkmann (2009) correlates to H. Mayer’s (2004)
second phase. All of the authors describe how to perform and document the interview.
After the actual interview is finished, the post interview phase is connected: The tran-
scription, analysis, verification and, reporting of the gathered data (Kvale & Brinkmann,

2009). H. Mayer (2004) combined these elements into a single-phase evaluation.

7.2.2.1 Expertinterview: focus group
The focus group interviews added in-depth understanding by exploring the practical

experiences of participants. The participants of the focus groups and the survey were
anonymous and selected from the population of certified PMI project managers in Ger-
many. The group of participants was reduced based on their specific skills as experts
(Flick, 1999; H. Mayer, 2004). It was an investigation into the opinions of similar groups
as relevant to the specific research topic, managing complex projects (R. Krueger & Ca-

sey, 2009; Kvale & Brinkmann, 2009; Mucchielli, 1973).

The popularity of focus group interviews (FGI) can be explained by a quick turnaround
from interview to findings. The information provided by the FGI participants is unique
and can be widely used to offer a reflection of expanded knowledge (Baker, 1985;

Vaughn, Schumm, & Sinagub, 1996).
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The FGIs were carefully prepared by the moderator and had common characteristics.

These characteristics are (R. Krueger & Casey, 2009):

PEOPLE

The focus group interviews were conducted with four to twelve participants. This
selected size was small enough to allow participants to comfortably share in-
sights in front of everybody and big enough to provide diverse perceptions (R.
Krueger & Casey, 2009; Kvale & Brinkmann, 2009; Mucchielli, 1973; Vaughn et
al,, 1996). For this research, the existing roundtables of PMI in Germany proved
the most suitable venue because PMI members meet at those on a regular basis.
Participants of the roundtables receive an invitation 2-3 months in advance in-
cluding the specific topic that will be discussed. They meet in private areas and
each participant has equal status. The head of a chapter moderates the round ta-
ble, but the participants can speak openly. Participants have an inherent motiva-
tion to join the round tables because as PMI credential holders must re-certify on

a regular basis.

Therefore the FGIs were arranged as PMI round tables. There was no special re-
cruiting or selection of participants. The FGIs - officially announced by PMI - had
a number of participants at the upper limit of 9 to 15 participants. All round ta-

bles were arranged in the private areas of restaurants.

CHARACTERISTICS

The members of the focus group share similar characteristics: employment with
project management, PMI membership, PMI certification, and long-term experi-
ence in project management. The homogeneity of the three focus groups was a
pre-condition to present analyzed findings of the survey and to test their validity.
Furthermore, the results from focus groups should be compared to each other
during the evaluation. Therefore a common familiarity with project management

and also complex projects was required for the participants of the focus groups.

QUALITATIVE DATA
Qualitative data of the interviews are collected and compared later in the process.
However, the target was not to gain consensus, but to gather and compare differ-

ent viewpoints and opinions. This approach is also known as the “phenomenolog-
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ical approach,” which is defined as the ability to understand the topic from eve-
ryday knowledge (Lindgren & Kehoe, 1981; Vaughn et al., 1996). Different au-
thors recommended that, at the very least, three focus group interviews should
be performed (R. Krueger & Casey, 2009; Kvale & Brinkmann, 2009). A limit was

not set.

It is assumed that the participants of focus groups were also involved with the
online survey. The three performed FGIs with PMI experts took place in Munich,

Frankfurt and Stuttgart from April 2014 till June 2014.

FOCUSED DISCUSSION

The guided interview that was presented by the researcher included pre-
determined and sequenced questions. Those questions were open ended and ar-
ranged in a logical natural sequence, beginning with: opening, introduction, tran-
sition, key questions, and closing questions. The goal was to have a maximum of

eleven questions and a time limit of 120 minutes (R. Krueger & Casey, 2009).

For the discussions with experts 70 minutes was allowed, and an extra 20
minutes was set aside in the event that the discussion ran long. The discussions

required a maximum time of 90 minutes for each focus group.

Open questions were predefined in an interview guide and discussed. During the
discussion, the researcher focused on the audience. Interviews were audio rec-
orded after gaining the permission of participants. Prior to conducting the dis-
cussion, the interview guide was finalized and agreed upon between the re-
searcher and the head of the PMI chapter. This guide was organized in the se-

quence according to Krueger and Casey (2009).

Opening

The focus group interview was opened by the moderator of the PMI round table.
He welcomed all participants, introduced the researcher and handed over all
rights of the moderator with no further influence of the round table.

Introduction



The introduction was planned to last no longer than 5 minutes. Participants were
informed about the thesis topic, the general purpose of the focus group, and the
findings from the survey. The stages of the focus group interview were explained.
Transition

Transition links were presented to shift the topic from the introduction to the key
questions of the focus groups. Participants were asked if they were interested in
the research topic and whether they had ever been affected by complex projects.
The transition phase was planned to last for 5 to 10 minutes.

Key questions

The greatest attention from participants was expected for the key questions.
Here a minimum duration of 15 minutes for each question was planned. For a
faster absorption of the question, the findings of the survey were illustrated to-
gether with the relevant key question in a presentation, projected on a screen.
Therefore, the participants were provided with comprehensive multi-media in-
formation.

Closing

During the last 5 minutes, the researcher summarized the outcome of the discus-
sion, reassured the participants of the anonymity of the data and their usage, and

asked participants for further questions.

— SUPPORT IN UNDERSTANDING THE TOPIC

The interviewer gave a short introduction of the focus group participants, in or-
der to provide a better understanding of the topic of interest (R. Krueger & Casey,

2009).

The introduction allowed participants to gain a common understanding of the
topic. The researcher actively worked to engage the participants in the key ques-
tion portion of the focus group by assigning specific questions to each individual.
The participants were encouraged to ask questions, which were answered by the

researcher.

The guide applied to the interviews is shown in Appendix XXIX - Guide for the focus

group interviews (FGI) with PMI members in Germany.
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Later the audio-recorded answers were converted into textual notes. A qualitative con-
tent analysis was performed as based on Mayring (2010). The participants’ statements
were assigned to the subject matters of the interview guide. Multiple categorizations of
the statements were possible when they referred to different subject issues and the con-
text was analyzed and interpreted. The individual textual elements that were catego-
rised into a ‘subject’ were solidified into a connected narrative. The aim was to establish
a distinct structure of the available information (Mayring, 2010). A unifying analysis was
then performed that compared the results from the survey, the interview, and the litera-
ture. Differences were outlined. The findings of the survey were modified by compari-
son, using the deviating results from the interviews. The reasons for modifications were
discussed and outlined (chapter 9). The findings from the focus group interview are de-

scribed in chapter 8.2.

7.2.2.2 Developing the questions for the focus group
The focus group interviews were performed after the survey was completed. Therefore,

the findings and ambiguities of the survey were more thoroughly analyzed and clarified
in the focus groups. The questions for the focus group were separated into two parts: the
questions for transition and the key questions. The quality of the answers to the key

question is fundamentally dependent on introductory transition question.
Questions for transition

The transition phase was intended to more fully engage the attention of the focus group
participants. A question had to be developed that connects the participants’ personal
interests in project management to the topic of this thesis, managing complex projects.
This question was not meant to be evaluated; it was designed to outline the participant’s
view on the topic, how much they are affected by it in their own projects, and how they

react to the specific situation of managing complex projects.

Three questions were presented in the focus group guide (see chapter 7.2.2.1). The first
addressed the participants’ interest in the topic: How does the topic “optimal handling of
complexity in project management” interest you? For this question, the participants
should indicate their desire to actively to involve themselves in the discussion. Partici-
pants were encouraged to think about complex projects. If so, the in-depth questions
begin: Have you ever been affected with a com