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Abstract

Markov random field pixel labelling is often used to obtain image segmensaition
which each segment or region is labelled according to its attributes suablcas or
texture. This paper explores the use of such a representation for iclesggfication.
In particular, the problem of classifying textile images according to desiga ity ad-
dressed. Regions with the same label are treated as a group and@aelsgrssociated
uniquely with a vertex in an undirected, weighted graph. Each regiorpgsotepre-
sented as a bag of shape descriptors. Edges in the graph denote eithéetit to which
the groups’ regions are spatially adjacent or the dissimilarity of their otispebags of
shapes. Series of unweighted graphs are obtained by removingiedgdsr of weight.
Finally, an image is represented using its shape descriptors along withefedterived
from the chromatic numbers or domination numbers of the unweightguhg@nd their
complements. Experimental results are reported on a challenging dassifitask us-
ing images from a textile design archive.

1 Introduction

Image recognition has often been based on descriptors @eimegions that result from
segmentationd], 6, 7]. This paper explores the use of region shape descriptsrstirgy
from segmentation by pixel labelling using a Markov randoefdfiMRF) model. As well
as partitioning an image into regions, MRF labelling idées groups of regions that have
the same label values. The approach proposed here seeksdsenet relationships between
these groups of regions that might be useful for tasks suckaasification. This leads to a
weighted graph in which vertices are associated with regronps and edge weights indi-
cate relationships between the groups. The edge weightsrmante information on spatial
adjacency or alternatively the dissimilarity of the region the groups. Such a representa-
tion differs from traditional region adjacency graphs sitize vertices correspond gooups

of regions rather than individual regions. Consequerttigsé graphs tend to have far fewer
vertices. A method for obtaining feature vectors of fixed elirsionality from these graphs is
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proposed so that standard machine learning methods caretle Tisis involves generating
series of unweighted graphs from the weighted graphs via eeigoval. Feature vectors
can then be based on graph-theoretic measures such as throomaber and domination
number.

This method is applied to image classification using exaafpten a commercial textile
archive owned by Liberty Fabric Ltd. The collection holden3 000 images, primarily
textile swatches but also prints and other original artwditke classification problem based
on this database is challenging because of large intra-ef@msations and because images
from different classes often have much in common. Furtheentbe textile swatches span
more than a century of design history and are often damaggdaded or partially occluded
by labelling.

2 Overview of Method

2.1 Graph construction

Figure 1(a) shows an example of an image segmented into groups of regioassigning
each pixel a label; the label image is shown in the centreei@such a labelling, the image
can be represented asag of shapes by computing shape descriptors for each connected
component$]. However, a bag of shapes model ignores relationshipsdssivthe groups
of regions. In order to retain information about these reteships, we construct undirected
weighted graphs as shown in Figuré). Each group of regions is represented as a bag of
shapes. Edges in the graph encode relationships betwegnabgs. For example, edges
can encode the extent to which the groups’ regions are igattjacent, or the dissimilarity
of their respective bags of shapes.

An undirected grapls = (V, E) consists of a set of verticéand a set of edgds. Each
vertexv € V is associated with a group of regions (bag of shapes). Twe weawhich edge
weights can be assigned are:

1. A weight is assigned the arc length of the common boundzayesl by the groups of
regions. This is the extent to which two groups’ regions aially adjacent.

2. A weight is assigned a measure of dissimilarity of the gsoof regions.

The complement of a grap@ is the graphG’ that has the same vertex set and an edge set
consisting of the edges not presentdrj17]. The graph sunG -+ G’ is the complete graph
in which every pair of distinct vertices is connected by agead

2.2 Chromatic number and domination number sequences

In graph theory, the chromatic number of a grafh,is the smallest number of colours
needed to colour the vertices without adjacent verticesrgin¢ghe same colourl]7]. Con-
sider toy examples with three groups of regions as vertitagoaph, fully connected to each
other. The edge weights are assigned values proportionlaétarc lengths of the common
boundaries shared by the groups of regions. Two such graptesdollows.

1. Figure2(a)shows an example in which the groups of regions are equajhcext to
each other so that all edges are assigned the same weigktingeddges in order of
weight generates the chromatic number sequeneel3 This is an extreme case.
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Figure 1: (a) An image is segmented into labelled regionsatitthen be represented using
abag of shapes. (b) Alternatively, a weighted graph can be constructedhictveach vertex
is associated with a group of regions that share the same |&aeh group of regions is
represented as a bag of shapes. Edge weights encode i&tgi®between the groups.

2. Figure2(b)shows an example in which edges are assigned different tgeiDkleting
edges in order of weight generates the chromatic numbeeseg8—2 —2 — 1
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Figure 2: Graph minimal colouring sequences obtained bgtithg) edges in the order of
weight.
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These examples illustrate that deleting edges by weighttsem sequences of chro-
matic numbers that depend on the adjacency relationshitieeaegion groups. Similarly,
sequences of chromatic numbers can be computed from thdemmpt graphs. Calculating
chromatic numbers is NP-complete7]. However, the graphs obtained have relatively few
vertices so they can be computed quickly. A graph colouriggrahm based on backtrack-
ing was used4].

Lo ol |L5Le ’

S\ — ~ N\ — —_— —

T o0 e - ® 00
(@) (b)

a

Figure 3: Graph dominating set sequences (red dots) oltaindeleting edges in the order
of weight.

Another measure from graph theory that can reflect relatipssbetween the vertices
(groups of regions) is the domination numbg}. [A dominating set of a graph is a subset
D of V such that every vertex M — D is joined to at least one vertex [ by some edge.
Figure 3 shows dominant sets (red nodes) of groups obtained by wigletiges in order
of weight. The number of red nodes is the domination numbéusTin the example of
Figure3(a) the domination number sequence iss1B3 and in the example of Figuf&b) the
domination number sequence is41 — 2 — 3. Similarly, we can compute sequences of
domination numbers from complement graphs. Finding theidation number is also an
NP-complete problend]. The domination number was calculated using the Bron-&sch
algorithm P].

The sequence of (normalised) weights of those edges whos®/at changes the chro-
matic number constitutes a feature vector. Similarly, &fieavector can be computed bsaed
on changes in domination number. Figurglots chromatic number against normalized
weights for one of the examples above. The resulting featector is[1.0,0.2,0.0,...,0.0].

Chromatic number
N

1
0

0.5
Normalized weights

Figure 4: The change in chromatic number as edges are renmoeeder of weight for the
example in Figur@(b). The resulting feature vector $.0,0.2,0.0,...,0.0].
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3 MREF pixel labelling

In order to obtain label images such as the one shown in Figyge MRF pixel multi-
labelling was used. This method alternated between estigh@aussian distributions in
RGB space and minimising energy in an MRF model with the RGirithutions as likeli-
hood functions. Such an energy function has the form

E(f)=3 > A-(1=0(fp—fq)) = > INP(xp| fp), @
e P

wheref is an image labellingf, denotes the label assigned to a pigeand pixels denoted

g are neighbours of pixgb. The first term rewards spatial coherence and the second term
rewards a good fit for the RGB distributions. The parameter O specifies the penalty

for assigning different labels to neighbouring pixels. @yation was performed using
a—expansion steps with = 4. Further details can be found elsewhelré] |

4 Bags of shapes

The shape of each region (connected component) was descrsireg generic Fourier de-
scriptors (GFD) 19]. Specifically, a 2D Fourier transform was applied to a potgresen-
tation f (r, 8) of each binary region image (see Figje

Fp.9) = Z;f(r,e)exp[—JZN(err 69)], @
r
where 0<r < 1 and 0< 8 < 21t. The generic Fourier descriptor (GFD) is:

F(0,0)| |F(0,1 F(m—1n—1
= (el s ) ®

Settingm = 4 andn = 12 gave a 48-dimensional feature vector. This represent&tirota-
tion, translation and scale invariant.

r

Figure 5: A region in polar coordinates

Given a collection of shapes from training images, a codklveas calculated by run-
ning k-means12] on the shape descriptors. Codewords were defined as thesaidtthe
clusters L3]. A given shape can be assigned to the nearest codeword.oAsiedpes can be
represented as a histogram of the codewords.

5 Experiment

The dataset contained 490 images manually categorised cliasses with 70 examples per
class. Figured shows some examples of each class. The images were cadegbssed
on first level text descriptors that were generally termeyés within the archive database.
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Figure 6: Example images from the seven categories. Imageheoleft were correctly
classified. Images on the right were sometimes misclassifiéé wrongly assigned class
labels are shown above these images.
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Figure 7: Classification results obtained using crosdaditon with diffrerent feature sets.
See main text for details.

It should be noted, however, that one of the descriptorsnigsiic) defined a broad design
style that included images with more variable content buhwieometric attributes (e.g.,
angles, lines, simple shapes). Some terms (floral, paiatey,leaf) referred to the design
content of the image in familiar textile design terms (e&fcin the cases of floral and
paisley); others (stripe, spot, and check) provided botlescidption of style and visual
content. This classification problem is challenging beeanfslarge intra-class variations
and because images from different classes often have mudmimon.

Seven-fold cross validation (leave-ten-out) was used &duate the accuracy of clas-
sification. We compared different feature sets based oneadi8VM classifier ). The
regularisation parameter was set t6.0The number of labels used for MRF pixel labelling
of each image was decided based on image metatidtaHach image was represented by a
bag of shapes using 48-dimensional generic Fourier descsipA shape codebook with 500
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codewords was used. Chromatic numbers were calculated th@rirORSCHE Scheduling
Toolbox [L8]. The implementation for calculating domination numbem@svbased on the
Matgraph toolbox 16].

Graphs were constructed for each image as described iro8&cti In the case of using
dissimilarity between groups of regiorns, distance was used as the distance between code-
word histograms. For an example image, Figu&s and 8(c) plot the chromatic numbers
and domination numbers of the graph and its complement sigdie weights of edges re-
moved. Note that these are monotonic functions and that #ights are normalized in the
range0, 1]. 12-dimensional feature vectors were derived in the cabethf chromatic num-
bers and domination numbers. The corresponding featutergegre shown in Figure¥b)
and8(d).

12 1r 4 T T T r 'y
G 10| |—=Graph 2 08
Qo < 0.
€ —eComplement graph > —AGraph
2 8 2 0.6 —v Complement graph
T 6 oo Q
IS =04
S E
S 202 I I
) et x 11l
0 0.5 1 0 5 10
Normalized weights Chromatic number
(@) (b)
1r < 22 28 8 ZH 28 =
12
© £08
210l |=Graph £ v —»Graph
g - Complement graph g =<4 Complement graph
c - 0.6
c (9}
o N
B ‘T 0.4
g £
o
§ 202 I I I
0 ?I « | «
0 0.5 1 0 5 1
Normalized weights Domination number

(©) (d)
Figure 8: (a) Chromatic numbers & andG’ plotted against normalized edge weights. (b)
Features derived from chromatic numbers. (c) Dominatiomlmers ofG and G’ plotted
against normalized edge weights. (d) Features derived ilmamination number.

Since representing images as bags of local patch desarifit@rsuch as SIFT 14] is
popular, we also ran the experiment using SIFT featuresasof GFD. 500 local patches
were randomly sampled from each image. The patch diameters sampled at random
in the range 10 to 30 pixels. Each patch was described as difr#8isional SIFT feature
vector using an exsiting implementatiats].

The accuracy of classification using different feature seshown in Figure?. Ggis de-
notes the graph features obtained by constructing grajphg dissimilarity as edge weights.
G;s denotes features obtained from the complement gra@hs; denotes the graph fea-
tures obtained by constructing graphs using arc lengthettdmmon boundary shared by
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the groups of regionsG,;; denotes features obtained from the complement graphs. The
graph features used in Figuré&)and7(b) were calculated from domination numbers and
chromatic numbers respectively. Error bars derotene standard deviation estimated over
10 runs of seven-fold cross validation. No matter what kihdraph features were used,
the results suggest that classification accuracy was hbtarusing GFD or SIFT features
alone. In general, SIFT appears to be slightly more acctinate GFD. However, GFD has
lower dimensionality. The combined use of graphs with edgpsesenting adjacency and
dissimilarity gave classification accuracy at least as gaodther feature sets.

Figure9 shows a confuson matrix obtained using GFDs @gd graph features derived
from domination number.

floral 74.3% kS Za N (1 V7 7 0

paisley rrXLA 0 114% o0 0 86%
SOl 0 0 [ERA86% 29% 0 12.8%

[/l 30% 8.5% 5.8% 57% 0 0

geometric ERIANEEETAVELA 8.6% 14.3%

SpOt 0 0 0 10% 14.3% Ik 8.6%

check Y 0 15.7% 10% 12.9% 5.7%
flps st f gm sp ck

Figure 9: A confusion matrix obtained using GFD combinedhwidmination feature$is.

6 Conclusion and Recommendations

The experiments have demonstrated that an improvemerdgsifitation accuracy was ob-
tained by combining bags of shapes with the proposed grapbebfeature vectors. In order
to test the effectiveness of the algorithms, single textags assigned to the images were
used to compare human labelling with machine classificafitiese varied ways of describ-
ing the images should be further refined and developed induitork. An alternative to
deriving feature vectors from a graph is to employ graph &lemmethods T, 11]. Given that
the graphs used in this paper have relatively few verticeseds could be designed without
so much regard to computational complexity as is needed @weeling with large graphs. It
would be interesting to compare this approach.
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