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Abstract Condition monitoring systems of manufacturing processes have been recognised in recent years 
as one of the key technologies that provide the competitive advantage in many manufacturing 
environments. It is capable of providing essential means to reduce cost, increase productivity, improve 
quality and prevent damage to the machine or work-piece.  Turning operations are considered one of the 
most common manufacturing processes in industry. It is used to manufacture different round objects such 
as shafts, spindles and pins. Despite recent development and intensive engineering research, the 
development of tool wear monitoring systems in turning is still on-going challenge.  In this paper, force 
signals are used for monitoring tool wear in a feature fusion model. A novel approach for the design of 
condition monitoring systems for turning operations using novelty detection algorithm is presented.  The 
results prove that the developed system can be used for rapid design of condition monitoring systems for 
turning operations to predict tool-wear. 
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1. INTRODUCTION  
The global manufacturing competition in recent years has attracted the manufacturer's attention to the 
application of condition monitoring of machine tools and processes as a method of improving quality of 
products, eliminating inspection, and enhancing manufacturing productivity. Effective condition 
monitoring system depends mainly on the ability of the system to identify any faults and respond, in real 
time, with a suitable action. A condition monitoring system, as shown in Figure 1 consists of sensors, 
signal processing stages, and artificial intelligence (decision making) stages to interpret the information 
obtained by the sensors and to decide on the essential corrective action (Martin, 1994).  
 
The capability of condition monitoring systems relies on two basic elements: first, the type of sensors 
used and second, the associated signal processing methods used to extract the necessary important 
information (sensory characteristic feature, SCF) from machining signals. The first element could involve 
expensive hardware which influences the cost of the system, while the second element affects the 
efficiency and the response of the system. The main aspect is to design a condition monitoring system 
with high efficiency, short development time, and with a reduced number of sensors (Al-Habaibeh and 
Gindy, 2001, Al-Habaibeh and Parkin, 2003). 
 
Machining processes are extremely complicated systems when compared with other production systems. 
Designers of condition monitoring systems of machining processes are normally expected to fully 
understand the characteristic of the process in order to be able to design the correct monitoring system. 
This approach would require from the designer an extended time and experimental work to be able to 
understand and model the machining mechanisms involved. Such approach could be useful for optimising 
machine performance as well as the quality of the machined parts. Nevertheless, modelling a 
manufacturing processes and studying its dynamics might not be necessary for developing an industrial 
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condition monitoring system for existing manufacturing processes.  Therefore, experimental approach 
will be used in this paper to design a condition monitoring system for tool wear without the need to fully 
understand the cutting mechanism of this particular process. 
 
Turning process is one of the most common machining processes in industry which is performed on a 
lathe machine. Turning process used to machine many types of products and round-shaped features.  
There are many types of faults associated with turning processes including surface roughness, 
catastrophic cutter breakage, gradual tool wear and collision. Many researchers have investigated tool 
wear in turning processes, see for example (Barschdorff et al., 1993, Sick, 2002, Choudhury and Kishore, 
2000, Chung et al., 1993, Scheffer and Heyns, 2004, Li, 2002). However, different research methods have 
shown different results based on the difference in material, cutter type, machining parameters, etc.  
Several condition monitoring strategies have been proposed and evaluated during the last 30 years, see for 
example (Dimla et al., 1997, Tlusty and Andrews, 1983, Tansel and McLaughlin, 1993, Cakir and Isik, 
2005, Ko and Cho, 1994). Nevertheless, until now there is a limited attempt for the development of 
generic and universal approach for condition monitoring design and evaluation. The condition monitoring 
research in general is based on evaluation of process monitoring methods and pattern recognition 
techniques to identify a specific condition of a process or to identify abnormalities from normal 
conditions. Different attempts have been found in literature to aid designing of monitoring systems 
(Sokolowski and Kosomol, 1996, Sokolowski et al., 1997). The mentioned references describe a 
methodology of designing a monitoring system by choosing the best configuration of sensors and signal 
processing methods using Scatter Matrix Method and feed forward back propagation neural networks. 
(Azouzi and Guillot, 1997) present a systematic method for sensor selection and fusion in turning process 
using neural networks. Orthogonal Arrays where used to design the experiment, and the percent 
contribution of each machining parameter on the level of signals is evaluated.  The Authors (Al-Habaibeh 
and Gindy, 2000, Al-Habaibeh and Gindy, 2001, Al-Habaibeh et al., 2002) have presented several 
research results in using a new approach of automating the design methodology of condition monitoring 
systems, called ASPS: Automated Signal and Signal Processing Selection method, using features 
extraction of sensory signals to select the most appropriate sensor and its associated signal processing 
methods in order to reduce cost and development time. For each sensory signal obtained, an attempt is 
made to extract sensitive “sensory characteristic features, SCF” that can be related to cutter conditions 
using wide range of signal analysis and simplification techniques. An association matrix, (ASM), is used 
to establish the dependence (i.e. sensitivity) of the signal’s sensory characteristic features on process 
variables.  For more details, see (Al-Habaibeh et al., 2002, Al-Habaibeh and Gindy, 2001, Al-Habaibeh 
and Gindy, 2000). 
 This paper investigates the capability of the ASPS approach in turning using tool wear as the monitored 
fault.  Turning process has been performed from fresh cutter to totally damaged cutters. Novelty detection 
algorithm is then used to classify the signal and to design the complete monitoring system. 
 

2. TOOL WEAR MONITORING 
Research in the last two decades shows that measuring cutting forces is one of the most commonly used 
methods for monitoring systems since these parameters are relatively easy to measure using dynamometer 
mounted on the tool holder, and is more sensitive to tool condition, see for example  (Dornfeld, 1990, 
Martin, 1994).  However, the there is  no clear systematic methodology for the design process. This paper 
examines the ASPS approach for the design of condition monitoring systems using force signals. 
 
Force is found suitable to measure tool breakage; the three cutting forces, the tangential force, the feed 
force and the normal force, when the broken tool nose is jammed between the workpiece and the tool, the 
forces, are found that they increase suddenly and dropped to zero as the broken part of the tool insert is 
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released because of the gap between the tool and the workpiece (Tlusty and Andrews, 1983). By 
comparison,  (Dornfeld and Lan, 1984) finds that the tangential force decreases as the insert broke while 
the feed force might decrease or increase depending on the cutting edge. References (Dimla Sr., 2000, 
Dimla Sr. and Lister, 2000b, Dimla Sr. and Lister, 2000a) use a force dynamometer to acquire cutting 
force data in the time and frequency domain. The references propose that when the tool wear gets to 
catastrophic failure, this will appear in the amplitude of the frequency associated with the changes in the 
dynamic force. Reference (Lee et al., 1992) recognises the relationship between the wear and the 
tangential force, the amplitude of the dynamic force increases with tool wear and decreases just before 
tool failure.  Reference (Lee et al., 1996) proposes and implements a model for tool wear prediction using 
cutting force signals. Turning tests are performed on a lathe and the required data collected and resulting 
wear measured. A number of tests are initially performed at a variety of cutting conditions. From these 
tests, the force components least sensitive to process parameter change but most sensitive to tool wear are 
identified (Das et al., 1996). Obtained results indicate close correlation between actual data and the 
estimated values. With varying cutting speed and depth of cut, an error estimate of 6-9.5% is reported for 
constant feed-rate, chip breaker and workpiece data. Therefore, this error is high for tool wear prediction. 
Reference (Elanyar and Shin, 1995) proposes a combined method of cutting tool flank and crater wear 
estimation. In the implementation stage of their method, data from experiments performed on a vertical 
lathe are used. The experiments involved recording the pre-processed (low pass filtering) components of 
the cutting forces from two sets of tests conducted. For the first set of tests, they use coated carbide 
inserts and carry out the tests at low cutting speeds. The second set of tests uses ceramic inserts and is 
carried out at higher speeds. The same workpiece material, feed-rate and depth of cut are utilised in both 
test sets. Force-wear relationships partly based on the same principle as reported in (Purushothaman and 
Srinivasa, 1994, Elanayar et al., 1990) are employed to select the input coefficients for training the 
network. Results showed it to be capable of close flank wear estimation but poor crater wear estimation. 
Overall, the proposed method demonstrats an ability to estimate tool wear closely, over a wide range of 
cutting conditions but lacked vital accuracy. The inaccuracies could be attributed to poor input coefficient 
estimation; they relate the cutting forces to tool wear with liner equations. It is therefore misleading to 
contemplate combining the two data types and expect unanimity. 
References (Zhou et al., 1995, Rahman et al., 1995, Hong et al., 1996) performe cutting tests from which 
they record the dynamic cutting forces signature. A dimensional space features selection process is 
carried out and three different implementations are implemented. In (Zhou et al., 1995) researchers use a 
wavelet technique to extract such features from the convoluted force signal. Results obtained showed 
inaccuracies due to changed chip shape as a result of tool state change. The main reason for this, as 
claimed, is that in any cutting process more than two classes of cutting states actually existed, and a 
network with just one output can only recognise two of them. Thus, the final classification results would 
not be entirely correct.  
References (Purushothaman and Srinivasa, 1994, Elanayar et al., 1990, Elanyar and Shin, 1995, Yao and 
Fang, 1993) also utilise the cutting force signals. The net output gave an indication of the product surface 
finish established earlier as representative of the tool state. Effectively, reference (Elanayar et al., 1990) 
utilised this experiment to relate tool wear, surface finish, and cutting forces and reported a high but un-
quantified achievement rate. Reference (Purushothaman and Srinivasa, 1994) approach and methodology 
is similar to that of (Rangwala and Dornfield, 1987), but differs in terms of sensor signal inputs, data 
processing. Reference (Purushothaman and Srinivasa, 1994)  argues that there is no need to use 
dimensionally selected features, instead, they use the amplified components of the cutting force signal as 
sampled, together with the three cutting parameters (Rangwala and Dornfield, 1987, Dornfeld, 1990).  
Reference (Tanner and Loh, 1994) utilises the cutting forces as their sensor signal inputs with an 
additional component depiction the occurrence of tool breakage to monitor the cutting process. The 
reference incorporated the cutting condition parameters (cutting speed, radial and axial depth of cut) to 
their chosen sensor signals and workpiece material,  
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Reference (Kakade and et, 1995) integrates cutting forces and AE signals to investigate the influence of 
flank wear on the individual signals. Machining test cuts are performed from which the cutting forces and 
the AE signals are recorded. They concluded that by combining different source signals for tool wear 
classification success rate significant improved the performance of the system. 
Reference (Masory, 1991) carries out single point cutting test experiments. It measures and records the 
tool tip temperature, the true root mean squared value (RMS) of the AE signal, and the three components 
of the cutting forces. The reference reportedly achieved very precise wear evaluation but no 
quantification of the results is provided.  
Reference (Monostori, 1993) uses the vibration and cutting forces from both turning and milling tests to 
perform tool state classification, continuous estimation of tool wear and the inverse modelling of the 
cutting process. Reference (Monostori, 1993) experiments involve carrying out milling and turning test 
cuts utilising both fresh and worn inserts, recording the cutting forces, and vibration components from 
each cut. Using the measured signals, statistical and spectral features were computed, followed by 
performance of sequential forward search or feature selection process using the same selection criteria as 
(Dornfeld, 1990, Rangwala and Dornfield, 1987, Monostori, 1993) by using the force data to perform 
classification tests.  
 
From the above discussion, it can be clearly concluded that force signals could be utilised for condition 
monitoring applications. However, there is a need for a systematic design methodology in order to utilise 
the right features for the design of a suitable condition monitoring system. 
 
3. NOVELTY DETECTION 
Novelty detection is used in this work as a self-learning approach to characterise the “fresh” or normal 
state of the cutter. Novelty detection (Al-Habaibeh et al., 2005, Zorriassatine, 2000) is a classification 
technique that recognises a presented data to be novel (i.e. new) or non-novel (i.e. normal). The training 
data for the novelty detection algorithm consists of only the normal class which is often much easier to 
obtain. Since a degree of overlap is normally expected between different classes, classification problems 
have a probabilistic nature(Bishop, 1995). Novelty detection involves estimating the probability-density–
function (PDF) of a normal class from the training data and then estimating the probability that a new set 
of data belongs to the same class. The classification decision in novelty detection is based on Bayes’ 
theorem as shown in equation (1). 
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The Posterior Probability, the probability that a given vector, x , 
belongs to class iC . 

The Prior Probability, the probability that a future input , x  ,belongs to 
a class , iC , based on the ratio of training examples that belong to the 
same class. 
The Class-Conditional Probability Density, the probability of obtaining 
an input vector from a given class based on estimating the PDF of a 
class. 
Unconditional Probability Density, probability density of x regardless 
of the which class it belongs to. 
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The Unconditional Probability Density should also satisfy the following equation: 
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The accuracy of novelty detection classification is dependent on the accuracy of the modelled density 
functions (Zorriassatine, 2000). Three main methods are normally used to model the PDF: Parametric 
methods (Fukunaga, 1990), Non-Parametric methods (Parzen, 1962) and Semi-Parametric method 
(Specht, 1990).  The parametric methods assume sufficient statistical information about the training data 
set which is not normally available. In non-parametric methods no assumptions are made regarding the 
underlying density functions and they depend on the training data to find the probability density function 
for a new input. (Bishop, 1995) classifies such methods as being Kernel based techniques and K-Nearest 
Neighbour technique. The K-nearest neighbour method depends on the probability that K number of data 
points of a vector fall within a specific volume. The Kernel-based technique calculates the volume by 
defining width parameters for a number of known probability distribution functions (Kernels) to provide a 
general model for the training set. However, non-parametric methods require long computations for every 
input vector. Semi-Parametric density estimation is used in this paper for novelty detection because it 
combines the advantage of both Parametric and Non-Parametric techniques and does not require 
extensive computational effort. Semi parametric methods use fewer numbers of Kernels. A Gaussian 
Mixture Model (GMM) is used in this paper to estimate the PDF.  Unlike non-parametric methods the 
training data are used only during the process of construction of the density model and are not needed for 
calculation of the PDF for new vectors. 
 
The probability density estimation of GMM is obtained by Bayes’ theorem, similar to equation 2, as 
follows (Bishop, 1995) : 
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For a Gaussian Mixture Model, the following equation is derived from equation (3) (Bishop, 1995): 
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Where  

φ
j
 is the response of the jth Gaussian component 

jα  is the mixing coefficient (priors) of φ
j
 

 
When the probability distribution function is calculated. A threshold value can be used to define the 
boundaries between a novel vector and a normal data set (Zorriassatine, 2000). Figure 2 explains the 
methodology through which the novelty detection is used in this work to detect faulty conditions. Novelty 
detection software NETLAB (Nabney and Bishop, 2000) is incorporated with Matlab programs as a 
decision making algorithm for the diagnostic and prognostic of tool wear.  More details regarding the 
novelty detection can be found in (Nabney and Bishop, 2000, Bishop, 1995). 
 
6. THE EXPERIMENTAL WORK 
The experimental work is performed on a lathe machine tool, as shown in Figure 3. It involves a turning 
process of mild steel parts using Titanium Carbide inserts.  The chosen process parameters monitored are 
the cutting forces. The force signals are monitored using 3-component Dynamometer (Kistler 9257A). 
The force dynamometer is connected to a 3-channel charge Amplifier (Kistler 5001). The signals are 
monitored using a National Instrument NI PCI-6070E and a specially designed software using NI 
LabWindows/CVI.  The sampling rate is 1K Sample/s and turning process is performed at 2mm depth of 
cut, 1000 RPM spindle speed and 0.05 mm/revolution feed-rate. The steel work piece had a diameter of 
20mm. Figure 4 presents the complete diagram of the experimental setup. Only Fx and Fz were 
monitored in this experimental work since Fy in this case was not significant. 
 
 
7. RESULTS AND DISCUSSION 
The experimental work for gradual tool wear is performed for 8 independent tests. Every test started with 
a fresh tool (insert) and finished with completely worn tool. An example of the raw signals for the first 
tool is shown in Figure 5. One test is used to investigate the process characteristic, select the sensitive 
SCFs and choose the sensitive sensors and signal processing methods. The SCFs of all the 8 tests are then 
fed into novelty detection algorithm to investigate the capability of the complete monitoring system.  
 
Since turning produces complex machining signals, it might be difficult to predict the most sensitive 
signals and signal processing methods to cutter wear directly from the machining signals. Therefore, 
signal processing and analysis is needed to extract the important information in the signals. Normally, the 
analysis is performed manually by using different signal processing technique to evaluate the sensitive 
features to the fault under investigation.  In order to extract the sensory characteristic features (SCFs), the 
2 force signals are processed using several time and frequency domain signal processing methods to 
extract 16 SCFs form every sensory signal. The SCFs should be real numbers in order to be used in this 
approach (Al-Habaibeh and Gindy, 2001). The signal processing methods used in the time domain are: 
the average (µ); standard deviations (std); power (Etter, 1993);  kurtosis value (K) (Wang and Dornfeld, 
1992); and skew value (Wang and Dornfeld, 1992). In frequency domain two methods are used: the 
average values of different frequency ranges of fast Fourier transformation (FFT) using 100 Hz region for 
each feature. 
 
The 16 signal processing methods are used to process the 2 sensory signals establishing an Association 
Matrix ASM of (2 × 16) which allows the investigation of 32 sensory characteristic features (SCFs) for 
the design of the monitoring system. The SCFs are arranged according to their sensitivities to cutter wear 
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based on the absolute slope of the linear regression method. The SCFs are visually inspected and it has 
been found that SCFs with high absolute slope show higher sensitivity to the fault  Figure 6 shows 
examples of high and low-sensitivity features to cutter wear. As it can be noticed from the figures, the 
absolute value of the slope of the least squares straight line fitting presents a good indication of how 
sensitive a sensory feature is to tool wear.  Since the axes of both graphs are similar (normalised), the 
slope angle can be calculated from the line slope using the following equation: 
 
θ ° =(180/π). tan-1(slope)   (5) 
 
From Figure 6 it could be concluded that the maximum value of Fz for each sample is much more 
sensitive to tool wear that The FFT value between 500 and 600 Hz for the same force signal. The other 
seven tests have shown consistent results. The SCFs with relatively high absolute slope show high 
sensitivity (i.e. relative change in the value) compared with SCFs with lower absolute slope values). By 
selecting the most sensitive group of SCFs, the monitoring system could be designed to investigate tool 
wear of the 8 tests. 
 
 
NETLAB software is used (Nabney and Bishop, 2000) for the implementation of the novelty detection.  
The response of the Gaussian kernels φj (see Figure 2 and equation 4) is defined by a covariance matrix ( 
a spherical matrix in this case) and a centre (i.e. the centroid of the input clusters). A single variance 
parameter for each Gaussian component is calculated using 6 centres in the mixture which has been found 
to be a suitable structure that gives relatively quick learning process and consistent results.  
 

 
Following the training of the novelty detection on normal samples using 40 machining samples from the 
first test out of 100 samples, the complete captured of normal and faulty features are tested. Figure 7 
presents the results of using the novelty detection for testing the sensory characteristic features. By 
selecting a suitable threshold value the success of the novelty detection algorithms is found to be 100%.  
Moreover, the threshold value could be selected for efficient tool wear prediction before the actual tool 
wear occurs. 
 
8. CONCLUSIONS  
This paper has presented the application of a self learning approach, ASPS, (Al-Habaibeh and Gindy, 
2001) for the design of tool wear monitoring in turning. The applied approach helps in designing a 
condition monitoring system from experience using a simple automated algorithm to determine the 
sensory characteristic features (SCFs) which are most sensitive to process tool wear. The monitoring 
system has been tested using 8 deferent tools. Examples of low and high sensitivity SCFs have been 
presented. Novelty detection has been implemented as an artificial intelligence and decision making 
stage.  The results found prove that the combination of sensitive sensory characteristic features and 
novelty detection algorithm have been successful for tool wear detection and predication.  
 
 
 



 8 

Sensory characteristic 
feature extractionSensory Signals

Artificial Intelligence

Turning Process
Classification

Damaged 
Insert

Good
Insert

∑∑

 
Figure 1: The general structure of a condition monitoring system. 
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Figure 2: The application of novelty detection for monitoring gradual tool wear in turning. 
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Figure 3:  A schematic diagram of the experimental set-up using a force dynamometer. 
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Figure 4: A schematic diagram of the experimental work. 
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Figure 5: Example of the raw signals of the first tool. 
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Figure 6: Example of low and high sensitivity SCF. 
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Figure 7: The results of the novelty detection to detect gradual tool wear in turning. 
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